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Abstract

In the paper with the purpose of modeling and forecasting of oil spill transport in the
Georgian Black Sea coastal zone the 2-D oil dispersion model is included in the regional
forecasting system of the Black Sea state as a separate module. The model is based on solution of
advection-diffusion equation for nonconservative admixture by using of the two-cycle splitting
method with respect to spatial coordinates. The numerical experiments showed the essential
contribution of advection and turbulent diffusion to peculiarities of spatial-temporal distribution of
oil concentrations.

1. Introduction

Every year the recreational and transport role of the Georgian Black Sea coastal zone
considerably grows, the projects on new hydraulic engineering constructions (e. g., Anaklia port)
are developed. it is expected that strengthening of anthropogenous loading on the Georgian coastal
zone will promote growth of pollution of coastal waters by different toxic substances, among which
oil and oil products are more dangerous and widespread components for the sea environment [1-3].
The emergencies at which is possible the oil floods and pollution of extensive sea water areas are
rather probable. In this connection creation of the operative control system of the coastal waters
state is very important for the Georgian water area of the Black Sea as for other regions of the world
ocean.

It should be noted that the transport and evolution processes of the oil and other substances in
the sea environment are closely connected to dynamical processes (circulation, turbulence).
Therefore forecast of spreading of the substances is a complex problem and it includes first of all
forecast of sea dynamical processes.

Considerable amount of the publications are devoted to modelling of oil spill transport in the
Black and other seas (for example, [1, 4-16]). In [1] a 3-D coupled flow/transport model has been
developed to predict the dynamics of the Black Sea and dispersal of pollution. The transport module
of the model used Lagrangian tracking to predict the motion of individual particles. Currents used in
the model have been generated by high resolution, low-dissipative numerical circulation model
DiaCAST implemented for the Black Sea [17]. In [4, 6, 7] the same flow/transport model is used to
predict the transport and dispersal of oil spill in coastal waters of the Caspian Sea, but currents and
turbulent diffusivities used in the model are generated by the Princeton Ocean Model (POM)
implemented for the Caspian Sea [18].

Danish Meteorological Institute (DMI) has developed an improved version of oil drift model
based on a 3-D current field. The new model calculates the oil transport, drift, and fate at sea
surface and at the deeper water depths [11]. The model is a 3-D oil drift and fate model based on a
3-D ocean circulation model. An oil spill is treated as a release of a number of “particles”. Each
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particle is assigned mass, volume and composition. Turbulent motion is described by the Monte
Carlo method. It is interested to note that DMI has experienced successful oil drift and fate
predictions by the use of the 3-D oil drift and fate model- for the two oil spill accidents in the
Danish waters.

In [12] the integrated modeling system for weather, currents, wind waves coupled with oil
slick transport is developed. The local area weather forecasting model MM5 is used for operational
forecasts in the Black Sea region [19], which is coupled with a 3-D hydrodynamics and sediment
transport model, and with the third —generation wave model WAVEWATCH Il [20]. The
hydrodynamics is simulated on the basis of POM [18]. The modeling system was implemented to
the Black Sea basin.

Météo-France has developed an oil spill response model (MOTHY), designed to simulate
the transport of oil in three dimensions [13, 14]. A hydrodynamic ocean model is linked to an oil
spill model including current shear, vertical movements and fate of the oil. The oil slick is modelled
as a distribution of independent droplets that move in response to current shear, turbulence, and
buoyancy. The model was calibrated on a few well documented pollution incidents such as Torrey
Canyon (1967), Amoco Cadiz (1978), etc. MOTHY has been configured and adapted for the
specific conditions of the Black Sea area by National Institute of Meteorology and Hydrology of
Bulgaria (NIMH) [15]. The model is now included in the operational system for numerical marine
forecasts of NIMH and can be used in case of an accident, for contingency planning and risk
assessment.

In [16] on the basis of 2-D advection-diffusion equation the distribution of the oil pollution
on the Black Sea surface getting as a result of emergency emission into the open part of the water
area is simulated. The current field is determined by using of barotropic sea dynamics model [21].
The problem is solved numerically on the basis of a two-cycle splitting method with respect to
spatial variables.

Creation of the regional forecasting system of the Black Sea dynamics for the easternmost
part of the Black Sea, which is one of the parts of the basin-scale Black Sea nowcasting/forecasting
system [22-25], gives us the real possibility to develop the coupled forecasting system of oil spill
transport in the Georgian Black Sea coastal area. Nowadays, the regional forecasting system is
functioning in the near-real time. Results of calculated marine forecast for the easternmost part of
the Black Sea — 3-D fields of the current, temperature and salinity are available in internet on
addresses: www.iggeophysics.ge and www.oceandna.ge.

The main goal of the present paper is inclusion of the oil spill transport model in the
regional forecasting system as a separate module and to investigate numerically features of
hypothetical oil spill transport in conditions of the real circulation modes in the Georgian Black
Sea water area.

2. Regional forecasting system

A 2-D model of oil spill transport is included in the regional forecasting system as a separate
module. The forecasting domain and the structure of the new version of the regional forecasting
system is shown in Fig.1. The regional area is limited to the Caucasus and Turkish shorelines and
the western liquid boundary coinciding with a meridian 39.08°E. The main components of the
forecasting system are a 3-D baroclinic regional model of Black Sea dynamics of M. Nodia Institute
of Geophysics of I. Javakhishvili Thilisi state University and 2-D oil spill transport model. The oil
spill transport model uses surface nonstationary flow field received from the regional model of sea
dynamics.
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Fig. 1. Forecasting domain and the structure of the regional forecasting system.

The basic aspects of functioning of the regional forecasting system are described in details
in [22-24]. Here we only note that the regional model of Black Sea dynamics with 1 km spacing is
nested in the basin-scale model of Black Sea dynamics of Marine Hydrophysical Institute (MHI,
Sevastopol) with 5 km spacing [26]. All the required input data are provided from MHI in operative
mode via the ftp site.

Inclusion of the oil spill transport model into the regional forecasting system enables to
predict with 3-days forward operatively not only dynamic state of the Black Sea, also oil pollution
areas and concentrations of the Georgian Black Sea coastal zone with space resolution 1 km in
accidental situations.

3. Oil spill transport module
Spreading of the oil pollution on the sea surface we describe by advection-diffusion

equation for nonconservative substance which is considered in a two-dimensional bounded area Q
with a lateral boundary S

8_(0+6u_g0+@ﬂ+6(p:ilu 6_¢+i)u 6_¢+f (1)
ot 0X oy ox" o0x 0y O0Y

with the following boundary and initial conditions

a(yg—(p—ﬂ(p}er:O on S, )
n
(0:(00 at t=0. (3)

Here ¢ is the volume concentration of a substance; u is the coefficient of turbulent
diffusion; n is the vector of the outer normal to S; o=In2/T, is the parameter of non-
conservatively, which parametrically describes changeability of concentration because of physical



and biochemical factors; T, represents the time interval, during which the initial oil concentrations
decrease two times; in general, f describes the space-temporal distribution of a specific source
power, which in case of the point source may be represent by the delta function

f:Q5(X'Xo)5(y_yo),

where X, and Y, are coordinates of a location of the source. a and b are the factors accepting

values either unit, or zero; p is the parameter of interaction of the oil with the appropriate lateral
boundary. Q is power of oil emission from the point source.
The turbulent diffusion coefficient was calculated by the formula [27]

au ? u 2oV ? oV ?
=yAXAY 2| — | +| —+— | +2| —— , 4
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where Ax and Ay are horizontal grid steps along x and y axes, respectively; y IS some constant.

For solving the problem (1)-(3) a two-cycle splitting method is used with respect to spatial
coordinates [28].

4. Numerical experiments

The oil transport model is included in the forecasting system as a separate module and
enables to calculate oil concentrations and pollution zones at emergency. With this purpose it is
required to input in the calculated program written on the algorithmic language “Fortran” the
following parameters: coordinates of source location, amount of oil emission, duration of emission
and the parameter of non-conservatively. The both models of dynamics and oil spill transport use
the calculated grid having 216x347 points on horizon with the grid step Ax = Ay = 1 km, the time
step was equal to 0.5 h. in the 3-D model of dynamics 32 calculated levels with irregular vertical
steps were considered on a vertical. In numerical experiments presented in this article were
accepted:a=1,b=0,=0, y = 1.

The parameter of non-conservatively o describing the change of oil concentrations due to
physical and biochemical factors depends on the type of oil. These factors are evaporation,
emulsification, dissolution, sinking/sedimentation, etc. At the beginning of the oil drift, there is an
intensive evaporation of light fractions of oil, which is an initial process of removal of oil from the
sea surface. Evaporation depends on oil composition and on atmospheric parameters - wind speed
and air temperature [1, 5]. There is estimated that during the period of time from several till 24
hours, probably, from 1/3 to 2/3 oil mass is lost [5]. Therefore, in case of short-range forecast of oil
spill transport evaporation is most important factor. Taking into consideration this fact, we
accepted o = 1,6.10° if t<24 hand o =8,2.107 if t >24 h in most numerical experiments
(though, with the purpose of researching dependence of oil distribution processes on this parameter
other values were also considered) . The first value of o corresponds to reduction of
concentrations two times during 12 hours, and the second one - to reduction of concentration two
times during 10 days. In performed numerical experiments accidental oil spill in the sea occurred
within two hours in amount of 50 t or 10 t. The oil spill was considered as a point source, which
was located in different points of the Georgian coastal zone in conditions of different circulation
modes. The performed numerical experiments showed that pollution concentrations are
significantly sensitive to the parameter of non-conservatively, i. e. to the type of oil; at reduction of
this parameter the growth of oil concentrations is observed and the oil spillage occupies more
territory.  Amount of spilled oil on the sea surface influences qualitatively on oil pollution
distribution.
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Fig.2. Simulated surface current field and oil spill transport corresponded to the following time
moments after oil flood: (a) - 4h, (b) - 24 h, (c) - (48), (d) - (72). The forecasting interval is 00:00
GMT,11-14 January 2014. The source coordinates were: 140Ax, 132Ay.

Some results of numerical experiments are illustrated in Figs. 2-4. Fig. 2 illustrates
forecasted regional circulation in the easternmost part of the Black Sea and drifting of oil slick in
case when 50 t was occurred on distance about 65 km from Poti shoreline in the point with
coordinates 140Ax and 132Ay (the forecasting period 00:00 GMT,11-14 January 2014). The
diffusion coefficient was variable calculated by the formula (4). From Fig. 2 is well visible that the
surface circulation is essentially changeable for the considered forecasting period. At the initial
period of oil flood the surface regional circulation is characterized by formation of vortical dipolar
structure which occupies significant territory of the considered area (Fig. 2a). Except for this
dipolar structure, some vortical formations of the smaller sizes are also observed. For three days
the circulating mode is transformed and the different circulation mode is formed shown in Fig. 2d.
Such circulating reorganization
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Fig.3. The same as in the Fig.2, but the coefficient of diffusion was constant.

is essentially reflected on moving of the oil spill. In the course of migration the oil slick extends
gradually and deformed. Simultaneously reduction of oil pollution concentrations is observed that
is caused by diffusion expansion, evaporation and other physical and chemical factors, which are
taken into account in the model indirectly. Under influence of the sea current the oil spillage
gradually comes nearer to the coast of Georgia (Fig. 2d).

With the purpose of researching the sensitivity of oil spill transport process to the turbulent
diffusion there was performed the same numerical experiment, but with the constant coefficient of
turbulent diffusion equal to = 8.10° cm’/s (Fig. 3). From comparison of Figs. 2 and 3 the

distinctive features of distribution of oil pollution on the sea surface are well visible. This
distinction has quantitative and qualitative character. In case of the constant diffusion coefficient the
oil spillage is represented as a single formation, where the distribution of pollution concentration
has concentric character and it decreases from the centre of the stain to peripheries in a radial
direction (Fig. 3). In case of more real diffusion coefficient with spatial - temporary variability,
character of oil spill deformation is different, concentric distribution of oil concentrations is broken
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and the concentration field is characterized with relatively high heterogeneity within the oil slick
(Fig. 2). Higher values of pollution concentrations are observed in case of the variable diffusion
coefficient.

In the next numerical experiment all parameters including source coordinates were the same
as in the first numerical experiment illustrated by Fig. 2, but in this case the surface current
structure was transformed within the forecasting time interval: 00:00 GMT, 1-4 March 2014, as it
is shown in Fig. 4. From this Figure is well visible that in the east part of the considered water area
the triplet structure consisting from two anticyclonic vortexes and one middle cyclonic vortex is
formed at time moment 04:00 GMT, 1 March 2014 (Fig. 4a). During the forecasting interval the
current is essentially transformed - the triplet structure gradually breaks up and the current directed
to the north-west is formed, but there are also formed some vortexes with relatively small sizes
(Fig.4c and 4d). Under influence of the current the character of deformation and moving of the oil
slick essentially differs from the previous case with circulation during interval: 10-14 January 2014
(see, Fig. 2).

Conclusion

This paper presents the development of the regional forecasting system of the easternmost
Black Sea state with inclusion of oil spill transport module. This module is based on a 2-D
advection-diffusion equation for nonconservative admixture. The forecasting system enables to
forecast with 3-days forward not only 3-D dynamical fields — current, temperature and salinity with
1 km spacing, also spreading of oil pollution zones and concentrations in case of accidental
situations. The regional forecasting system is a part of the basin-scale nowcasting/forecasting
system and all required input data are provided from MHI (Sevastopol) in operative mode via
Internet.

The numerical experiments carrying out in case of different location of hypothetical sources
and real circulating modes show a significant role of circulating processes in formation of spatial-
temporary distribution of pollution. The oil spill transport is significantly sensitive to the turbulent
diffusion coefficient and the type of oil. Thus, our researches have shown that the reliable forecast
of oil pollution transport in the sea requires to reproduce in accuracy sea circulation and processes
of turbulent mixing, also to take into account adequately physical-chemical properties of the oil.
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MopesupoBaHue U IPOTrHO3 MPOLECCOB NMEPEHOCa HE(PTAHOIO IATHA B
ITPY3MHCKOM NPUOPEKHOI 30He UepHOro MOPH ¢ HCI0JIb30BAHUEM
PEruMoHAJIbHOM NMPOrHOCTUYECKON CHUCTEMBI

Astannun Kopazanze, demypu demerpamBuiin
Pesrome

B crathe ¢ menpr0 MOAEIMPOBAHUS M IMPOTHO3a MEpEeHOCca HEPTSIHOrO MATHA B TPY3WHCKOU
npuOpexHON 30He YepHOro Mopsi AByMEpHasl MOJIENb PaclpOCTPaHEHUsI HEPTSIHOTO 3arpsi3HEHUs
BKJIIOUEHA B PETHMOHAJIBHYIO IMPOTHOCTUYECKYIO CHCTEMY COCTOSIHMSI UepHOro Mopst B BHJE
OTIIENbHOTO MoOAyJs. Mojenb OCHOBaHa Ha pEUICHUH YpPaBHEHUS aABEKUUU-TUPPY3Uu s
HEKOHCEpBAaTUBHOM MpHMeCH C HCIHOJIb30BAHHMEM JABYLUUKIMYECKOTO METOJa pacIlIENIeHHUs IO
MIPOCTPAHCTBEHHBIM KOOpAuHATaM. UMCIIEHHBIE 3KCIIEPUMEHTHI MOKA3aJId CYIIECTBEHHYIO DPOJIb
anBekuu u auddysun B GOpMHUPOBAHMM TMPOCTPAHCTBEHHO-BPEMEHHOIO paclpeaeaeHus
He(TAHBIX KOHIEHTPALUH.
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Abstract

Comparative analysis of the monthly values of Tourism Climate Index (TCI) in the South Caucasus
countries capitals (Baku, Thilisi, Yerevan) are presented. The statistical structure of TCI is studied. In the
indicated cities between the TCI values are the high linear correlation, which reaches 1. The intra-annual
distribution of the TCI values for all cities has bimodal nature with the extremum during June and September
and by the polynomial of the ninth power are described. In Thilisi, in comparison with Baku and Yerevan,
from May through September somewhat decreased values of TCI are observed, which is caused by heavier
precipitation and smaller sunshine duration in the capital of Georgia. As a whole, the climate of all three
capitals is suitable for the year-round mass tourism (TCI categories changes from “Marginal” to
“Excellent” in Tbilisi and from “Marginal” to “ldeal” in Baku and Yerevan, with the average annual
category for all cities — “Good ”).

Key words: tourism climate index, bioclimate.

INTRODUCTION

Tourism as an important sector of the global economy is influenced by geographical location,
topography, landscape, vegetation, fauna, ecological situation, weather, climate, etc. Weather and climate are
two factors that in many respects influence decisions regarding areas to be visited [1]. Many climate indices
for tourism have been applied in past research. Survey information about them can be found for example in
the works [1, 2].

A climate index approach is one way and researchers have attempted to represent the multifaceted nature
of the climate potential for tourism. Several indices have been developed over the last 45 years to assess the
suitability of climate for tourism activities [3-6].

The most widely known and applied index is the tourism climate index proposed by Mieczkowski [3].
This index is combination of seven factors and parameters. Mieczkowski’s “Tourism Climate Index” (TCI)
was designed to use climate data, being widely available for tourist destinations worldwide.

TCl is used in many countries of world [2,4,5,7,8], including such countries of Black Sea-Caspian region
as Turkey [9] and Iran [10-14]. In south Caucasus countries, monthly value of TCI be calculated in Georgia,
first for Thilisi [15], then for Batumi and Anaklia [16-18].

For the tourism climatology recently is used also this bioclimatic parameter, as Physiologically
Equivalent Temperature (PET) - combination of daily air temperature, relative humidity, wind velocity and
mean cloud cover, etc. PET is one of the most popular physiological thermal indices derived from the human
energy balance, is used in the analysis in order to describe the effect of climate [19-21].

For evaluating the bioclimatic potential of locality in Georgia from the human thermal comfort the
complex thermal indices, as Air Equivalent-Effective Temperature (EET- combination of air temperature,
relative humidity and wind velocity) and Air Radiationally Equivalent-Effective Temperature (REET-
combination of air temperature, relative humidity, wind velocity and solar radiation intensity) was used
[22,23]. In particular: the long-term variations of EET in Thilisi and Kutaisi was study [24,25]; the
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connection of EET with the health of the population of Thilisi city is studied [26]; it is shown, that as a
whole in the days with the smog situation together with air pollution by ozone, the ozone forming gases and
the aerosols under the conditions Thilisi (especially suffering cardiovascular diseases) an essential effect on
the health of people have the thermal regime of air [27]; it is shown that the values of EET and REET in the
different places of Thilisi city essentially differ from each other [28]; comparative analysis of EET in some
cities of Georgia and Brazil was carried out [29]; is examined a question about the use of data about air
thermal regime (as and TCI), with certification of the health resort and tourist resources of Georgia [18, 30].

At present the sensation of man to the thermal action of air, the climatic indices of tourism, etc. usually
are described not by physical quantities, but by terms (“coldly”, “comfortably”, “warmly”, etc.). A similar
terminology is more intelligible for the wide circle of populatlon than physical quantities. One cannot fail to
note that about three centuries ago for describing the climate of Georgia similar terms used the famous
Georgian historian and geographer Vakhushti Bagrationi [31].

As it follows of the aforesaid above, to the studies of the complex bioclimatic characteristics of health
resort and tourist zones (including TCI) to be of great importance. The significant studies on these questions
in Turkey and Iran are carried out [9-14]. At the same time, an explicit deficiency in the studies of the
tourism climate index in the countries of South Caucasus (adjacent with Turkey and Iran) is observed
(especially in Armenia and Azerbaijan).

The purpose of this paper is to determine tourism climate conditions (TCI) in Baku and Yerevan in
comparison with Thilisi and the most suitable months for tourism and tourist activities in these cities. This
work is the beginning of a more detailed study of the indicated index of tourism in these countries, which
will make it possible to reveal the common picture of the distribution of this bioclimatic factor for entire
Black Sea-Caspian region.

STUDY AREA, METHOD AND DATA DESCRIPTION

The study area the capitals of Azerbaijan, Georgia and Armenia (Baku, Thbilisi and Yerevan) are. The
location of these cities in fig. 1 is presented.
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Fig. 1 Location of Baku, Thilisi and Yerevan

Brief geographical and climatic description of these cities is represented below.
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Baku (40.42° N, 49.77° E, H — 61 m a.s.l.) is situated on the western coast of Caspian Sea. In the vicinity
of the city there are a number of mud volcanoes and salt lakes. Baku has a subtropical semi-arid climate with
warm and dry summers, cool and occasionally wet winters, and strong winds all year long. However, unlike
many other cities with this climate, Baku does not see extremely hot summers. This is largely because of its
northerly latitude and the fact that it is located on a peninsula on the shore of the Caspian Sea. Baku and the
Absheron Peninsula on which it is situated, is the most arid part of Azerbaijan (precipitation here is around
or less than 250 mm a year). The majority of the light annual precipitation occurs in seasons other than
summer, but none of these months are particularly wet.

At the same time Baku is noted as a very windy city throughout the year, hence the city's nickname the
"City of Winds", and gale-force winds, the cold northern wind khazri and the warm southern wind gilavar
are typical here in all seasons. The daily mean temperature in July and August averages 26.2 °C, and there is
very little rainfall during that season. During summer the khazri sweeps through, bringing desired coolness.
Winter is cool and occasionally wet, with the daily mean temperature in January and February averaging 4.6
°C. During winter the khazri sweeps through, driven by polar air masses; temperatures on the coast
frequently drop below freezing and make it feel bitterly cold. Winter snow storms are occasional; snow
usually melts within a few days after each snowfall [32, 33].

Thilisi (41.68° N, 44.95° E, H — 490 m a.s.l.) lies in Eastern Georgia on both banks of the Mtkvari
(Kura) River. The elevation of the city ranges from 380—770 meters above sea level and has the shape of an
amphitheatre surrounded by mountains on three sides. To the north, Thilisi is bounded by the Saguramo
Range, to the east and south-east by the lori Plain, to the south and west by various endings (sub-ranges) of
the Trialeti Range. The relief of Thilisi is complex. The part of the city which lies on the left bank of the
Mtkvari (Kura) River extends for more than 30 km from the Avchala District to River Lochini. The part of
the city which lies on the right side of the Mtkvari River on the other hand is built along the foothills of the
Trialeti Range, the slopes of which in many cases descend all the way to the edges of the river Mtkvari. The
mountains, therefore, are a significant barrier to urban development on the right bank of the Mtkvari River.
This type of a geographic environment creates pockets of very densely developed areas while other parts of
the city are left undeveloped due to the complex topographic relief.

The average annual temperature in Thilisi is 12.8 °C. January is the coldest month with an average
temperature of 0.9 °C. July is the hottest month with an average temperature of 24.4 °C. Average annual
precipitation is 538 mm. May and June are the wettest months (averaging 84 mm of precipitation each) while
January is the driest (averaging 20 mm of precipitation). Snow falls on average 15-25 days per year. The
surrounding mountains often trap the clouds within and around the city, mainly during the Spring and
Autumn months, resulting in prolonged rainy and cloudy weather. Northwesterly winds dominate in most
parts of Thilisi throughout the year. Southeasterly winds are common as well [23,32,34].

Yerevan (40.13° N, 44.47° E, H - 890 m a.s.l.) has an average height of 990 m, with a minimum of 865
m and a maximum of 1390 m above sea level. It is located on to the edge of the Hrazdan River, northeast of
the Ararat plain (Ararat Valley), to the center-west of the country. The upper part of the city is surrounded
with mountains on three sides while it descends to the banks of the river Hrazdan at the south. Hrazdan
divides Yerevan into two parts through a picturesque canyon.

The climate of Yerevan is continental semi-arid, with the influence of mountain climate, with hot dry
summers and cold snowy winters. This is attributed to Yerevan being on a plain surrounded by mountains
and to its distance from the sea and its effects. The summers are usually very hot with the temperature in
August reaching up to 40 °C (average temperature in July-August is 25.3 °C) , and winters generally carry
snowfall and freezing temperatures with January often being as cold as —15 °C (average temperature in
January-February is -3.1 °C). The amount of precipitation is small, amounting annually to about 340 mm (in
July-September mean monthly value of precipitation is 12 mm). Yerevan experiences an average of 2470
sunlight hours per year (in July-August mean monthly sunlight hours is 338) [32, 35].

In the indicated cities is paid special attention for the development of local and international tourism.
Here are many historical and cultural objects, developed contemporary tourist infrastructure. Information
about the climatic indices of tourism will be useful for planning the most optimum forms of tourist service
depending on the seasons of year.
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In the work the Tourism Climate Index (TCI) developed by Mieczkowski [3] is used. TCI is a
combination of seven parameters, three of which are independent and two in a bioclimatic combination:

TCI=8-Cld+2-Cla+4R+4S+2-W

Where Cld is a daytime comfort index, consisting of the mean maximum air temperature Ta, max (°C)
and the mean minimum relative humidity RH (%), Cla is the daily comfort index, consisting of the mean air
temperature (°C) and the mean relative humidity (%), R is the precipitation (mm), S is the daily sunshine
duration (h), and W is the mean wind speed (m/s).

In contrast to other climate indices, every contributing parameter is assessed. Because of a weighting
factor (a value for TCI of 100), every factor can reach 5 points. TCI values >= 80 are excellent, while values
between 60 and 79 are regarded as good to very good. Lower values (40 — 59) are acceptable, but values < 40
indicate bad or difficult conditions for understandable to all tourism [3]. Information about TCI category in
table 1 is presented.

Table 1 TCIl category

TClI Category 39)93MM0s Karteropus
90 + 100 Ideal 0@YSTMOO W neanbHblii
80 + 89 Excellent 99b56036530 OTnuyHbIH
70+ 179 Very Good 3500056 356130 OueHpb Xopomuit
60 + 69 Good 35030 Xoporuuii
50 + 59 Acceptable LobiosdM36m [MpusTHBIHA
40 + 49 Marginal doLs9do [MpuemiieMsblii
30+39 Unfavorable 565bgElayGgewo HebnaronpustHblit
20+29 Very Unfavorable 3500056 5GobgEbag®gewo OueHb HEOIArONPUATHBIH
10 =19 | Extremely Unfavorable | «1300969l500 s6sbganlsy®gmo Kpaiine

HeOJIarONpUSTHBIN

-30+9 Impossible domgdgwo Henpuemnemsiii

For the TCI calculation data of reference books according to the climate USSR, and also the information
[23, 32] was used.

RESULTS AND DISCUSSION

The results of TCI calculations in table 2- 3 and fig. 2-7 are presented.

The statistical characteristics of TCI in Baku, Thilisi and Yerevan in table 2 are presented. As follows
from this table the average annual values of TCI for these cities approximately identical and corresponds to
category “Good” (table 1). The values of TCI in Baku and Yerevan respectively change from 42 to 96 and
from 40 to 90 (TCI categories from “Marginal” to “Ideal”), and in Tbilisi - from 47 to 83 (TCI categories
from “Marginal” to “Excellent”). The changeability of TCI values in Tbilisi is lower than in Baku and
Yerevan (the coefficients of variation Cv are respectively equal 22.2 % and 28.5 %). In the indicated cities
between the TCI values are the high linear correlation, which reaches 1 (0.95-0.99).

The intra-annual distribution of the TCI values for all cities by the polynomial of the ninth power are
described (the values of the coefficients of the equation of regression in table 2 are presented).
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Table 2 The statistical characteristics of TCI in Baku, Thilisi and Yerevan

Parameter Baku Thilisi Yerevan

Mean 68 65 67
Min 42 47 40
Max 96 83 90
Range 54 36 50

St Dev 19.4 14.4 19.2

Cv,% 28.5 22.2 28.6

Correlation Matrix

Baku 1 0.97 0.95

Thilisi 0.97 1 0.99
Yerevan 0.95 0.99 1

Equation of regression (X-Month):

TCI = a-X°+b- X2+ X +d Xore X+ X +g X+ h- X +i- X+]

a -0.00046 -0.000158 -0.0002
b 0.027202 0.009211 0.012164
c -0.6768 -0.22664 -0.30811
d 9.313112 3.06806 4.308201
e -717.4712 -24.9827 -36.3832
f 400.1821 125.8938 190.9943
g -1270.38 -390.183 -618.776
h 2364.626 715.2294 1184.654
i -2305.93 -695.292 -1193.99
j 922.3333 313.5 510.5
R’ 0.997 0.995 0.997

The data about the monthly values of TCI in fig. 2 are presented. Taking into account the high values of
the coefficients of determination R? in this figure they are given only calculated values of TCI (real and
calculated values of TCI practically are identical).

—e+—Baku —®—Thbilisi —a— Yerevan

100
90
/.,/—-._.1\ I it
=
60
50
L
40 1 .
1 2 3 4 5 6 7 8 o 10 11 12

Month

Fig. 2 Calculated values of TCI in Baku, Thilisi and Yerevan

As follows from fig.2 the intra-annual distribution of the TCI values for all cities has bimodal nature
with the extremum during June and September. Let us note that the bimodal type of distribution of TCI
values in many other places is observed. For example the cities of Mahabad, Jolfa, Marageh, Sagez, and
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Parsabad (Iran) had a bimodal-shoulder peak distribution The TCIl maximum values were found in May,
June and October. In these cities the spring and autumn weather are climatically comfortable for tourism
[10]. New Orleans, Charleston, New York, St. Louis, Batumi also relate to the cities with bimodal-shoulder
peak TCI distribution [5, 16], etc.

For determining the reasons for the bimodality TCI values distribution, and also decreased of their values
in Thilisi, let us examine the statistical characteristics of separate components of TCI (table 3, fig. 3-6).

Table 3 The statistical characteristics of TCI components in Baku, Thilisi and Yerevan

(in the brackets - share of the average annual TCI values, %)

TCI components Parameter Baku Thilisi Yerevan
Mean 27 (39.7) 28 (43.1) 25 (37.3)
8-Cld Min 16 16 12
Max 40 40 40
Mean 6 (8.8) 6 (9.2) 6 (9.0)
2:Cla Min 3 3 2
Max 10 10 10
Mean 18 (26.5) 15 (23.1) 18 (26.9)
4-R Min 16 10 14
Max 20 18 20
Mean 11 (16.2) 10 (15.3) 12 (17.9)
4-S Min 4 6 4
Max 20 16 20
Mean 6 (8.8) 6 (9.2) 6 (9.0)
2-W Min 3 4 3
Max 8 8 9
—p Baku w—Tbilisi Yerevan == Baku == Tbilisi Yerevan

§:Cld

2:Cla

Month

Fig. 3 Monthly values of Cld and Cla components of TCI in Baku, Thilisi and
Yerevan

As it follows from the table 3 the values of daytime comfort index (Cld varied from 37.3 % in
Yerevan to 43.1 % in Thilisi) and precipitation (R varied from 23.1 % in Thilisi to 26.9 % in Yerevan) make
the greatest share to the mean annual values of TCI in Baku, Thilisi and Yerevan. The values of daily
comfort index Cla and mean wind speed W make the smallest share to the mean annual values of TCI
(approximately on 9 % for each city). The share of the mean annual daily sunshine duration S varied from
15.3 % in Thilisi to 17.9 % in Yerevan.
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As a whole, the lowered average annual values of TCI in Thilisi (in comparison with Baku and
Yerevan) are caused by more rainy climate and smaller sunshine duration, decreasing the contribution share
R and S to the general value of TCI. Concerning the monthly values of TCI, in Thilisi, in comparison with
Baku and Yerevan, especially from May through September somewhat decreased values of TCI are observed
(fig. 2), which also is caused by heavier precipitation and smaller sunshine duration in the capital of Georgia
in these months, decreasing the contribution of Rand S (fig. 4, 5).
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Fig.5 Monthly values of 8 component of TCI in Baku, Thihsi and Yerevan
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The reason for the bimodal distribution of TCI (fig. 2) in the indicated cities is the bimodal nature of
distribution of Cld (fig. 3), as basic component of TCI. The distribution of all remaining components is not
bimodal (fig. 3 for Cla, fig. 4-6).

In fig. 7 the category of TCI in Baku, Thilisi and Yerevan are presented. As follows from this figure, the
climate of all three capitals is suitable for the year-round mass tourism. TCI categories changes from
“Marginal” to “Excellent” in Tbilisi and “Marginal” to “Ideal” in Baku and Yerevan. The average annual
category for each city is “Good”.

In Baku, Thilisi and Yerevan during January, February and December value of TCI are in corresponds to
category "Marginal", during March and November - “Acceptable”, during April — “Good”.

In Baku during August and October TCI category are “Very Good”, during May and July — “Excellent”,
during June and September - “Ideal”. In Yerevan during July TCI category is “Very Good”, during May,
June, August and October — “Excellent”, during September - “Ideal”.  In Thilisi during May, July, August
and October TCI category are “Very Good”, and during June and September — “Excellent”.

For the comparison let us give data about TCI for some cities of Iran [10, 12, 13]. In the northwest of
Iran, the most suitable months for tourism activities in the TCI descriptive category “Excellent” were found
in May, June, July, August and September. The best region for tourism activities are cities such as Ardabil
and Tabriz, which are classified as having “Very Good” climatic conditions. The cities Maku, Ahar, Ardabil,
Takab, Khoy, Ourimeh and Sarab have a summer peak distribution. Each of these locations has at least 1
month with a TCI category “Excellent”. The cities Maku, Ardabli and Takab have TCI above 90, an “Ideal”
tourism climate for the summer months. Among these cities, Ardabil has the most favorable climatic
conditions for tourist attractiveness in the summer [10].

Studying TCI for different months and cities of the Yazd province, it has been found that the best
climatic condition with regard to physical health for tourists is in the months of October or November with
TCI category “Excellent”, and the worst month with TCI category “Acceptable” is evaluated for July [12]. In
Chaloos city category of TCI during January, February, March, November, December are “Acceptable”,
during April, August, September - “Good”, during October — “Very Good”, during May, June, October -
“Excellent” [13].

Thus, values of TCI in the indicated cities of Iran change in the range from category “Acceptable” to
“Ideal”, in Baku and Yerevan from “Marginal” to “Ideal”, in Tbilisi from “Marginal” to “Excellent”.

It is interesting to note that wrote Vakhushti Bagrationi about the Thilisi climate of approximately three
centuries ago [31]. He wrote, that climate in Thilisi is excellent and is pleasant. It is in summer hotly and
intolerably, in winter coldly. Spring and autumn are excellent and cheerful. This description approximately
coincides with the contemporary bioclimatic characteristics of Thilisi.
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Mean annual value of TCI in Thbilisi is 65 (category “Good”), the daytime and daily comfort indices
(8-Cld + 2:Cla) is 34 (max = 50). In winter mean value of (8-Cld + 2-Cla) is 19. In July and August value of
(8-Cld + 2-Cla) is 38, in April-June and September-October — 45 (it is close to the max comfort).
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CONCLUSIONS

A picturesque nature, landscapes Great Caucasian Ridge, subtropical and subtropical semi-arid climate
zones of the Black and Caspian Sea, rivers and waterfalls, cave towns, resorts and mineral springs, urbanized
cities and settlements, and traditional Caucasus hospitality, etc. make Azerbaijan, Georgia and Armenia the
countries of tourism.

Climate has a strong influence on the tourism and recreation sector and in some regions represents the
natural resource on which the tourism industry is predicated. In this work the determination of the climatic
potential of tourism to Baku, Thilisi and Yerevan (the capitals of Azerbaijan, Georgia and Armenia) into the
correspondence with that frequently utilized in other countries of the “Tourism Climate Index” (TCI) is
carried out.

In the future we plan a more detailed study of the climatic resources of these countries for the tourism
(mapping the territory on TCI, study trends of TCI, determination of other climatic and bioclimatic indices
for tourism - Physiologically Equivalent Temperature, Mean Radiant Temperature etc.).
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CpaBHHTE/IbHBIC XaPAKTEPUCTHKH KJIMMATHYECKOT0 MHIEKCA
TypH3Ma B CTOJIMIAX CTPaH 1xHOro Kaskasa (baky, Tonnucu,
EpeBan)

A. AMupanamBuiau, X. Yapraszua, A. Mar3apakuc
Pestome

IIpoBeneH cpaBHUTENBHBIN AHAIU3 MECAYHBIX 3HAYEHUN KIMMaTHYECKOIO MHAEKCA TypU3Ma
(KUT) B cronumax crpan toxHoro Kaskasa (baky, TOunucu, EpeBan). M3yuena craructudeckas
ctpykrypa KUT. Mexny 3nauenussmu KUT B yka3zaHHBIX TOpoJax HMeEETCS BBICOKAs JMHEHas
Koppensauus, gocrurawmomas 1. Bayrpuronosoe pacnpenenenue 3Hadyennii KMT nns Bcx roponos
uMeeT OMMOIANbHBIN XapaKkTep ¢ HIKCTpEMyMaMH B HIOHE M CEHTIOpe M ONMMCHIBACTCA MOJIMHOMOM
nesstoi crenenu. B TOwnucu, mo cpaBHenuto ¢ baky u EpeBanom, ¢ mas mo ceHTSIOpb
HaOJIIOIAI0TCS  HECKOJIbKO 3aHmkeHHble 3HaueHuss KUT, uto oOycnoBieHo 6osee OOMIBHBIMU
OCaJIKaMH M MEHBIIEH NPOJOJIKUTENBHOCTh COJHEYHOTO cHUAHMA B croiuue ['pysun. B nemowm,
KJIMMAT BCeX TPEX CTOJIMII IPUTOJIeH JUIsl KpYriIoroAnYHoro MaccoBoro (kareropun KUT Menstorcs
ot “ IIpuemnemsiii” mo “Otnuuasii B TOummcu u ot * [Ipuemnemsiii no “Uneanvuerii* B baky u
EpeBane, mpu cpeiHero1oBoi Kareropuu - “Xopomui® - i 3TUX TOPOJOB).
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Abstract

Aerosol and ozone are very important parameters of the atmosphere. The data of these small
constituents are required for the simulation of atmospheric processes, weather forecasting, study of climate
variation, ecological appraisals and, etc. In the majority of studies is necessary the information above the
large regions or continents. Ground-based study of these atmospheric parameters over the large area is
difficult and expensive procedure. Furthermore, large changeability in the environment requires the rapid
renovation of measurements. This circumstance requires the creation of the dense network of the ground
stations of observations.

At present in the world there are several satellite systems for the operational global checking of the
atmospheric parameters. These satellites are equipped with microwave and optical instruments for
measuring the atmospheric parameters, such as the aerosol optical thickness of the atmosphere, the content
of water vapor, ozone, greenhouse gases, carbon monoxide, nitrogen, sulfur, profiles of temperature,
pressure and relative humidity, cloudiness and etc.

The relatively low accuracy of satellite measurements can be considerably improved by correction with
the data of ground-based measurements. Work examines the methodology of the determination of the
distribution of the ozone content in the lower troposphere and the aerosol optical thicknesses of the
atmosphere above the territory of Georgia according to the data of satellite and ground-based
measurements in Thilisi.

For an example the schematic pictures of the 3D distributions of the total ozone in the 2.5- km layer of
the atmosphere, and also the aerosol optical thickness of the atmosphere above the territory of Georgia and
contiguous countries for all days of observations, and also cloudless and not much cloud days are given.

Key words: atmospheric aerosol optical depth, tropospheric ozone, satellite data.

INTRODUCTION

In the last years the problem of the forthcoming climate change under the conditions of growing
anthropogenic impact on the environment has been drawing an increasing attention. This problem acquires a
particular importance for Georgia, where almost all climate types are encountered except of savannahs and
tropical forests.

One of the main reasons for the modern climate change represents the human activity related to the
energy consumption. Therefore a considerable attention was paid to the inventory of the anthropogenic
emissions of the greenhouse gases and aerosols, having a direct effect on the climate formation, in Georgia

[1].
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The generalization by WMO of the opinions of the meteorological services from 50 countries enabled to
classify the factors of the annual variability of the global climate: 1) ocean-atmospheric interactions; 2)
destruction of forests, solar activity; 3) variability of the snow and ice cover; 4) others (urbanization, CO,,
aerosols, desertification, stratospheric aerosols, soil humidity). At a scale of decades the priority is given to:
1) CO,; 2) destruction of forests; 3) urbanization, ocean-atmospheric interaction; 4) others (aerosols, solar
activity, desertification, volcanic eruptions, stratospheric ozone, anthropogenic heat emissions, snow and ice
cover) [2, 3].

Thus, changes in the global climate occurring at present are conditioned to a significant extent by the
changes of the contents of radiatively active admixtures of an anthropogenic origin in the atmosphere. These
admixtures are carbon dioxide (CO,), methane (CH,), nitrogen protoxide (N,O), halocarbons (CFCs),
tropospheric and stratospheric ozone and aerosols. Except of non soot aerosol particles and stratospheric
ozone all other mentioned components play the role of heat accumulators in the formation of the energy level
of the Earth.

CO,, CH,4 N,O, CFCs, tropospheric ozone together with water vapor, whose radiative properties are
quite well studied [2], absorb long-wave radiation emitted by the Earth’s surface and create the “greenhouse”
effect. Soot aerosols actively absorb solar radiation and warm the atmosphere by reemitting it. Nonsoot
aerosol particles mainly scatter solar radiation thus diminishing its flux to the Earth’s surface. In addition
aerosols interacting with clouds change their microphysical and electrical characteristics, which finally
results in changing of the optical properties of these mixed aerodisperse systems. Considering that cloudiness
represents one of the most important factors affecting the radiation and climate, the role of aerosols in
indirect radiative effects in the atmospheric and Earth’s energy level formation turns out to be very
significant.

The aerosol contents and ozone concentration are very important parameters of the atmosphere. These
values are required for atmospheric processes simulation, weather forecasting, climate change research,
environmental assessments, etc.

However, most studies need to know the atmosphere condition over a wide region or continent. A
ground-based acquisition of the parameters of atmosphere within a large area is a difficult and expensive
procedure. Moreover, a high variability in the atmosphere environment requires a quick update of
measurements. This circumstance necessitates the establishment of a dense network of ground
instrumentation stations.

Unfortunately at the moment in Georgia is not possible to organize fine-grid ground network for these
observations. Therefore, the satellite measurements of the atmospheric minor constituents are especially
relevant. So, preliminary results of ozone distribution in the lower troposphere and atmosphere aerosol
optical thickness mapping over the territory of Georgia by satellite data and ground-based measurements are
presented below.

METHOD AND DATA DESCRIPTION

Satellite systems for atmosphere remote sensing. The basic principle of the atmosphere remote
sensing is the spectral radiance measurement in certain spectral bands to determine the physical parameters
of atmosphere environment. This is possible due to the spectral absorption and emission or infrared and
microwave radiation according to the Kirchhoff’s law. Thus, the spectral irradiation passed through the
atmosphere is a function of one’s temperature and gas composition [4].

Modern satellite systems for Earth’s atmosphere remote sensing are equipped with special optical or
microwave sensors. The European Envisat (GOMOS, MIPAS and SCIAMACHY spectrometers) and MetOp
(IASl, GOME-2 and HIRS/4 instruments), the American EOS (MOPITT, AIRS, OMI, TES infrared
spectrometers, HIRDLS, MLS microwave radiometers), NPOESS (OMPS ultraviolet/visible spectrometer)
[2] are well known among currently operating atmosphere remote sensing satellite systems, as well as the
Japanese GOSAT one (TANSO infrared spectrometer) [6].

Main technical specifications of the onboard sensors for the Earth’s atmosphere measurements of
operational satellite systems are shown in table 1.
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Table 1

Technical specifications of instruments for the atmospheric parameters measuring of

operational satellite systems

Satellite system | Equipment Spectral range, pm Spectral resolution, pm
GOMOS 0.25-0.95 0.17-0.20
Envisat MIPAS 4.15-14.6 1.6-20
SCIAMACHY 0.24 —2.40 0.2-10°-0.5-10°°
IASI 3.62-155 1.410°
MetOp GOME-2 0.24-0.79 0.135-10°°
HIRS/4 3.8-15.0 0.5-0.7
MOPITT 2.2-4.7 0.22 -0.55
AIRS 3.74-154 49107
oMl 0.27-0.5 0.45:10°-1.0-10°
EOS ) ]
TES 3.2-154 2.9-10"-8.5-10
HIRDLS 6—18 mm 410°-8107
MLS 118 — 2250 GHz 400 - 510 MHz
NPOESS OMPS 0.25-0.38 10°°
GOSAT TANSO 5.5-14.3 6:10*-8-10"
Satellite system Swath, km Spatial resolution, km Atmospheric products
120 15-40 03, NO,, NO3, Oy, H,0, aerosols
Envisat 150 3x30 O NOCI%ONZOZH%% NOe
O3, NO,, BrO, SO,, HCHO, H,0,
960 32215 ’ CI—2|4, CO, COZZ, aerosols ’
1066 12 -18 O3, aerosols
MetOp 960 80 x 40 O3, NO,, BrO, SO,, HCHO
2160 10-16 CO,, 03, N,O
650 22 CO, CH,
1650 13.5-19.5 CO,, CO, CH,, O3, SO,, aerosols
O3, NO,, SO,, HCHO, BrO
2600 13 % 24 ” 021CIO,2:'71erosoIs, ,
EOS 53 %85 0.53x5.3 H,0, O3, CH, CO, HNO;
O3, HNO3, NO,, N,Os, CHCIF
500 10 x 300 ¥ ¥ Cé’lei > 2
H,0, HNO3, HCN, CIO, N,0, O3,
300 1.5x3 SO,, CH;CN, CO, HCI, HOCI,
BrO, CH;CN
NPOESS 2800 50 - 250 Qs Bro, Hcggz, NGz, OCIO,
GOSAT 790 1.5-10.5 CO,, CHg,, aerosols, clouds

Data processing. An aerosol optical thickness (AOT) and ozone column amount (OCA) over central and
eastern Georgia for 2009-2011 was evaluated by EOS/OMI satellite spectrometer using in-situ ground-truth
measurements. The OMI (Ozone Monitoring Instrument) is a joint development of the Netherlands Space
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Office, the Finnish Meteorological Institute and NASA. It is installed onboard the EOS Aura satellite and
provides daily global monitoring of atmosphere condition in 270-500 nm band with 0.5 nm spectral
resolution and 13x24 km/pixel spatial resolution. The measurement frequency is once per day. Aura satellite
passes over Georgia is always around the same time: from 2 till 5 pm Greenwich mean time. The OMI L2G
OMAEROG.003 Daily Level 3 Global Gridded Product was used for atmosphere condition initial mapping.
Satellite data are available through the Mirador (http://mirador.gsfc.nasa.gov/) Earth Science Search Tool.
Data selection, territorial segment clipping, and monthly values averaging were carried out through the
Giovanni (http://disc.sci.gsfc.nasa.gov/giovanni/) Interactive Online Visualization and Analysis web-
application.

As a result 390 monthly territorial segments of a regular grid data (Fig.1) was collected for each
information product EOS/OMI.
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Fig.1. The atmosphere satellite measurements grid over Georgia

Total atmosphere column satellite measurements was recalculated to values for standard reference height
H = 2500 m. The exponential dependence of paor AOT relative value on height H proven for the territory of
Georgia has been used which is shown in Fig.2 [7,8]. Using one it is possible to restore the relationship
between waor AOT accumulated fraction and current height in terms of the total atmosphere column amount.
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Fig.2. Vertical profiles of paor AOT relative value and waor AOT accumulated fraction
The dependence of np; 0zone concentration on height is quite complicated, so the standard profile of the

mid-latitudes summer atmosphere is used for average ozone concentration, shown in Fig.3 [9]. The
relationship between wo,; 0zone accumulated fraction and height is also restored using this profile.
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Fig.3. Vertical profiles of noz atmospheric ozone concentration and wogz 0zone accumulated
fraction

Robust regressions of recalculated to lower atmosphere satellite measurements toward the near-surface
truth data obtained at the M. Nodia Institute of Geophysics was found for 6 ground measurement stations of
AOT inside the territory of Georgia (Fig.4) [2,7,8], as well as for measurements of ground-level ozone,
aerosols and AOT in Thilisi of late years (06.2009-12.2011) [10, 11]. Data on the total cloud cover in Thilisi
and elsewhere in Georgia and neighboring countries were taken from [11, 12] references.
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Fig.4. Ground measurement stations location on the territory of Georgia

Mentioned regression functions (separately for spring/winter and summer/autumn periods) are illustrated

by Fig.5 and Fig.6 plots.

AOT

summer — autumn

spring — winter

05

Fig.5. Regression curves between ground-based AOT values for sunny days and
recalculated satellite measurements
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OCA

summer — autumn

spring — winter

Fig.6. Regression curves between ground-based ozone concentrations in near-
surface layer of atmosphere and recalculated satellite measurements

RESULTS

Collected satellite data were recalculated using regression dependences Fig.5 and Fig.6 into monthly
series of near-surface AOT values and ozone concentrations on a regular grid Fig.1.

Next the analysis of time series of satellite measurements at each point was conducted. Periodic seasonal
components was eliminated and linear trends was extracted. Maps of means and annual increments of AOT
and ground-level ozone concentrations were developed by results of analysis. The preliminary results of
these studies, which after some clarifications will be published soon, are presented in [13].

For example, schematic 3D plots of distributions of total ozone means in 2.5 km atmosphere layer, as
well as AOTs over territory of Georgia and adjacent countries are listed below separately for all days of
observations and for sunny and low cloud days only — see Fig.7-Fig.9.

0275 | 025 Jo225[ Jo2[ o175 ]o15]  ]0,0125

Fig.7. Schematic plot of the distribution of AOT means over territory of Georgia and
adjacent countries for all days of observation (a darker tone corresponds to AOT higher
values)
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Fig.8. Schematic plot of the distribution of AOT means over territory of Georgia and
adjacent countries for sunny and low cloud days of observation only (a darker tone
corresponds to AOT higher values)
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Fig.9. Schematic plot of the distribution of 0zone concentrations in lower 2.5 km
atmosphere layer over territory of Georgia and adjacent countries (a darker tone
corresponds to higher values of ozone concentration)

As it follows from Fig.7 and Fig.8, the AOT distributions over the study area differ significantly from
each other. In the first case (Fig.7) the AOT values over the ridges are greater than ones over the valleys. In
the second case (Fig. 8) it is vice versa. This phenomenon can be explained by the presence of clouds, which,
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in addition to the direct visibility reduction, contribute to aerosols accumulation within near-cloud space [2,

14, 15].
Table 2
Total cloudiness over Georgia sites at 7 pm local time [17]
Site Northern Eastern E':l‘)’g\t/'g’n Cloudiness, Sfr:?]l;dézszsi’n
latitude longitude sea level m all data Thilisi at 1 pm
Aspindza 41°34' 43°15' 980 5.9 3,6
Ambrolauri 42°31" 43° (09’ 544 6.1 4,0
Bolnisi 41°27' 44° 33' 534 6.8 4,3
Gori 41°59' 44°07' 612 6.2 38
Zugdidi 42°3( 41°51" 108 6.3 4,3
Mta-Sabueti 42°02' 43°29' 1245 7.3 55
Kutaisi 42°16' 42°38' 116 7.3 55
Pasanauri 42°21' 44°42' 1064 5.2 3,2
Thilisi 41°42' 44°45' 425 6.3 41
Telavi 41°56' 45°23' 543 6.0 3,0
Khopa 41°23' 41°25' 33 6.7 55
Sochi 43°35' 39°46' 57 6.5 52
Shadzhatmaz 43°44' 42°4(0' 2056 8.9 8,7

For example, the vertical distribution of the number concentration of aerosols with sizes more than 0.35
um in radius has been studied for various regions of Georgia. In particular it was shown that within the lower
five kilometer atmospheric layer the size distribution of aerosols is quite steady and varies little with
elevation and under the influence of cloudiness. However at days with cumulus clouds in comparison to
cloudless days the mass of aerosols in the lower five kilometer layer increases approximately 1.4 times,
while at days with clouds of various types including cumulus — 2.5 times [15]. In addition to this, the
increased humidity of air in the layers of cloud formation, also contributes to increase of AOT [16].

For comparison, Table 2 shows the total cloud cover at 7:0 pm (the time of satellite pass over Georgia)
for 10 observing stations in Georgia, 1 station in Turkey (Khopa, not far from Batumi) and 2 stations in
Russia (Sochi-Razdolnoe, Shadzhatmaz) for all days of observations, as well as for the days when in Thilisi
in 1:0 pm (AOT measuring time) was clear of low cloud weather. In the first case (Fig.7), the AOT values
are followed by the total cloud cover values. Overt the ridges the cloudiness is greater and, consequently, the
AOT is greater too. Also we note that the overall vision of the AOT distribution over the study area as a
whole is fitted good to earlier on the distribution of total cloud cover [17].

For sunny and low cloud days (Fig. 8) the classical distribution of AOT is observed — over the lowlands
its value is higher than over the ridges [2,7,8].

CONCLUSIONS

The methodology of determination of distribution of ozone content in lower 2.5 km layer of atmosphere
and aerosol optical thickness of the atmosphere above the territory of Georgia according to the data of
satellite and ground-based measurements in Thilisi is proposed. The obtained preliminary results indicate
the prospect of the development of works in this direction. It is soon provided to present the more
comprehensive data about the distribution of the indicated atmospheric parameters above territory of
Georgia.
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Omnpenenenne pacnpenencHus CoAepKaHus 030Ha B HIDKHEN Tponocdepe u
a’p030JIbHOM ONTUYECKOM TONIIM aTMOoc(hepbl Haja Tepputopueit I'py3uu no
JAHHBIM CITyTHUKOBBIX M HA3€MHBIX U3MEPEHUN

C.A. CrankeBuy, O.B. Tutapenko, A.I'. AMupanamBuiu, X.3.Haprasua
Pesrome

Adp0o30/IM M 030H - OYEHb BaXKHBIC MapaMmeTpbl atMocdepbl. laHHble 00 ATHX MalbIX MPUMECIX
TpeOYIOTCSL Ui MOJCIMPOBaHUSI aTMOC(EpPHBIX IPOIECCOB, MPOTHO3UPOBAHUS TIOTOBI, HCCICIOBAHUS
HU3MCHCHUSA KiIIMMaTa, SKOJIOTMYCCKUX SKCIICPTU3, U T.1.

B OonpmmHCTBE  HccnenoBaHMd HeoOXoauMa WHQOpManus HaJ OONBIIMMH pPETMOHAMH WA
KOHTHHEeHTaMH. HazeMHOe mccieoBaHue STHX MapaMeTpoB aTMocqepbl Ha OOJNBIION TUIOMAm - TPYAHAS U
noporasi mpouenypa. Kpome toro, Oomnbinasi M3MEHYMBOCTh B OKpYXKaromied cpenae TpebyeT OBICTpOro
OOHOBJICHUSI M3MEpPEHUH. DTO 0O0CTOATENHCTBO TpeOyeT co3laHus IJIOTHOM CETH Ha3eMHBIX CTaHIUH
HAOIIO/ICHH.

B HacToAIeSC BpEMA B MHUPE CCTb HECKOJBLKO CIYTHHKOBBIX CHCTEM IS OSKCILIyaTallMOHHOI'O
rII00abHOTO KOHTPOJIS TMapaMmeTpoB aTMmochepbl. OTH CIIYTHHKA 00OpYJOBaHbl MHKPOBOIHOBBIMH U
ONTHYECKMMU WHCTPYMEHTaMHU JUIsi W3MEPEHUs MapaMerpoB aTMocdepbl, TaKMX KakK a’po30ibHast
ONITHYECKasl TOIIIa aTMOC(EpBI, CoJiepKaHne BOJSIHOTO T1apa, 030Ha, MAPHUKOBBIX I'a30B, OKKMCEH yriepona,
asora, cepbl, mpoduiici TemiepaTypbl, JaBJIEHHS U OTHOCHUTECIBHOM BJAXXHOCTH, OOJAYHOCTH M T.JI.
OTHOCHTENBFHO HH3Kash TOYHOCTh CITyTHUKOBBIX WU3MEPEHHWH MOXET ObITh 3HAYMTENBHO YIIy4IlIeHa ITyTeM
KOPPEKIUMHU C JTaHHBIMHU HAa3€EMHBIX H3MepeHHI>'I.

B pabore paccMoTpeHa METONOJIOTHSI OIpENeNeHNs paclpeeeHus] COACpKaHusl 030HA B HWKHEH
Tporochepe W a’po30IBHOW ONTHUYECKON Tommu atMochepbl Han Tepputopuell ['py3ud 1O JTaHHBIM
CITyTHUKOBBIX M HA3eMHBIX H3MepeHuii B TOwmmicH.

Jna mpuMepa mpuBeneHsl cxemaTudeckne KapTuael 3D pacnpeneneHni o0IIero comepkaHus 030Ha B

2.5-KHJIOMETPOBOM CjI0€ aTMOC(epbl, a TaKXKe ad’pO30JbHOW ONTHYCCKOH TONIM aTMOC(epbl Hal
Tepputopuei ['py3um W cCoONpemenbHBIX CTpaH A BCEX MHEH HaOMOmEeHWH, a Tarke 0e300JaYHBIX H
MaJjo00IavyHBIX JTHEH.
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Abstract
It is continued study of convective motions in different liquid geophysical environments 7by the novel
solutions bubble-boiling modeling method, suggested in [1-3].This method used with purpose of modeling
of one- two- or three-dimensional convection in conditions of usual laboratory is appeared quite
acceptable to consider: (a) the global planetary scale circulations; (b) surface mixed layer of oceans;(c)
analogy between brittle failure and statistical physics, bubble nucleation leading to boiling; (d)
peculiarities of thermal waters in northern glacial regions; (e) mantle convection in the Earth. The
laboratory investigation of the subject, energetic analysis and details will be reported on other occasions.

I. Introduction.

The purpose of this article is to analyse well-known investigations of vertical, one-dimensional
convective motions in nature and laboratory, on the base of our new experimental results [1-27].
Corresponding works will be considered in following order: global climate system — the Earth,
the Sun, and space; atmosphere, ocean, thermal waters, volcanoes, geysers, jokulhlaup, Earth’s
mental plume, magnetosphere-ionosphere convection, laboratory experiments, examples of
similar phenomena from adjacent science branches. These 1d-motions of the fluids, caused by
heating below, according to well-known works have important role in convective motions of all
extra-ordinal phenomena, and, naturally, in laboratory modeling experiments by means of
solutions bubble boiling method [1-3], according to which consideration of only vertical motions
is quite enough for description of the thermals behavior — the air-vapour bubbles in atmosphere,
ocean, thermal waters, mantle-plumes, volcanoes, etc, — subject to action of weight and
Archimedes forces [1].

In modeling laboratory experiments, it is obtained optimal relations between volume of
investigated liquid and intensity of heat flux, identical length scales, and timescales of
observations.

I1. Soil-vegetation-atmosphere transfer schemes and hydrological models [5-10].

2.1. Let’s begin a consideration of the problem] from the paper [5].

According to the author’s works cited in [5] internal correlation among all the geospheres is
conditioned by means of water-and water-contenting mass fluxes, permanently formed at
the inter-phase boundary between liquid core and lower mantle and penetrating through
the whole open thermodynamic system the Earth-atmosphere-internal space (see Fig. 1).
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Fig.1. Mass fluxes in the geo-sphere’s system [5].

Initial state of the model — availability in Earth’s liquid metal core solved hydrogen in high
concentration of hydrogen penetrated into the Earth planetesimals as main component of the
yang solar wind in the time of its forming 4.6 milliard years ago. It is suggested that the
density of solved in liquid phase of the Earth core may arrive at 0.1-1.0 g cm™ when mean
density of liquid metallic core equals to = 10 g cm3. Less quantity of He, Ny, Oy, ions of which
were in the content of “young” Sun’s solar wind, was dissolved in the liquid core (and in
respective shares of fluids). On the basis of this hypothesis, the author discusses some following
significant consequences; for example: (1) the chemical nature of the geomagnetism generation.
Assumption about existence in liquid part of the Earth core of dissolved in it hydrogen opens
possibility for generation of an etched magnetic field. At the boundary region of external melted
metallic core of the Earth with the lower mantle the hydrogen being in atomic ionized state
among catalytic active elements of Fe group and other heavy elements participates in

endothermic chemical processes of restoration oxides MOx of the lower mantle (first of all,
Si02) with formation of water:

MOx + xHy — M + xH;0. (1)

39



Forming products as well as leaking out from the core helium, carbon and other elements are
taken aside along branchy system of hot plumes into adjacent to layers of lower mantle and
lithosphere. At the same time, it is necessary to have in mind that the mantle is rebuilding
heterogeneous dynamic system, layers of which are mixed each other (with character times of
order tens and hundreds millions years) the convective flows catching on also the Earth crust, not
only an oceanic but a continental one, too. This means that the system of hot plumes originating
/proceeding from the boundary liquid core-lower mantle is rebuilding , replacing in the mantle
system.

2.2. Mixed inorganic and organic nature of carbon-contenting minerals (see Fig.1) etc.
Contenting hydrogen and water restoring fluids, lead from interphasic boundary liquid core —
lower mantle through (along) the hot plumes system, can interact with carbide of metals in
lower and upper mantle forming methane:

MpC +2H, — CHy + pM, (2)
M;C + H,O + H, — CH4 + MpO. (3)

2.3. Fig. 1 is only qualitative picture of resulting fluxes of gases fluids through the system of
geospheres. By this scheme, the author wanted to emphasize that the Earth-atmosphere is open
system and there are not irreversible circulations of water, carbohydrate, etc.). And under that
decontamination of the Earth is persistently accomplished into the near space.

I11. It is considered the problem of influence of the spatial distribution of vegetation and
soils on the prediction of cumulus convective rainfall. In this review, the author uses
published work to demonstrate the link between surface moisture and heat fluxes and cumulus
rainfall. He, side by side other works, rather in detail, uses own works, especially extended
account of in appendix, where the details of calculations are given in many short paragraphs.
This heat energy can be derived from sensible heating at the Earth’s surface and from the release
of heat as water vapor condenses or freezes. To develop into the cauliflower form of a
thunderstorm cloud, the cloud air must be warmer than the surrounding air, such that the cloud
air accelerates upward in a turbulent bubbly form [6].

3.1. A surface energy and moisture budgets [6].

The link between surface moisture and heat fluxes and cumulus convective rainfall: (a) the
Earth’s surface role with respect to the surface energy and moisture budgets was examined; (b)
changes in land-surface properties influence: (1) the heat and moisture fluxes within the
planetary boundary layer; (2) convective available potential energy; (3) other measures of the
deep cumulus cloud activity; (c) the influence of landscape patterning on the surface heating
spatial structure — and producing focused regions for deep cumulonimbus convection; (d)
development of obtained results from tropic to higher latitudes. While heat energy is the fuel for
thunderstorms vegetation and soil govern the delivery of that energy and exert a strong influence
on cumulus convective rainfall and thus on global weather and climate. The surface energy and
moisture for bare budgets and vegetated soils during typical thunderstorm weather conditions
(snow and ice are not considered in this discussion) are schematically illustrated apart from bare
or vegetated soil, during thunderstorm weather conditions can be written as [6]

Rv=Qs+H+L(E+T), P=E+T+RO+I1, Rn=Qs(1-A)+Quw|—Quw?, (4)-(5)-(6)
where Ry is the net radiation fluxes; Qs is insolation; A is albedo; Q.w/]is downwelling

longwave radiation; Quw? = (1 —€) Quw]| + eoTs" is upwelling long-wave radiation; ¢ is the
surface emissivity; Ts is the surface temperature; ¢ is the constant of Stefan-Boltzmann; Qg is
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the soil heat flux; H is the turbulent sensible heat flux; L(E + T) is the turbulent latent heat flux;
L is the latent heat of vaporization; E is evaporation (this term represents the conversion of liquid
water into water vapour by the nonbiophysical processes, such as from the soil surface and from
the surfaces of leaves and branches); P is the precipitation; T is transpiration (which represents
the phase conversion to water vapour, by biological processes, through stoma on plants).
Equations (4) and (5) are not independent of each other. A reduction in evaporation and
transpiration in (5), for example, increases Qg and/or H in (4) when Ry does not change. This
reduction can occur /, for example, if run off is increased (such as through clear cutting a forest).
The precipitation rate, and type, also obviously influence how water is distributed between run
off , infiltration, and the interception of water on plant surfaces. The relative amounts of
turbulent sensible (H) and latent heat fluxes (L(E + T)) are used to define the quantity called the
Bowen ratio (B) and the evaporation fraction e¢ are the relations ( Seagal et al. (1988) [6]),

B=H/(LE+T)), er=L(E+T)Ry; H=(Rn-Qa)/((1/B)+1).  (7)-(8)
3.2. Consider schemes of the energy budget represented in Figs. 2a and 2b.
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Fig. 2a. Schematic illustration of the surface heat budget over (a) bare soil and (b) vegetate land.
The roughness of the surface (and for the vegetation, its displacement height) will influence the
magnitude of the heat flux. Dew and frost formation and removal will also influence the heat
budget.

(a) bare soil — solar irradiance|, ground heat conduction|, reflected solar irradiancet, earth’s
irradiance?, atmospheric irradiance|, reflected atmospheric irradiancet, turbulent sensible heat
fluxt, turbulent latent heat flux?;

(b) vegetated soil — turbulent sensible heat fluxt, turbulent sensible heat fluxt, transmitted solar
irradiance|, solar irradiance|, reflected transmitted solar irradiancef, ground irradianceft,
reflected solar irradiancef, canopy irradiancet, canopy irradiance|, atmospheric irradiance,
reflected atmospheric irradiancet, turbulent latent heat flux?, turbulent latent heat flux1.
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Fig. 2b. Schematic illustration of the surface moisture budget over (a) bare soil and (b) vegetate
land. The roughness of the surface (and for the vegetation, its displacement height) will influence
the magnitude of the heat flux. Dew and frost formation and removal will also influence the
moisture budget.

(a) bare soil — infiltration|, evaporationt, diffusivity of water from soil?, surface runoff —;
(b) vegetated soil — diffusivity of water from soilf, interception], evaporationt, transpirationt,
infiltration|, surface runoff —.

Discussion of (7)-(8) by Segal et al. (1988, 1995) [6], when Qz << H and E + T, show that H =
[(1 + B)/B]™'Rn , and thermodynamic potential for deep cumulus convection increases.
Therefore, any land use change that alters one or more of the variables in (4) and (5) will directly
affect the potential for thunderstorm, and their resultant intensity, if they occur.

3.2. Boundary-layer effects [6].

3.2.1. Once the surface energy budget is altered, fluxes of heat, moisture, and
momentum within the planetary boundary layer are directly affected. The author considers an
idealized picture of the vertical structure of the convective boundary layer, where the surface
heat flux H, depth of the layer Z;, and the temperature stratification just above Z;, determine the
vertical profile of temperature and heat flux (Deardorff (1974)) and the entrainment of air from
above Z; to heights below Z; are respectively given:

0z, 1ot ~H*zZ*  H,=aH, (9)
where a is the entrainment coefficient (o ~0.2 +1.2 (our suggestion)). The size of thermals
generated from surface heating are a function of Z;, H, and height within the boundary layer. The
rate of growth of the boundary layer during the day, and the ingestion of free atmospheric air into
the boundary layer, are therefore both dependent on the surface heat flux H.
3.2.2. A simplified form of the prognostic equation for 6 can be used to illustrate how
temperature change is related to the surface heat flux Hs,
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@:3( H J (10)
ot ozl pC,

where p is the air density, C, — the specific heat at constant pressure. Integrating from the surface
to Z;, the depth of the boundary layer of H, using the mean value theorem of calculus yields [28]

00 1 1.2
—= [Hs—H;]=——H;, (11)
ot  pC.Z, PCHZ;

where H, =—-aH , a = 1.2. U sing the equation a heating rate of a 1-km-deep boundary layer of
2°C over 6 hrs is produced by a surface heat flux of 1000 Wm™==~ 24 cal m? = 2.4 10 cal cm™.

3.2.3. Constructed on actual observations, H (turbulent sensible heat flux) and other
characteristics of the boundary layer, including Z;, are altered as a result of different land-surface
characteristics. Here they are:

0.0Qs Rn=0.87Qs
2; 1500m W @ 0150
H=0.3Rq o 47 1000m:Zi
% 0.10Qs Rn=0.870 =065Rn
LE=065R, n )
250 ﬂ e )

Temperate ;

(c) (d)
Fig. 2c. Schematic of the differences in surface heat energy budget and planetary boundary layer
over a temperate forest and a boreal forest. The symbols used refer to eq. (4). Horizontal fluxes
of heat and heat storage by vegetation are left out of the figure (P. Kabat (1999)) [6].

(a) temperate forest — Z;= 1500 m, 1H = 0.3 Ry, 1LE = 0.65 Ry, [Ry =0.87 Qs, TRy = 0.10 Qs,
Nforest = 25 m; | Qg = 0.03 Ry;

(b) boreal forest — Zj= 3000 m, TH = 0.65 Ry, TLE = 0.25 Ry, |Rn = 0.87 Qs, 1Ry = 0.10 Qs,
Nforest = 10 m; | Qg = 0.07 Ry;

Fig. 2d. Same as Fig. 2c except between a forest and cropland (P. Kabat (1999))[6].

(c1) Zi=1000 m, tH = 0.05 Ry, 1LE = 0.8 Ry, | Ry = 0.65 Qs, 1Ry = 0.25 Qs, hrorest = 0 m; | Qo
=0.15Ry;

(c2) Zi=1500 m, t1H=0.3 Ry, 1LE = 0.6 Ry, |Ry = 0.85 Qs, 1Ry = 0.15 Qs, hrorest = 10 m; | Qo
=0.08 Ry.
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Segal et al. (1989) discuss how wet soils and canopy temperatures affect the growth of the
boundary layer. Amiro et al. (1999) measured elevations of surface radiometric temperatures by
up to 6°C, which remained elevated even for 15 years, after forest fires in the Canadian boreal
forest. The conclusion from the analyses in this section, and the associated references, is that the
boundary layer structure, including its depth, are directly influenced by the surface heat and
moisture fluxes.

3.2.4. Let us compare it with modelling one in our laboratory experiments. Value of heat flux
equalsto Q ~2 W cm? [1-4]; i.e. the modelling heat scale in our laboratory 80 time (~ 100)
time more than in above considered nature case. Below, in last paragraph we return to this
question once again. Since thunderstorms are an effective conduit for feat, moisture, and
momentum to higher latitudes, landscape processes exert a major influence on global weather
and climate. In the context of climate, soil and vegetation dynamics are as much a part of the
climate system as are atmospheric variables. New observational platforms, such as the Tropical
Rainfall Measuring Mission [Tao et al., 2001], offer opportunities to develop improvement
understanding of the role of surface-atmosphere interactions on cumulus convective rainfall.

3.3. Global perspective.

The presence of the warm ocean surface conditions permits thunderstorms to occur there that
would not happen with the average colder ocean surface. These thunderstorms export vast
amounts of heat, moisture, and kinetic energy to the middle and higher latitudes, particularly in
the winter hemisphere. This transfer alters the ridge and trough pattern, associated with the polar
jet stream. This transfer of heat, moisture, and kinetic energy is referred to as “teleconnections”.
Almost two thirds of the global precipitation occurs associated with mesoscale cumulonimbus
and stratiform cloud systems located equatorward of 30°C. In addition, much of the worlds
lightning occurs over tropical landmasses in the warm seasons, with maximums also over the
midlatitude landmasses. These tropical regions are also undergoing rapid landscape change.
1500-5000 thunderstorms (which are referred to as “hot towers”) are the conduit to transport this
heat, moisture, and wind energy to higher latitudes. Thunderstorms occur only in a relatively
small percentage of the area of the tropics, a change in their spatial patterns would be expected to
have global consequences. On the rest of models see [6].

This paper demonstrates that vegetation and soil processes and change directly affect the
surface energy and moisture fluxes into the atmosphere. This alteration in fluxes directly
modifies the environment for thunderstorms. Since thunderstorms are in effective conduit for
heat, moisture, and momentum to higher latitudes, landscape processes exert a major influence
on global weather and climate. In the context of climate, soil and vegetation dynamics are as
much a part of the climate system as are atmospheric variables. (About [6] important result the
author of [7] notes that vegetation, owing to its ability to modify the surface energy balance, also
affects convective activity and the development of the planetary boundary layer).

Then, in conclusion, the author puts his hopes on new observational platforms, such as
the Tropical Rainfall Measuring Mission (TRMM) [8] offer opportunities to develop improved
understanding of the role of surface-atmosphere interactions on cumulus convective rainfall. (1)
Here we make up our mind to the model of this process by our laboratory bubble boiling
method (LBBM) [1-3] (see below). There — rainfall TRMM-method, here — our bubble boiling
original LBBM-method (see sect. 5.4).

3.4. Cumulus convection [7-9].
The role of cumulus convection for hurricane circulation was examined in the review [7] with

particular emphasis on mechanisms responsible for hurricane intensification. The potential for
improved modeling of hurricanes and improved forecast of hurricane intensification is discussed.
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Above mentioned Smith’s review results [7] about hurricanes were considered by us in detail in
paper [1], and Houze (2003), where he investigated the mesoscale convective systems, were
used and critically analyzed by us in article [9], as stage works in natural convective studies.

IV. Vegetation as a dynamic component [7].

4.1. Vegetation and climate are connected each other by modifying the energy, momentum, and
hydrologic balance. Soil-vegetation-atmosphere transfer (SVAT) schemes explicitly consider the
role of vegetation in affecting water and energy balance by taking into account its physiological
properties, in particular, leaf area index (LAI) and stomatal conductance. These two
physiological properties are also the basis of evapotranspiration parameterizations in physically
based hydrological models. The paper’s aim: (1) to show the basic physical processes associated
with the functioning of the terrestrial biosphere using simple nonbiogeochemical terminology,
(2) to summarize used known parameterizations in models describing process-based vegetation
and plant growth for including in SVAT schemes and hydrological models, and (3) to illustrate
how these schemes and models would be accomplished (see Figs. 3a,b).
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Fig. 3a. The manner in which the coupling between a dynamic vegetation module and a
hydrologic model may be accomplished. The two primary variables exchanged between
the two models are leaf area index and soil moisture. LAI (leaf area index) [7].

Dashed lines indicate linkages between the hydrological model and the vegetation module.

A — LAl affects transpiration from soil and groundwater stores.

B — LAl affects canopy interception, storage, and evaporation from canopy leaves.

C - soil moisture affects photosynthesis.

D — the coupling between photosynthesis and stomatal conductance is used to estimate
transpiration.

---- indicates linkage between models.

Hydrological model: Precipitation|, canopy interception and storage|, canopy drip|,
throughfall |, surface storage|, surface runoff|, soil moisture storage|, groundwater storage |,
base flow |, channel storage|, channel streamflow. Canopy interception and storage
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(evaporation)?, surface storagef, soil moisture storage (evaporation, transpiration)?, groundwater
storage (evaporation, transpiration)?, channel storage (evaporation)?.

Precipitation, temperature, radiation CO, concentration — primary inputs.

Evapotranspiration, channel streamflow — primary outputs.

The others (in square brackets) — processes modeled.

Vegatation module: CO; concentration |, gross primary productivity (GPP)|, GPP —Autotrophic
respiration = net primary productivity (NPP)], phenology, «—allocation of carbon to leaves ,
stem, and roots — determines LAI |, — leaf fall, tree fall, and root mortality.

It is evident that represented schemes in Figures 1,2, and 3 of works [6, 7, 25] give us very
interesting general and local picture about the role of thermodynamic processes in different
geospheres. Even this brief review is enough for such conclusion. The primary vegetation
thermodynamic charachteristics
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" Net Radiation _

AT
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I
|
1
|
|
1
1
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1
1

P .
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3

. ! -
i Leaf and stem litter fall |
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SVAT SCHEME VEGETATION MODULE

Fig. 3b. The manner in which the coupling between a dynamic vegetation module and a soil-
vegetation-atmosphere transfer (SVAT) scheme may be accomplished. The primary variables
exchanged between the two models include leaf area index, soil moisture, canopy temperature,
roughness length, stomatal conductance, and root depth distribution [7].

Dashed lines indicate linkages between the hydrological model and the vegetation module.

A — LAl effects transpiration.

B — coupling between photosynthesis and stomatal conductance is used to estimate
transpiration.

C —root biomass is used to estimate rooting depth and root distribution, and this affects

transpiration.

D — LAl affects canopy interception, storage, and evaporation from canopy leaves.

E — LAI affects canopy albedo and transmittivity calculations.

F — canopy height affects surface roughness length, drag coefficient, and turbulent fluxes.

G - soil moisture affects photosynthesis.

H & | — canopy temperature affects leaf respiration and photosynthesis.

J —soil (energy balance and) temperature affects roots respiration.

K — LAl affects canopy energy balance and temperature.
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SVAT scheme: net radiation |, precipitation], throughfall|, canopy interception and storage,
canopy drip |, surface storage|, soil moisture storage, layered representation (drainage)—total
runoff, surface storage (surface runoff)—total runoff. Temperature, pressure, wind speed,
humidity — sensible heat flux, latent heat flux?: canopy interception and storage (evaporation)?,
surface storage (evaporation)?, soil moisture storage, layered representation (evaporation,
transpiration)?.

Vegetation module: CO, concentration —gross primary productivity, GPP; canopy energy
balance and temperature —autotrophic respiration; GPP — Autotrophic respiration = Net primary
productivity (NPP)—allocation (leaf biomass — phenology, stem biomass, root biomass)—leaf
and stem litter fall and root mortality.

Thus, vegetation plays a significant role in influencing water and energy balance at the land
surface via its effect on transpiration, interception, and the evaporation of precipitation from the
canopy leaves. Vegetation, owing to its ability to modify the surface energy balance, also affects
convective activity and the development of the planetary boundary layer [6]. The primary
vegetation characteristics that affect water and energy balance are LAI , stomatal conductance ,
rooting depth, albedo, and surface roughness. The primary processes that need to be incorporated
for modeling nitrogen dynamics include: (1) transfer of organic nitrogen from plant litter to the
soil, (2) decomposition of organic nitrogen by microbes to yield mineral nitrogen, (3) uptake of
mineral nitrogen by microbs and plants, and (4) leaching of mineral nitrogen by runoff.

The physical processes of photosynthesis, respiration, allocation, and penology, which are
strongly dependent on invironmental conditions, make vegetation a dynamic component.
Incorporation of these processes in climate applications of SVAT schemes is necessary to model
vegetation as an interactive component of the climate system, to understand the response of
vegetation to changes in climate, and to assess the effect of changes in vegetationcharacteristics
on the climate via the feedback processes.

V. Comparison of different geophysical phenomena with each other. [14, 1-3]
5.1. Well-known in seismology universal scaling law describing the temporal decay of
aftershock activity following an earthquake (modified Omori’s law):

dN,, 1

- , 11
dt  t,d+t/t)" an

where Ngs is the number aftershocks with magnitudes greater than a specified value, t is time
measured forward from the occurrence of the main shock, to and t; are constants, and the power
p has a value near p = 1. When an earthquake occurs, there are regions where the stress is
increased. This increase in stress is the fundamental cause of aftershocks. However, the
systematic time delay before the occurrence of aftershocks requires an explanation: (a) stress
corrosion- critical stress intensity; (b) subcritical crack growth; (c) empirically derived rate and
state friction law; (d) the failure of composite and other engineering materials; (e€) damage
mechanics. Using (e) Main (2000) , Shcherbakov and Turcotte (2003) have explained the power
law decay of aftershocks. There appear to be fundamental similarities between aftershock delays
and the nucleation of bubbles in a superheated liquid. These similarities led the authors (named
in rf. [14]) to relate aftershock sequences to the power law scaling in the vicinity of a spinoidal
line. This association is also supported by the relationship between the three-dimensional spatial
distribution of aftershocks and the “backbone” of a three-dimensional percolation cluster given
by Robertson et al. (1995)(see rf. [14]).

5.2. Van der Waals’ diagram in seismology — Brittle fracture. [14].
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We consider this question in the light of our laboratory bubble boiling method of modeling
convective vertical two-phase motions in different above mentioned geophysical mediums.

Here it is considered the brittle failure of a solid phenomenon and association with
statistical physics — the question which has received a great deal attention from engineers,
geophysics, and physics [14]. For specialists in seismology the problem of earthquake scaling is
the scaling of faults in the crust, more exactly statistical physics approach to understanding the
multiscale dynamics of earthquake fault systems. They came to the conclusion that “these events
can be regarded as a type of generalized phase transition, similar to the nucleation and critical
phenomena that are observed in thermal and magnetic systems (Ma, 1976).”, — on the base of the
Van der Waals-type equation of state.
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Fig. 4. (a) Schematic pressure-volume (P-V) projection of the phase diagram] of a pure
substance (Debenedetti, 1996), The shaded region is metastable ; (b) Idealized stress-strain
diagram for a brittle solid [14]. It is hypothesized that the solid behaves as a linear elastic
material at stresses less than the yield stress oy and strains less than the yield strain e, (path AB).
Failure at an intermediate constant rate of stress increase takes place along path ABE. The
dashed lines correspond to const values of the damage variable o.

The equilibrium and non-equilibrium behaviors of the water-vapor mixture are discussed
in the text [14]. According to our results the point B on the solid line ABE corresponds to our the
second kind of discontinuity on above mentioned T(t), AS(T) experimental curves (see [1-3]).

5.3. Brittle fracture [7].

The authors apply the concept of phase change to the brittle fracture of a solid. Let’s a sample of
area a is under compression by a force F. The state of the sample is specified by the stress ¢ =
F/a and its strain € = (Lo—L)/Lo is length and L, is initial length. According to Hooke’s law

o = Ege, (12)
where Eq = const is Young’s modulus.
Hypothesizing that a brittle solid will obey linear elasticity in the range 0 < ¢ < 6y, where oy iS a

yield stress, from (12) the corresponding yield strain is given by

&y = Gy/ EO . (13)
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If stress is applied infinitely slowly (to maintain athermodynamic equilibrium), one then
hypothesize that the solid will fail at the yield stress oy. The failure path ABG in Fig. 4b
corresponds to the equilibrium failure path ABG in Fig. 4a. This is equivalent to perfectly plastic
behavior. The authors draw an analogy between the phase change behavior illustrated in Fig. 4a
and the inelastic deformation of a solid illustrated in Fig. 4b. Pressure P is analogous to stress o,
and specific volume v is analogous to strain €.

Pressure P is analogous to stress o, and specific volume v is analogous to strain .

Peoo, vee. (14)

5.3.1. When the stress on a brittle solid is increased at a constant finite rate, linear elasticity (12)
is applicable in the range 0 < ¢ < oy. At stresses grater that the yield stress, ¢ > o, damage
occurs in the form of microcracks. This damage is accelerated strain and a deviation from linear
elasticity. A typical failure path ABE is shown in Fig. 4b. In order to quantify the deviation from
linear elasticity the damage variable a is introduced in the stress-strain relation

c=FEg(l-a)e. (15)

5.4. Comparison with magnetic systems [7].
5.4.1. Magnetization M plays a role similar to the density p in a liquid-gas system (M « p), and
an applied external magnetic field h plays a role similar to the pressure P in liquid-gas systems (h
—P)

Mep, heP. (16)

5.4.2. At the Curie point, large fluctuations in M are associated with the transition from
ferromagnetism to paramagnetism and that these fluctuations are characterized by diverging
length & and timescales 7, respectively. Experiments indicate that t o & .

For diffusive systems z = 2, then

To0 &, (17)

M and p are called the order parameters of the respective systems. These are the physical fields
that respond to changes in the control parameters (T, h) or (T, P).

5.4.3. Away from the critical point (see rf. in [7]) phase transitions are first order and are
associated with nucleation. In the water liquid-vapour system, nucleation is the process in which
bubbles of water vapour form within liquid water prior to boiling. Changes in T and P can make
a thermal system unstable to a change in p, leading to the appearance of a new phase. An
example is the change of water from a liquid phase to a gas phase as T increased at constant P. In
making the transition from the liquid to the gas phase, the mass of liquid water may progress
from its stable equilibrium regime through a region of metastable liquid past the classical limit of
stability or spinoidal line. The existence of a spinoidal line is a consequence of the Van der
Waals-type equation of state. It behaves like a line of critical points for the nucleating droplets of
vapour. Near the spinoidal line, one observes divergent length scales & and time scales, as well as
the appearance of large fluctuations in p and scaling as in the relationship t o &’.

V1. Laboratory experiments of natural convective motions modeling by means of original
bubble boiling method (LBBM) [1-3].

On the Fig. 5a graphTgc = Tkink = 80°C, and on Fig. 5b graph: Tec = Tkink = 40°C. In our

experimental works [2, 3] at these (kink) temperatures, the experimental curves of entropy AS(T)
(see Fig. 6 in [2], and Figs. 1-6 in [3]) have more strong expressed character of dependence in
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range of temperature ATyink = 40°+80°C. These points of temperature (which represented in Fig.
6) show change of the bubble boiling regimes in micro-scale size process (!).
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Fig. 5. The clear water (a) and sugar solution (b) bubble boiling
(solid lines, time scale — below ) and hysteresis (dashed lines, time
scale — above) curves. Heat flux, Q'(t) =~ 15 cal s™*.[3]
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Fig. 6. Temperature of discontinuity, Tgc, dependence on

the density of clear water (pg = 1.0 g/cm®) and densities of
the usual sugar solution (ps, g/cm®, s =1,2, ..., 9)[2]

The authors of a paper [25] mentioned results of numerical experiments for large-scale,
planetary size, global thermal convection rotating in atmosphere fluid system found a kink in
the rate of entropy production at a boundary between two different convection regimes.
(The sub-index “kink” here is analogous of our sub-index “dc”, brief mark of term
discontinuity of the second kind [1-3]). As we see, our laboratory bubble boiling method of
modeling of a natural vertical convection [1-3] is in a good accordance with above
mentioned global scale convection results [25] and also with ocean’s surface large scale
turbulent mixed layer (see Appendix I [10], theory and Fig. I A). (Note, that more number of
examples of vertical one-dimensional two-phase many-component motions of different
geophysical fluids were considered in detail in [1]).

VII. Analysis and discussion [1-3].

7.1.Having transfer to the question of heat capacity of fluid (at VV = const), it is necessary to note
that theoretical task of calculation of heat capacity and its dependence from temperature, even
for normal fluids, is unsolved, so far. A reason of that is in complexity of interaction among
molecules with each other. As a rule, a heat capacity of the many-atomic liquids is increased
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with increase of temperature that perhaps is a reason of origin rotational motion and oscillations
inside of the molecule itself. Inside of associated liquids part of heat of molecules is spent on
their dissociation and as the number of complex molecules with increase of temperature is
decreased so this part of heat capacity becomes smaller. Details are also given in our next article
published in [3].

Named above decrease of heat capacity is added to its normal growth with increase of
temperature — thus, the heat capacity of associated liquids passes over minimum (in case of clear
water. As in case of gases, the heat capacity of liquids at constant pressure more than at constant
volume, too. But equality C, — C, = R is not observed in case of liquids, because in time of their
expansion the main role plays work against the forces of intermolecular interaction. In the case
of ideal gas (for which this formula is obtained) that work equals to zero [16].

In our case a heat is added, which is spent on the bubble boiling process. That moment is
seen in Fig. 5a,b on behavior of curves T(t) and AS(T), respectively, — the points of
discontinuity of second kind on the boundary of change the bubble boiling regime from the
smallest vapour bubbles to large ones. Here | must name the paper of Minobe et al. (2003) [20,
5] “which carried out numerical experiments of thermal convection in a rotating fluid system and
found a kink in the rate of entropy production at a boundary between two different convection
regimes. They suggested that the kink results from a preferred selection of a regime with a higher
rate of entropy production. More direct evidence was recently obtained from numerical
simulation of oceanic general circulation (Shimokawa and Ozawa, 2002). They found that
irreversible changes always occur in the direction of the increase of entropy production. The
numerical investigation is the subject of future studies, and the details will be reported on other
occasions” [5].

7.2. We, independently, by means of laboratory experiments of modeling of natural convection,
using chemical vessel where we boiled different water solutions. The solution was heated from
below before intensive bubble boiling (T = 100°C). We obtain1D, 2D, and 3D convections of
bubble boiling — picture analogical the global picture published in directed papers. We suggested
new method of modeling of natural process in laboratory conditions. Now | seek transferring
coefficients for named above phenomena. In our case the change (transition) of regimes
convection occur in interval (40°C -80°C) of temperature (slowing down) of entropy (fly up) to

the maximal value of entropy-change-rate.

Numerical Method of Natural Convection [21, 5] — Bubble Boiling Convection Method [1-3]
(NMNC)[20] — BBCM [1-3].

7.3. In global convection has been obtained very interesting result (Minobe et al., 2000), which is
analogical to our experimental laboratory one. Numerical experiments [21] and laboratory
experiments [1-3] are opposed.

In our case [1-3], an added work (heat) is spent on the bubble boiling process — (fall of the rate of
the temperature growth (at the temperature second kind discontinuity point, Tyin) and rise of the
rate of the entropy production growth with sensitive intensification of solution bubble boiling
process (at the entropy second kind discontinuity point, ASkin) — change of bubble boiling
regimes from the smallest bubbles to the large ones.

7.4. [15] It is necessary to take into account two moments: a motion of molecules at heating and
electrical interaction inside of molecules and among them. A liquid boils in the whole volume,
and internal forces of ties are got over.

In our experiments, the bubble boiling of clear water, H,0, begins intensively at 80°C (!). As is
known from a theory of crystallography, amount of energy spent for heat of 1 gm of water equals
to 1 cal, and to melt 1 g of ice at 0°C it is necessary 80 cal of heat, and for transformation of 1 g
of water into vapour — 537 cal of latent heat at 100°C.

And vice versa, at the condensation of vapour of liquid large quantity of heat is released into an
environment. If the water freezes, then were released such quantity of heat as during cooling of
clear water from 80°C (the point of temperature and entropy the second kind of discontinuity
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of clear water [1-3] ) to 0°C.Thus, the energy of molecular motion in crystal much less than in
liquid phase. Would not this prove to be a key to the solution of the problem — why at low
temperatures most of substances has right inner construction, i.e. crystal? From the other hand,
the hysteresis point of view: what is occurred with molecules of cooling solutions? They will
stop in most steady state positions with minimal free energy (because not the whole energy of
molecules may attain in the process of the redistribution!). For the water served for a certain time
as a solvent, in our experiments [1-3], it is necessary to take into account mainly electrical
character of its molecules (O, H").

Most steady state will be distribution of hydrogen molecules in maximal nearness to the oxygen
ones according to standard scheme leading to the origin of ice crystal. Electrical interactions
forces, playing connective role in crystals, determine a type of their structure.

For example, one of the electrons from 11 electrons is the studied by us case of NaCl,
having more simple structure than ice. An electron from 11 ones is easily come from Na atom,
and atom of CI takes for easily addition electron for formation full 18-electron shell instead of
17-electron one. Sincel0 and 18 numbers of electrons form most stable configurations, the atom
Na looses easily one electron, staying with 10, and atom CI captures one electron for completion
stable 18-electron configuration. As a result, positively charged atom Na’, and negatively

charged atom CI* form exceptionally (very) simple stable crystal structure which ones compare
with 3D-chess-board [15].

VIII. Conclusions

Thus, obtained experimental curves T(p), T(t) and AS(T) (Figs. 1-6) (or the bubble boiling
method) [3]: (1)- have universal character are independent on the substrate’s nature and initial
temperature of the researched solutions; (2) — allow one to establish the law of appearance of the
points of the second kind discontinuities; (3) — give sufficiently full information about new
results of provided experiments; (4) — may have independent and not only applied meaning; (5) —
are significant from the point of view of opening perspectives of development and deepening of
suggested method; (6) —the method allows also to avoid superfluous technical efforts, quickly
and without error, find main thermodynamic parameters of investigated solutions.

APPENDIX I [10, 11]

Surface mixed layer of a sea/ocean [10, 26, 1-4].

1. Fig. 1A shows schematic picture of turbulent mixed layer of the surface of ocean caused by
flux of thermals vertically directed because of Archimedes force. A useful law of vertical
buoyancy transport was developed by the authors on the base of parcel theory [10].

B thermal boundary
é % / layer
T ® =
l|| U <I ; Ql{’} free convection
i 2 i layer

Nn—]

Fig. IA. A schematic diagram of a mixed layer [10].
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(a) The thermal boundary layer may be thought of as being analogous conductive layer in
laboratory convection between parallel plates, which communicates the boundary conditions
from the plates to the interior of the fluid. The free convective layer, is given by well-known
formula

8/h~ 1/Pe'?, (1A)

where Pe is a Peclet number, 8 is a depth of thermal boundary layer measuring the efficiency of
buoyancy transfer on the plume. In the ocean Pe ~ 100; that is, the plumes in the interior are
much more efficient at transporting properties vertically than the turbulent elements that make
up the thermal boundary layer near the surface is shallow ~ 100-200 m deep.

A useful “law” of vertical buoyancy transport can be developed using parcel theory as follows.

(b) Equations of thermal boundary layer in simplified standard form [11]. A heat flux density at
the surface of the considered thermo-dynamical system

09| 09 0° 9
Q =A—: Cepu— ; A 2
¥, oy oy
08, _ 0 0’9, . 0
O(CPPUE) = CPpUOE’ O(ﬂﬁ) - /15_T2’ (2A)

0 — temperature on the external boundary of thermal layer. Into a boundary layer at the condition
of equality both of heat fluxes qo and convective intensity, we obtain following relations

2 2
L
cpon€=/1%, %z 4 , (5—TJ =2 , Yo = Pe,
; CopU, L) UL a
2
(B .1, &L o)
L)~ Pe, L /[Pe,

Now may compare (1A) and (3A) with each other.

1.1. We are also interested in results of experiments [26] connected with light solutions of NaCl ,
which has following kinetic parameters: temperature conductivity Enaci = 1.41- 103 cm? s'l,
diffusivity Snaci = 1.43-10° cm? s, kinematic viscosity Ynact = 10 cm?s™. In particular, he
studies many-component convection, and, by means of criterions of similarity, transfers them on
the natural conditions [26].

1.2. In boiling water, fast moving vapour bubbles are supplied intensively from fixed points of
sources, forming vertical oriented cylindrical form tubes (pillars) of merged vapour bubbles [1-
4]. Such picture (Fig.14, [10]) was observed in our laboratory modeling experiments by bubble
boiling method [1-4].

1.2. Fragments from [27].

Investigations of convective regime were begun after Benard’s experiments in 1901. Theoretical
investigation of this question was begun by Rayleigh, Lord (1916) who introduced an idea of
critical number (Rayleigh’s number) at which an instability is established in the thermodynamic
system. Obtained above non-dimensional thickness of the boundary layer (3A) we may
compare with Marshall’s formula (1A). By means of the Rayleigh’s number the wave length
of convectively unstable mode is connected with the character depth of the liquid.

The Brown notes about necessity of the experimental (laboratory) modeling of natural
convective flows[27]:
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(1) Following investigation of convective regime, applicable to the geophysical phenomena,
is hindered for lack of suitable experimental data (!); (2) Because the problem of convection is
very far from a solution, one is obliged to have a subordinate character to the dynamical
processes; (3) Necessary modification of existing theoretical models is rather simple but requires
knowledge of number coefficients, which don’t obtained very safely according to experimental
data; (4) A great deal of external parameters and shortage of experimental data create main
difficulties at analyzing of stratified boundary layer

APPENDIX II. Anti-similar figures: droplet-air bubble.
(a). Freely falling water/ice particle of precipitation in a cloud/atmosphere

A=, CopVS | (6A)

(b). Air/vapour bubble motion in water.
%ﬂrspbbg=%CDpWVZS, S=4m’. (7A)

(c). Schematic calculation of an osmotic pressure [18].

C/RTN _ 1  —

PV =nRT,C=m/Vp,,P=CRT,P= ,PzgnmvzznkT, (8A)
m

m is a mass of dissolved matter, n is a number of dissolved matter in 1 cm?® of the solution, k is
the Boltzmann’s constant.

(d). The temperature of intensive bubble boiling of solution of NaCl is higher than respective
intensive bubble boiling of clear water H,O. The Vant-Hoff ’s pressure, increase of the NaCl
water solution the of intensive bubble boiling temperature are respectively following P,cy = nKT,
Atnact = 8°C, Poey = Ny K At [16]. In case of usual sugar, C12H011, Atsuger = O.

APPENDIX III. Below represented variances of structures of NaCl crystal we chose to
demonstrate an influence of the Earth gravitational field influence on the vertical orientation
of its symmetry axe’s (as in well-known case of the Archimedes force directed against the
force of gravitation, too). For comparison of exceptional simple of NaCl molecule structure
(1)-(2) with very complex one of the sugar (3), we represented these structure’s symbols from
[16].

CH,0H

H| wmocm, H
N

- 0=
HO O H |/ ¢—CH,0H

c. _C e
- Yo of o7 (GO

%ﬁ%«? HO’II{ Jon o B
h C12H22013
D: (@ (b) (2): (f)

Fig. I11A. (1) Usual salt crystallographic schemes [15, 16]; (2) — usual sugar chemical
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structure [INT-T].
(1)-NaCl crystal structures: (a)-(b)-(c)-(d)-(e); in (a) — small balls — ions Na*, large balls —
ions CI'; in (d) — dark balls — ions Na*, large balls — ions CI"[3], (2) (f)—C12H2202.

Note on the form of NaCl crystal’s (e)-case all, infinite order, symmetry axis of which directed
vertically upwards in a gravity field (!) [16]. This,(e), and other vertex form crystals in light of
the Curie’s Vertex form will be at the centre of our attention. According to the memories of
Maria Curie, P. Curie considered symmetry “as a state of space, characteristic for medium
where this phenomenon is accomplished”. For definition of this condition, pointed out P.
Curie, it’s necessary not only fully realize about state of it, but also about state both of
motion and physical factors acting on it [29]. Untimely and dramatic disease in 1906 did not
allow him to give developed wording of discovered by him universal principle of symmetry.
In connection of this, see the paper [Lemmleyn G. G. DAN SSSR, t. 33, N¢ 6, 1941] about the
form of a quartz and Grigoryev D. P. [Transect. of West All-Unoin mineralog. soc., part 76,
iss. 1, 1947].
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OTKpI)ITI)Ie TEPMOAMHAMHUYCCKHUEC CUCTEMbI. MOACJITUPOBAHUE
KOHBCKIMHU U HOI[OﬁHbIX SIBJICHUH ¢IUHbBIM METOJA0M
IIY3bIPbKOBOI'0O KUTIICHUA KUIKOCTH

Amnzop I'Benecuanu
Pesrome

HpO)IOJ'I)KeHO pPacCMOTPECHUC KOHBCKTUBHBIX )]BI/I)KeHI/Iﬁ B pa3JIMYHbIX FeO(i)I/ISI/I‘-IeCKI/IX cp€aax €
TOYKH 3PEHUS X MOJICIMPOBAHKS METOJOM ITy3bIPHKOBOTO KHIICHHMS, TpeUIoKeHHbIM B [1-3].
MGTO)I IMY3BIPbKOBOI'0  KHIICHUA JKHJAKOCTHU C LEJIBIO MOACIHUPOBAHUS BepTI/IKaJ'II)HOI\/'I
OJHOMEPHOH, U TPEXMEPHOU KOHBEKIIUH B JA0OPATOPHBIX YCIOBUSAX OKa3bIBACTCS IPHUEMIIEMBIM
mpu  paccMOTpeHumH: (a)  TJI0OOATBHOW, IUTAHETAPHOTO MaciiTaba, MHUPKyIsuu [5]; (0)
MMOBEPXHOCTHOTO CJIosi cMmemreHus okeana [10]; (B) aHamorum MexXay MHKPOTPEIIMHAMM,
BEIYIIMMHU K Pa3pylICHHUIO TOPHBIX MOPOJ, M Iy3BIPHKOBBIM SAPOOOpPA30BAHUEM, BEIYIIUM K
kurenuio [14]; (r) ocobeHHOCTEH TepMaIbHBIX BOJ B JIGAHUKOBBIX CEBEPHBIX paiionax [12]; (m)
MarMel 3emnu u Ap. [5, 22, 23]. DHepreTHUecKuil aHaIM3 M YTOYHEHWE NeTaneil Merona
MPEANOoJIaralTcs B OJMKauImx padoTax.
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Abstract

For investigation of the influence of vortex structures and asymmetry of electric and
magnetic fields on the processes of electron transport across the magnetic field, the model of
electron sheath considered in [1,2] has been used. The investigations were carried out by
comparison and analysis of experimental and theoretical dependencies of discharge current on
the magnetic field and on the value of disturbance of field symmetry. The obtained results give
evidence that the disturbance of field symmetry causes the neoclassical transport of electrons,
and the influence of vortex structure on the discharge electron sheath leads to the transverse
mobility of electrons strongly different from that of classical.

1. Introduction

Nonneutral plasmas consist of the charged particles of only (or mainly) one sign. As a
result, they are characterized by large intrinsic electric fields which have a strong influence on
the behavior and on the stability of the plasmas. Nonneutral plasmas are of great interest for
investigation of nonlinear collective phenomena, neoclassical and turbulent transport across the
magnetic field, simulation of large-scale geophysical phenomena and for technical applications.
One of the simplest and the most efficient way of obtaining and studying of nonneutral electron
plasma is the use of discharge in crossed electric and magnetic fields. In the simplest case, for
the discharge device the geometries of magnetron, inverted magnetron and Penning cell are used.
The discharge parameters are such that ions are not magnetized and leave the discharge gap
without collisions. At the same time, the electrons are strongly magnetized and are trapped by
the magnetic field. Under such conditions, the sheath of nonneutral electron plasma is formed
near the anode surface and the whole discharge voltage falls on it [3-5].

In [1,2] the theoretical model of electron sheath of gas-discharge nonneutral electron
plasma was considered, the limitation of sheath electron density in this plasma is determined not
by the balance between the ionization and diffusion, but by the “critical” density of electrons, at
which the diocotron instability is arisen. The threshold of appearance of diocotron instability is
very sensitive to the size of gap between the sheath and the anode surface. At calculation of the
gap, the value of disturbance of anode alignment (nonuniformity of magnetic field, tilting of
magnetic field about the anode axis, mechanical inhomogeneity on the anode surface) and the
value of electron Larmour radius near the anode surface were considered. Let us give the main
equations of this model [1]:
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Here, B is the uniform magnetic field, V, is the discharge voltage, n, is the electron
density, considered to be uniform, r,is the anode radius, r, is the radius of sheath boundary from
the anode side, r; is the radius of sheath boundary from the cathode side, r, is the cathode

radius, d is the value of anode misalignment, which, in the case of annular protuberance on the
anode surface is equal to the height of this protuberance h, and when the magnetic field is not
parallel to the anode axis, it equals «L , where L is the anode length, and « is the angle between
the anode axis and the magnetic field
h
d ={ (4)

al

The set of equations (1) - (3) allows to determine n,, r, and r, for any geometrical
(r,,r., L) and electrical ( B,V, ) discharge parameters, as well as for the given value of the anode

misalignment d. The model is very simple. It does not contain any empirical coefficient,
uncertain parameters and, therefore, it can be easily used for comparison of experimental and
theoretical characteristics of electron sheath. Such comparison was made in [1] and it showed not
only the qualitative but also the quantitative agreement with the experimental results. This model
allowed, for the first time, to describe quantitatively the influence of anode misalignment on the
characteristics of electron sheath.

Since the model does not depend on the mechanism of electron transport across the
magnetic field, it can be used for studying the influence of vortex structures and asymmetry of
fields on the electron transport across the magnetic field being the aim of the given work.

However, before starting the investigations, let us consider some problems connected
with the dynamics and the symmetry of the electron sheath. The model of electron sheath
describes the “critical” electron density (n,, ) and the geometrical dimensions of the sheath at the

moment preceding directly the origination of diocotron instability. The development of diocotron
instability, the formation of quasi-stable vortex structure and the ejection of electrons from the
sheath to the cathode along the magnetic field is a rapid, collisionless process. Besides, the
sheath losses a part of electrons, as a result of which, the density of electron sheath decreases.
Then, the electron density is restored as a result of ionization of the neutral gas atoms by the
electrons. Hence, the electron density in the sheath is changed periodically. This is evidenced by
the oscillogram of the ion current in the inverted magnetron presented in Fig.1 [6]. Therefore, for
the correct comparison of experimental and theoretical results, it is necessary to use the average
value of electron density n, for a period, and not its maximum value n_ . The estimations show

that as a rather good approximation, the average value of electron density in the inverted
magnetron, can be taken to be n, =n, . As for the magnetron geometry, the vortex (or vortices)

exists in it permanently [7] and, hence, the electron density is always less (possibly, significantly
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less) than the critical value. Therefore, for the magnetron we will make only the qualitative
comparison between the theory and the experiment taking n, =n,, .

A U

Fig.1. Oscillations of ion current in inverted magnetron [6]
r,=0.9cm; r,=4cm; L=5cm; V, =5kV ; B=1kG; p=8x10"Torr .

The next problem is connected with the alignment, as, at the comparison of the theory
with the experiment one of the main criteria of agreement is the dependence of characteristics of
discharge electron sheath on the value of anode misalignment. In the experiments three methods
of anode misalignment have been used.

The first method consisted in that on the end of preliminarily aligned anode the thin rings
of different thicknesses are put [8]. This method is connected with the switching of the discharge
off, and with other inconveniencies, but it does not lead to the disturbance of azimuthal
symmetry of the sheath and, therefore, is the closest experimental analogue of the considered
model. The results of measurements with just such misalignment are in very good qualitative and
quantitative agreement with the theoretical model of electron sheath [1].

The second method consisted in the change of the angle between the anode axis and the
uniform magnetic field [5, 9]. It allowed to change smoothly the tilt angle of magnetic field by
turning the solenoid without switching the discharge off. This method creates the controlled
disturbance of azimuthal and axial symmetries of electric and magnetic fields in the discharge
electron sheath and, therefore, is especially useful for studying the effects connected with the
fields asymmetry, e.g. by formation of resonance sheath [5, 10]. Nevertheless, the results of
measurements with such misalignment are in satisfactorily qualitative and, even, quantitative
agreement with the theoretical model of the electron sheath not considering the field asymmetry,
giving the evidence of the correctness of the used assumptions in it.

Fig.2. Effect of nonuniformity of the magnetic field in the magnetron geometry [9]
r,=3.2cm;r, =0.9cm; L=7cm;V, =4kV ; p=8-10"°Torr ;
1-(AB/B)=0.002, 2—-0.008, 3—0.016

The third method consisted in the change of the uniformity of magnetic field [9]. For the
estimation of the uniformity the value AB/B was used. Here B is the value of magnetic field in
the central part of the solenoid just where the anode centre was located, and AB is the change of
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magnetic field along the anode (the difference in the value of magnetic field between the central
part of the anode and its ends). In this case, the azimuthal symmetry of the sheath was kept as
well. In the first publications with the inverted magnetron, when the effect of anode alignment
was discovered [8,5], the uniformity of the magnetic field was AB/B =0.016. Later, by means
of correcting coils, the uniformity of the magnetic field was improved up to AB/B =0.002 [9],
allowing to observe the effect of anode alignment in the magnetron geometry as well. Fig.2
shows the dependence of discharge current on the magnetic field in magnetron geometry for
different values of AB/B [9]. Therefore, for obtaining the increasing dependence of the
discharge current on the magnetic field, the uniformity of magnetic field in the magnetron
geometry should be much better than in the geometry of inverted magnetron.

2. Asymmetry-induced transport

Now, let us use the model of electron sheath considered above for studying the influence of
asymmetries of electric and magnetic fields on the transport of electrons across the magnetic
field. For this purpose let us make the comparison of experimental and theoretical dependencies
of the discharge current (electron current on the anode) on the value of anode misalignment. Let
us determine the discharge current as an electron current through the cylindrical surface limited
by the anode length L and by the sheath radius r,

| =47%e*Lb,nZ(r} —r?) (5)

tr''e

Here b, is the mobility of electrons across the magnetic field. For comparison of the theory with
the experiment we use the relative value of the discharge current 1/1,, where |, is the value of

the discharge current at d =0. As the discharge parameters are kept unchanged at the anode
misalignment, the discrepancy between the experimental and the theoretical curves will be
connected with the dependence of the transverse mobility of electrons on the value of anode
misalignment. First, let us make the comparison for the anode misalignment without the
disturbance of the azimuthal symmetry of the sheath. In fig.3, the solid line shows the theoretical
dependence of the relative value of discharge current on the height of annular protuberance on
the anode surface (d =h) in the inverted magnetron. The dots show the experimental values of
the discharge current, taken from [8].
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Fig.3. Dependence of discharge current on the thickness of rings in the inverted magnetron.
B=1kG; V,=4kV ; p =3x107*Torr : r,=0.9cm; r, =5cm; L=7cm
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As it is seen from the figure, the agreement is quite good. This gives the evidence that the
anode misalignment at the absence of the disturbance of azimuthal symmetry of the sheath does
not have the influence on the value of the transverse electron mobility. For the comparison, in
the same figure the dashed line shows the theoretical dependence of the relative value of
discharge current on the height of annular protuberance on the anode surface without taking into
account the diocotron instability.

Let us now compare the theory with the experiment when the magnetic field is tilted
relative to the anode axis by angle «, i.e. the anode misalignment is accompanied with the
appearance of the asymmetry of electric and magnetic fields. In Fig.4, the solid line shows the
theoretical dependence of the relative value of discharge current on the angle between the anode
axis and the magnetic field (d = «L) in the inverted magnetron. The dots show the experimental
values of the discharge current, taken from [5].
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Fig.4. Dependence of discharge current on angle « in the inverted magnetron
B=1kG; V,=4kV ; p=27x10"Torr; r, =0.9cm; r, =3cm; L =5cm

As it is seen from the figure, the asymmetries of electric and magnetic fields lead to the
increase of the transverse electron mobility. This is manifested especially strongly in the region
of very small angles o <¢,, when the extent of misalignment is less than the dimensions of

electron Larmor radius. In this case, the size of gap between the sheath and the anode depends
weakly on « and is approximately equal to the electron Larmor diameter. But, the asymmetry
becomes pronounced, especially, in the inverted magnetron. A thin asymmetric structure appears
both, in the distribution of electron density [10] and in the distribution of electron ejection
current on the discharge radius [11]. The formation of a thin asymmetric structure at small angles
a can be connected with the existence of bounce-rotation resonances, with the dynamics of
vortex structures or with the formation of zones with anomalous transport.

In Fig.5, the solid line shows the dependence of the relative value of discharge current on
the angle between the anode axis and the magnetic field (d = «L) in the magnetron geometry of
discharge device. The dots show the experimental values of the discharge current, taken from
[9]. At first sight, there is a good agreement between the theory and the experiment that should
give evidence of the independence of transverse mobility on the asymmetry of fields in the
magnetron geometry. However, we should take into account that the theoretical dependence is
calculated for electron density n, = n,, . Actually, in the magnetron geometry the electron density

is much less and then the theoretical dependence will be lowered, meaning that the result is the
same as in the geometry of inverted magnetron, i.e. that the asymmetry leads to the increase of
the transverse mobility of electrons.
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Fig.5 Dependence of discharge current on angle « in magnetron geometry
B=18kG; V,=4kV ; p=15 x10™*Torr : r,=32cm; r,=09cm; L=7cm

Thus, at a small anode misalignment, the sheath, practically, keeps the cylindrical shape
being significant for determination of the conditions of appearance of the diocotron instability.
However, the asymmetry of electric and magnetic fields appeared simultaneously with the anode
misalignment has a strong influence on the trajectory of electron motion. The resonance regions
are formed, there appears the asymmetry in distribution of electron density and the radial
displacement of electrons is increased, leading to the increase of electron mobility across the
magnetic field [10]. So, one can consider that in the electron sheath there appears the
asymmetry-induced neoclassical transport at the disturbance of fields symmetry. The
neoclassical transport was first investigated theoretically in toroidal confinement systems, and
then in tandem mirror machines. In gas-discharge nonneutral electron plasma the first theoretical
investigation of neoclassical transport was made in [10]. Then the systematic theoretical and
experimental investigations of neoclassical transport have been carried out in pure electron
plasma [12-26]. Such investigations are being carried out as well at the present, however, the
mechanism responsible for the asymmetry-induced transport is still undetermined. Penning-
Malmberg cells and the magnetron gas-discharge devices with nonneutral electron plasma have
lots in common with tandem mirror machines. However, they have their own peculiarities: (i) the
uniform magnetic field in the whole volume, (ii) the thin electrostatic mirrors at the ends, (iii) the
large radial electric fields unambiguously connected with the space charge. Such definition
allows to create easily the controlled asymmetry of the given type and thus, to study purposefully
the asymmetry-induced transport and the ways of its suppression. For example, one can give the
angle between the anode axis and the magnetic field [6,9,10,16,19,23,26], create the disturbance
of electric field in the given place and of the given value [15,18,21,23,26], create the additional
azimuthal magnetic field [22], simulate the trapped drift modes of toroidal confinement systems
[27], etc.

3. Vortex-induced transport

The formation, interaction and dynamics of vortex structures having their own electric
fields, strongly affect the processes taking place in the sheath of nonneutral electron plasma.
Even one stable vortex structure strongly changes the properties of electron sheath. In the sheath
there is a shear of velocities and the sheath electrons going past the vortex structure repeatedly
for the time between the electron-neutral collisions. As the vortex structure has its own electric
field, the sheath electrons passing it deviate to the anode or to the cathode. The electrons
deviated to the cathode appear in the region of much lower retarding potential and a part of them
go to the cathode along the magnetic field. Thus, alongside with the electron current from the
vortex structure there is also a current of electrons from the adjacent region of electron sheath.
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The both currents are continuous and rotate together with the vortex structure about the axis of
the discharge device [28]. The electrons deviated to the anode increase their radial displacement
and thus increase the velocity of electron radial current. The formation, interaction and radial
displacement of vortex structures have even stronger influence on the electron sheath leading to
the large radial displacements of electrons and to the powerful pulse ejection of electrons along
the magnetic field. All these, more or less regular processes, form the intense electron current
along the magnetic field and the enhanced transport of electrons across the magnetic field.

One of the main criteria at the investigation of the character of transverse electron
mobility is its dependence on the value of magnetic field. For understanding the role of vortex
structures in this process, it is necessary to exclude the influence of the asymmetry of fields.
Hence, the comparison of theory with experiment should be made for the aligned anode.
However, we have a very good possibility to compare the theory with the experiment also for the
anode misalignment, when there is no disturbance of the azimuthal symmetry of the sheath. This
is the experiment with rings put on the aligned anode. Fig.6 shows the experimental dependences
of the discharge current on magnetic field for different thickness of rings in the inverted
magnetron [8].
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Fig.6 Dependence of the discharge current on magnetic field in the inverted magnetron [8]
B=1kG; V,=4kV ; p =3x107*Torr : r,=09cm; r,=5cm; L=7cm
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Fig.7 presents the theoretical dependences of the discharge current on magnetic field in the
inverted magnetron, calculated for the same discharge parameters and ring thicknesses. On the

left figure, the transverse mobility as the inverse square of the magnetic field b, ~ B is used,
and on the right figure - the transverse mobility, inversely proportional to the magnetic field
b, ~ B™. The theoretical values of the discharge currents are given in arbitrary units, as the
numerical coefficient of mobility is not known for us. As it is seen from the figure, the

qualitative agreement of the theory with the experiment is given by the transverse electron
mobility being inversely proportional to the magnetic field.
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Fig.8. Dependence of the discharge current on magnetic field in the magnetron geometry [9]
V,=4kV ; p=15x10"*Torr; r,=3.2cm; r, =0.9cm; L=7cm

In the case of the anode misalignment by the tilt of magnetic field relative to the anode
axis, the effect caused by the field asymmetry will be imposed on the effect connected with the
vortex structures. Fig.8 gives the experimental dependences of the discharge current on magnetic
field for different angles « between the anode axis and the magnetic field in the magnetron
geometry of discharge device, taken from [9]. The value of angle « in radians is indicated on
the curves themselves.
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Fig.9 gives the theoretical dependences of the discharge current on magnetic field in the
magnetron geometry of discharge device calculated for the same discharge parameters and

angles « . Here, as in Fig.7,

on the left, the mobility b, ~ B~ is used and on the right - b, ~ B™.

As it is seen from the figure, the satisfactory agreement with the experiment is only in the case

a=0 forb, ~B™.
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Fig.10. Experimental dependence of discharge current on magnetic field for the aligned anode
Inverted magnetron: V, =4kV ; r, =0.9cm; r, =3.2cm; L=7cm
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Generally speaking, from equation (5) one can determine a type of dependence of the
transverse electron mobility on magnetic field, if we compare the experimental dependence of

the discharge current | = f(B) with the theoretical dependence n?

according to (5)

r; —17|=f(B). Then,

1 |
= 6
btr (47Z262LJ nez roz _ rlz‘ ( )
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Fig.10 presents the experimental dependences | = f(B) in the magnetron (M) and in the
inverted magnetron (IM) for « =0. In fig.11 the solid curves show the theoretical dependences
n? roz—rf‘: f(B) in the magnetron (M) and in the inverted magnetron (IM) for the aligned
anode for the same discharge parameters as in Fig.10. The dependence of transverse electron
mobility on magnetic field determined from Figs. 10 and 11 is the following: for the geometry of
inverted magnetron at magnetic fields larger than 0.5kG, b, oc B™*; for the magnetron geometry

at magnetic fields larger than 1.0kG, b, oc B™%. These measurements were not of systematic

character. However, one can affirm that the dependence of the transverse electron mobility on
magnetic field is significantly weaker than in the case of classical mobility, giving the evidence
of the strong influence of the vortex structure on the processes of transport in the discharge
electron sheath.

4. Conclusion

In conclusion it should be noted that quasi-stationary sheath of gas-discharge nonneutral electron
plasma is a strongly non-linear medium, in which the wide spectrum of different physical
phenomena take place. Simultaneously, this medium is subjected to a strong influence of
different external actions, e.g., the disturbance of field symmetry. The influence of the field
asymmetry on the processes in electron sheath has been studied quite intensively, especially in
pure electron plasma. The less attention is given to the vortex structures, practically, always
existing in the gas-discharge electron plasma. However, the vortex structure, being even single
and quasi-stable has not less but, probably, even larger influence on the processes in the electron
sheath, including, the electron transport across the magnetic field.
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IlepeHoc 3J1eKTPOHOB MONEPEK MATHUTHOIO OJISI B ra30pa3psiiHON
HEHEUTPAJILHOM JICKTPOHHOM IJIa3Me

Huxkos103 A. KepBanumsBuiu

Pe3rome

Jns mccnenoBaHusl BIMUSIHUS BUXPEBBIX CTPYKTYP, MU ACUMMETPUU DJIEKTPUUECKOTO U
MAarHUTHOTO TIOJIEd Ha TPOLECChl MEepeHoca SJICKTPOHOB TMOMEPEK MArHUTHOTO  TOJIS
HCIIOJIb3YETCSI MOJEIIb 3JIEKTPOHHOTO Cl10s paccMoTpenHas B [ 1,2]. MccaenoBanus npoBOIMINCH
IyTEM CpPaBHEHMS M aHaIM3a SKCHEPUMEHTAIbHBIX U TEOPETUYECKUX 3aBUCHUMOCTEH TOKa
paspsa OT MarHUTHOTO TOJiI U BEIMYMHBI HapylmieHuss cuMmerpuu noiei. llosydeHHble
pe3yibTaThl CBUAECTEIBCTBYIOT O TOM, YTO HApYIIEHHE CUMMETPUU T[OJIEH BbI3bIBAET
HEOKJIACCUYECKUM MEPEHOC AIEKTPOHOB, a BIIMSHUE BUXPEBOM CTPYKTYpPBI HA 3JIEKTPOHHBIHN CIION
paspsga MNPUBOAUT K MOMEPEUYHOM MOJBUKHOCTH JJIEKTPOHOB, CHJIBHO OTJIMYAIOIIECHCS OT
KJIACCUYECKOM.
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Abstract

We study ionospheric zonal shear flow non-normality induced linear coupling of planetary scale
modified Rossby waves and Khantadze waves on the basis of nonmodal approach. We demonstrate that
the modified Rossby waves generate Khantadze waves due to the coupling for a quite wide range of
ionospheric and shear flow parameters.

1. Introduction

The main ingredients of the ionosphere’s planetary scale activity are spatially inhomogeneous zonal
winds (shear flows) and slow and fast waves. The slow waves are Rossby waves modified by the
geomagnetic field. The fast ones caused by the Hall effect, have significant magnetic fluctuations and
called Khantadze waves [1,2]. The shear flow can drastically affect the energy and structure of the slow
and fast waves. For instance, the flow forms nonlinear structures of waves [3]. The modal/spectral
linear approach specifies the grows of slow and fast wave harmonics at nonzero second derivative of

the basic/shear flow U, = 0. However, in the modal analysis, the focus is on the asymptotic stability of
flows and finite time period dynamics (so-called, the transient dynamics) left for speculation.

In the 1990s, the emphasis shifted from the analysis of long-time asymptotic flow stability to the
study of transient behavior on the basis of so-called non-modal approach. (The non-modal analysis
involves the change of independent variables from the laboratory to a moving frame and the study of
the temporal evolution of spatial Fourier harmonics (SFH) of perturbations without any spectral
expansion in time.) This fact resulted a breakthrough of the hydrodynamic community in the analysis
of the linear dynamics of smooth shear flows (e.g. see.[4-7]). According to the non-modal approach,
the early transient period for the perturbations reveal rich and complicate behavior in smooth (without
inflection point) shear flows: the linear dynamics of perturbations in the flows are accompanied by
intense temporal energy exchange processes between the background flow and perturbations and
between different modes of perturbations.

The purpose of the present paper is the demonstration of the linear generation of fast/Khantadze
waves by modified Rossby waves in ionospheric zonal shear flows. The paper is organized as follows.
In Sect. 2 we present the physical model and dynamical equations in the spectral plane. In Sect. 3 we
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present a numerical analysis of the dynamical equations and the summary.

2. Physical model and equations

As is commonly done, we introduce a local Cartesian coordinate system that rotates with the planet
(with angular velocity Q, and is centered on a latitude 6, and a distance R, from the planet center (on

the ionospheric E-layer in our case). The x-axis is directed to the east, the y-axis to the north, and the
zaxis in the local vertical direction. We study the linear dynamics of planetary scale perturbations in the
conductive ionospheric E-layer with account of the latitudinal inhomogeneity (over @ that the same,

over the coordinate y) of the Coriolis parameter f and the geomagnetic field B, :
f(0)=2Q,,(0)=2Q,sin0~ f,+ -y, (1)

with  f, =2Q,sing,

and
B= of _ 20, cos b,
0y Jr=R, R, ’
0=0y
HOZ(G)z HOZ(GO)_ﬂH Y, (2)
with

5= oH,, :Hpcoseo
" 0y Jr=R, R,

H  is the geomagnetic field at the pole. The zonal flow (directed along x axis) has latitudinal shear
U, =(Sy,0,0).

As noted in the introduction, we base our study on the simplified set of 2D equations (see Egs.(3)
of [3]) written in the linear limit. The set takes into account Hall’s effect and facts that planetary scale
motions do not perturb density and concentration of the medium components [12]. So, the starting
equations for our analysis are:

0 0 oy 1 oh

—+Sy— |+ —— £=0 3
(at anJw X ampy P ox )
0 0 a oh oy

Zasy—|h - B, ZL4 B, =0 4
(ét yaxj ’ 472"BH ox Pu ox @)

where, y(x,y,t) is the stream function of the neutral-gas perturb motion in the horizontal plane;

h, (x, y,t) - the vertical z-component of magnetic field strength perturbation; A =42 /ax* + 8%/ ay?- the
two dimensional Laplacian; « =c/eN,- the Hall parameter; c - speed of light; e - value of the electron
charge; N - the concentration of electrons.

Let's introduce non-dimensional variables and parameters:
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X,
t0), cos G, =t ( y):(X,y), > 1
Ry Q, c0s 4,
(5)
plgl o= a, "[/2 v, L =h,,
p 0 p

and rewrite the dynamical system in the non-dimensional form:

o _ 8 oy . ,oh
S W 2 M g 6
(at Y ox ]‘/’ ox A ox (€)

o o 2on, , ov
rsy L lh —av2 e Y g 7
(ﬁt yajza’*ax ox )

Where V,=H ] I (\J4mp,QyR,) defines the neutral-gas-loaded Alfven velocity normalised
onQR,; .

The form of the dynamical equations permit a decomposition of perturbed quantities into shearing
plane waves (so-called, Kelvin waves). In fact, these waves represent spatial Fourier harmonics (SFHs)
with time-dependent amplitudes and phas es (e.g., see [8-10]):

F(x y,1) = F(ky, K, (t),t) exp(ik, x+ik, (t) y), (8)
k, (t) =k, — Skit, (9)

where F={l//, hz} denotes the perturbed quantities and F={l//, hz}- the amplitudes of the
corresponding SFHs.
Substituting Eq.(8) into Eqgs.(6,7) and introducing ¢ =y -k?(t), k*(t) =k; +kZ(t), one can get the
following system:
op _ |k oh

ik :
- X_ ik VZh, —Z=-—2_g+ikaVZh,, 10
ot k ()¢ A’z ot kz(t)¢ x@V Tl ( )

In the shearless limit, S =0, k, and k?are time independent and coefficients of the dynamical

equations (10) are constant. Hence, one can use the Fourier expansion of ¢ and h, in time,
[ exp(—iwt) , and obtain the dispersion equation of the considered system in the shearless limit:

k20 +(akV 2 + 2)k, 0+ (2a —1)kV}Z =0,
(11)

Solutions of the dispersive equation are

k
o 4 :—2—k"2(ak2VAZ +24\(akWV2 —2)? + 4k 2). (12)

Eqs.(12) describe fast and slow wave harmonics. At akzv,f >>1 one can write:
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k _
w; :—k—gzaa 1, w; =—akVZ, (13)

where «, is the frequency of the modified/magnetized Rossby waves. This slow wave mode
propagates either eastward or westward depending on the sign of 2a—1; w; is the frequancy of the
Khantadze waves [3,11]. This wave mode has a substantial magnetic component and propagates
rapidly westward.

One can also easily get the expression of the spectral energy of perturbations:

2
(14)

2
¢
E=E +E, = kU(t) +VZ2|h

The spectral energy is the sum of quadratic forms of stream function and magnetic field harmonics,
i.e., the sum of spectral kinetic and magnetic energies. The magnetic energy is mostly connected with
the Khantadze waves.

A

3. Numerical results and summary

For numerical integration of Egs. (10) we use a standard Runge—Kutta scheme (MATLAB ode34
RK implementation). In order to study generation of Khantadze waves by modified Rossby waves, we
initially imposing in Egs. (10) a tightly leading (k, =1, k,(0) =10, i.e., k,(0)/k, >>1) pure magnetised

Rosshy wave harmonic:
1

2k ) 1
¢(O) =1 hZ(O) :m[a)s (O) + kz(o)j - O!kz(O)VAZ : (15)

For the ionospheric E-layer parameters [11]: electrons concentration - N =10°cm™>; neutral gas
concentration - N =10"cm™; Neutral gas mass density - p, =4.175-10°gr-cm ™. These parameters

give V2 =0.022, ¢ =38. For these parameters hz(0)=1.2-10‘2. Finally, for these initial conditions

and nondimensional shear parameter S =0.1 Egs. (10) gives the time dynamics of expansion of ¢, h,,
E, (t)and E, (t) presented on Figs 1-4. The figures show that the magnetic field is negligibly perturbed
in the leading phase — we have mostly stream function (kinematic) perturbations. However, at
ky(t)/k, <1the linear coupling starts the generation of magnetic field oscillations (see Fig2) that
relates to the Khantadze waves. Figs. 3 and 4 indicate that, in the initial trailing region
(0>k,(t)/k, >-1), the spectral magnetic energy becomes comparable to the spectral kinetic one,
while, in the tightly trailing region (-1>>k, (t)/k, ), the spectral magnetic energy highly exceeds the

spectral Kinetic one. So, starting with a tightly leading modified Rossby waves, finally, the linear
dynamics give the related harmonic of tightly trailing magnetic oscillations — the Khantadze waves.
The spectral energy of the generated Khantadze waves more than an order of magnitude higher than
the spectral energy of the initial tightly leading modified Rossby waves for the considered ionospheric
and shear flow parameters.
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Fig. 1. The evolution of the real part of a stream function harmonic, Re¢, for initial conditions
correspond to the pure magnetised Rossby wave harmonic and parameters

k, =1, k,(0) =10, Vi =0.022, o = 38.
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Fig. 2. The evolution of the real part of a magnetic field strength harmonic, Reh;, for the same case as
in Fig. 1.
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Figure 3. Normalized spectral Kinetic energy vs. time, E, (t), for the same case as in Fig. 1.
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Figure 4. Normalized spectral magnetic energy vs. time, E_ (t), for the same case as in Fig. 1.
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Abstract

In the present work, the generation of large-scale zonal flows and magnetic field by short-
scale collisionless electron skin depth order drift-Alfven turbulence in the ionosphere is
investigated. The self-consistent system of two model nonlinear equations, describing the dynamics
of wave structures with characteristic scales till to the skin value, is obtained. Evolution equations
for the shear flows and the magnetic field is obtained by means of the averaging of model equations
for the fast-high-frequency and small-scale fluctuations on the basis of multi-scale expansion. It is
shown that the large-scale disturbances of plasma motion and magnetic field are spontaneously
generated by small-scale drift-Alfven wave turbulence through the nonlinear action of the stresses
of Reynolds and Maxwell. Positive feedback in the system is achieved via modulation of the skin
size drift-Alfven waves by the large-scale zonal flow and/or by the excited large-scale magnetic
field. As a result, the propagation of small-scale wave packets in the ionospheric medium is
accompanied by low-frequency, long-wave disturbances generated by parametric instability. Two
regimes of this instability, resonance kinetic and hydrodynamic ones, are studied. The increments of
the corresponding instabilities are also found. The conditions for the instability development and
possibility of the generation of large-scale structures are determined. The nonlinear increment of
this interaction substantially depends on the wave vector of Alfven pumping and on the
characteristic scale of the generated zonal structures. This means that the instability pumps the
energy of primarily small-scale Alfven waves into that of the large-scale zonal structures which is
typical for an inverse turbulent cascade. The increment of energy pumping into the large-scale
region noticeably depends also on the width of the pumping wave spectrum and with an increase of
the width of the initial wave spectrum the instability can be suppressed.

Key Words: Skin-size perturbations; Zonal flow; large scale magnetic field; pumping of energy
with respect to scales.

1. Introduction

In recent years, special attention has been paid to the study of the generation of large-scale
spatial-inhomogeneous (shear) zonal flows and magnetic field turbulence in the magnetized plasma
medium in laboratory devices, as well as in space conditions (Diamond, et al., 2005). Such interest
firstly is caused by the fact that the excitement of the zonal flows and large-scale magnetic field
generation can lead to noticeable weakening of anomalous processes, stipulated by relatively small-
scale turbulence and by passage to the modes with improved property of adaptation to the
equilibrium state (Diamond, et al., 2005; Kamide and Chian, 2007). Zonal flows are the integral
parts of the collective activity of the majority of the planetary atmospheres and are manifested in the
form of the large-scale low-frequency modes, propagating along the parallels (Busse, 1994; Aubert,
et al., 2002). The possibility of such generation is intensively studied via some of the basic modes
of the turbulence. At the present time, a question about the generation of zonal modes is mostly
studied by the electrostatic drift, relatively long-wave modes, characteristic transverse wavelength
of which is greater than a Larmor radius of ions according to the electron temperature (Smolyakov,
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et al., 2000; Shukla and Stenflo, 2002) and by some other electrostatic modes (Mikhailovskii, et al.,
2006).

The previous authors made the trials of investigations of the special features of the zonal flow
generation by means of drift-Alfven type fluctuation on the basis of three sufficiently simplified
models, describing nonlinear interaction between these modes: the first, a class of the models in
which the effect of the ion temperature is negligible and only the effect of the so-called finite
Larmor radius of ions according to the electron temperature (Guzdar, et al., 2001; Lakhin, 2003) is
taken into account; the second model, where both disturbances, the primary small-scale as well as
the large-scale zonal disturbances, have characteristic scale less than a Larmor radius of ions p;
(Smolyakov, et al., 2002); and the third class of the models, where finite Larmour radius of ions are
considered neglecting the skin size inertial effects (Lakhin, 2004; Mikhailovskii, et al., 2006;
Shukla, 2005). Although in the work (Pokhotelov, et al., 2003), generation of the zonal flow was
studied by inertial Alfven fluctuations. But, it was made in uniform plasma neglecting finiteness of
a Larmor radius of electrons, ions (T,, T, - 0).

One of the important wave modes in non-uniform magnetized space (Stasiewicz, et al., 2000;
Sahraoui, et al., 2002; Narita, et al., 2007) as well as in laboratory (Gekelman, 1999; Mikhailovskii,
1978) plasma media are electromagnetic small-scale drift-Alfven (SSDA) modes with the
transverse wavelengths, small in comparison with a Larmor radius of ions, k, p; >>1, where

pi = (T, /m,w3;)"?is a Larmor radius of ions, k -transverse (according to external equilibrium
magnetic field B,) wave number, g =eB,/m;c - ion-cyclotron frequency, T, - the

temperature of ions with o =i and electrons with o = e, respectively, e - elementary ion charge,
m,, - the mass of ion with a.=1i and electron with o = e, respectively, c is the speed of light. These

small scale fluctuations can generate large-scale zonal modes as in the space and as in the
laboratory plasma. Moreover, the contemporary theory of anomalous transfers (Kadomtsev,
Pogutse, 1984; Aburjania, 2006; Aburjania, 1990) predicts, that the anomalous thermal conductivity
and diffusion in the plasma medium may be stipulated, in essence, by the processes with the
characteristic ~ wavelength A, of the order of collision-less skin length A,

/2. .
A =2nlk, ~A; =Clwp,, Where op,= (41te2n0 /me)1 is a plasma frequency. In this
connection, description of the nonlinear wave processes on the scales A, ~A, <p; appears

necessary. Therefore, elaboration of the self-consistent system of nonlinear equations, describing
the dynamics of SSDA wave processes, with the characteristic scales till to the skin size, i.e., taking
into account a finite Larmor radius of ions and inertia processes, represents one of the goals of this
work. Further, on the basis of these dynamic equations, an investigation of the special features of
the nonlinear development of collective activity in the ionosphere medium on SSDA modes is
important.

At present, there prevails the point of view, according to which, the spontaneous generation of
large-scale zonal modes (or convective cells) are the result of the secondary instability of plasma
fluctuations (Diamond, et al., 2005). At the basis of instability, there lies the nonlinear interaction of
the primary fluctuations (pumping of one of the types of relatively short-wave drift waves, swinging
by some known linear or nonlinear mechanisms), which results in the zonal flow generation.
Positive feedback is ensured by modulation of the amplitudes of primary plasma fluctuations by
secondary shear zonal mode, and instability can be related to the class of parametric (or modulation)
instabilities. The generation of such large-scale (in comparison with the small-scale primary modes)
structures can substantially increase energy transfer via medium particles.

According to investigation methods of the above-mentioned nonlinear processes, the works
already existing in this direction can be divided into two groups. To the first group can be attributed
the works which are based on ideas and methods of the classical theory of coherent parametric
instabilities (Oraevskii, 1984) and frequently called the “parametric” approach. In them, the
interaction processes of the finite number of waves are examined: pumping waves; the shear flows
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(wave with the low, sometimes with zero frequency) and one or two satellites of the pumping wave
(Sagdeev, et al., 1978; Guzdar, et al., 2001; Smolyakov, et al., 2002; Mikhailovskii, et al., 2006).
The second and alternative group includes the works (Smolyakov, et al., 2000; Lakhin, 2003;
Lakhin, 2004) in which there lies an assumption about the separation of the scales of turbulence into
small scale and the zonal flow (large scale), developed at the time in the work (Vedenov, Rudakov,
1964). In this approach, the small-scale turbulence is described by the wave kinetic equation, in
which the influence of zone flow is considered. In the work (Smolyakov, et al., 2002), it is shown
that given the initial approximations the above mentioned approaches lead to the identical results.

In this work (and also in the work (Aburjania, et al., 2008), further named Part II), for
investigation of the zonal flow generation by means of skin scale SSDA fluctuations in the
ionosphere plasma, we use the “parametric” approach, which, as already is mentioned above, goes
back to the method used in the theory of convective cell generation (Sagdeev, et al., 1978). The
method of this approach has been improved in recent works (Mikhailovskii, et al., 2006;
Mikhailovskii, et al., 2006) in the sense that, instead of the separate monochromatic packet of
primary modes, the spectrum of these modes with arbitrary width is investigated. In our opinion,
this approach is more visual and more adequate for this problem. Consequently, this work is
organized as follows. Initial nonlinear equations for our task are represented in Section 2. There on
the basis of the analysis of the linear stage of disturbance propagation, we determine frequency
spectrum of those investigated by us SSDA skin scale pumping waves. In Section 3 we introduce
the excited values, which characterize the primary small-scale modes (pumping), secondary small-
scale modes (satellites) and the zonal flows. Further in Section 3 initial equations for amplitudes of
the pumping waves, satellites and the zonal modes are formulated. Here, also, the solution of these
equations is conducted and expressions for the amplitudes are determined. Dispersion equation for
the large-scale zonal flow and the magnetic field for the arbitrary continuous spectrum of pumping
are obtained in Section 4. The analysis of this equation for the monochromatic small-scale (of order
of a skin size) and relatively large-scale waves, and also for the different practically important
spectra of the pumping waves is carried out in Section 1 of Part Il. Here, the correspondent growth
increments and the criterion of zonal flow generation are determined. Section 2 of Part Il is
concerned with investigating the influence of the non-monochromaticity of different pumping
waves on the zonal flow instability development. Finally, in Section 3 of Part 11, the basic results of
this investigation are assembled.

2. Initial dynamic equations
The equilibrium state of the ionosphere plasma we characterize with electron density n,,, the

single-charged ions n;,, non-uniform along the axis x (Vnj, || X, j=e¢,i), uniform temperature of
the electrons T, and the ions T, (VT, ,VT;=0; T, 2T;). Non-uniform equilibrium density
(nyg(X) =ng(X) =n;0(x)) is supported by external sources (for example, external electric field,
volumetric forces and others). Equilibrium magnetic field B, we consider uniform and directed
along the z axis, (By || 2).

For electron’s description let’s use a electron continuity equation in a drift approximation:

ane +VE'V ne —i (BV) J”:O,
ot cBy

1)
wheren, =ny+n,, ny,n, - equilibrium and perturbed parts of the electron density,
Ve =(c/By) (e, xV¢) - drift velocity in the twisted fields, ¢- electrostatic potential,
B =B, +(VAxe,)-full magnetic field, J,-current density component along the equilibrium

magnetic field, A — vector potential along axis 0z, e, - unit vector along the equilibrium magnetic
field, c —light speed; but perturbations’ electric field E stress denote by the following relation:
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E=-Vo-~""e,, @
c ot
and by the longitudinal component of the electron motion equation:
dVll on,
nemF:—TeVE—eneE” y (3)

where d/dt=0/0t+(c/By)(VdxV),, m-electron mass, T,- electrons’ equilibrium temperature,
which is thought to be constant, e-ion charge.
As a size of the investigated waves rather small or of the order of p,, then for ions Boltsman’s
distribution is true :
n, ~ny(l+x,x—ed/T;), 4)
where 1, =dInny(x)/dx,T;- equilibrium constant ion temperature, but ions’ and electrons’
perturbed temperature is neglected.

Let’s use quasi neutrality condition, substituting (4) in (1), (3), we got the equation of small scale
drift — Alfven (SSDA) waves:

oA oA , d
EJFV*E EH(“ V022 aAlA =0, (5)
2
3<|>+v*i @—EKZSV”ALA =0. (6)
dt oy T

Here V., =FcT,x,/(eBy), Vi =(T,/m.)"? — electrons’ thermal velocity; t=T,/T,,
V| =0/6z-By'(VAXV),.

Getting (5), (6) ion longitudinal motion is neglected and it is supposed that longitudinal
currentJ;, are caused by plasma electrons, J;; = —cA  A/4r.

The equations (3), (4) conserve an energy integral:

E= % j{(VA)2 +22(AAY +22 [Vij w1+ r)¢2]dr. @)

Te

Thus, system of nonlinear equations with partial derivatives (5)-(7) describe nonlinear dynamics
of the skin size drift-Alfven waves in magneto active (ionospheric, magnetospheric, laboratory)
plasma. The equations (5) and (6) contain two sources of zonal mode generation: first — nonlinear
terms (VoxV),A A and (VAxV),¢ (containing ¢ ), causing quasi electrostatic Reinold’s stress,
and second — nonlinear term (VAxV),A, A (containing A), causing electromagnetic Maxwell’s

stress.

We use the system (5)-(7) for a theoretical investigation of the features of the energy pumping
from small scale drift-Alfven perturbations to the large scale zonal flows and to the large-scale
magnetic fields in the ionosphere medium.

2.1. Spectra of the linear waves
Linearising the equations (5), (6), for plane waves ~ exp {i(kr— cokt)}, we get the dispersion relation

(o0 — 0 oo 1+ K222) — 0, |- K2V2K2p2(1+ 1) = 0, (8)
Here o,.; =k, V..;— ion and electron drift frequencies, k, = (k2 +k2)"? ,k, - transversal and
longitudinal (according to external magnetic fieldB,) wave vectors of the perturbations,

V, =By /4 /4mn,m; — Alfven velocity. The equation (8) describes interrelation of the Kinetic

Alfven waves and the drift waves in non uniform space plasma. Neglecting the drift effects
(o >> m,,;) the equations transforms into following relation:
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0y = 0, [A+KINT), ()
where o2, = (1+1)(k,V,k p;)? — square of the frequency of the kinetic Alfven waves. In
electrostatic limits (k, — 0) the dispersion relation (8) describes ion and electron drift waves:
Oy =0, Oy = O /(1+KIAT) (10)
In case of the large scale perturbations, k, =k, =0, from (8), the following solution w =0 will be
obtained, which corresponds to the zonal flow or to zonal magnetic field. Such mode with zero
frequency is damping periodically, when in the medium the dissipative processes (friction,
viscosity) are present. It will be shown below that during small-scale turbulence the zonal flows and
the large scale magnetic field generation process can become unstable due to turbulent feeding.

It must be mentioned, that the generation-twisting of the Alfven perturbations in the linear stage
in the ionosphere or in magnetosphere is possible. This can occur in three scenarios: due to
dissipative instability, caused by effective medium viscosity growth during scattering of the high
frequency waves on the particles (Mikhailovskii, Pokhotelov, 1975); due to low frequency
modulation instability caused by the beating of two external high frequency electromagnetic waves

(Aburjania, 2007); and also due to temperature-anisotropic (mirror) instability (Treumann, et al.,
2004).

3. The equation of interrelated modes
3.1. Three-wave representations of the perturbations
In the initial plasma-dynamical equations (5), (6) the nonlinear terms contained in the expressions
of operators d/dt andV,, cause inter relation between the different modes. We consider three-
wave scenarios of mode interrelation, at which an interaction between the SSDA pumping modes
(initial modes) and their satellites (secondary SS modes) generates the large scale low frequency
modes, e.i. zonal flows. Correspondingly, we represent each perturbed value X = (A, ¢) in equations
(5), (6) as a sum of the three components:
X=X+X+X, (11)

where

X = %[Sg(k) exp(ik -1 —im ) + X_(K)exp(ik -1 +imy 1)), (12)

describes a spectrum of SSDA pumping modes (initial), k =(k,,k.,k,), ®-wave vector and

frequency of the initial modes, amplitude satisfies the condition X_ = >~(: where asterisk indicates
a complex conjugation
X =3 [X, (K)exp(ik, -r—io,t) + X_(K)exp(ik_-r+io_t)+cc, (13)
k

describes the small scale satellite (secondary) modes and

X =X, exp(—iQt +iq, X) + .., (14)
describes zonal flows. Lows of energy and impulse conservation is written in the next form:
o, =Q+o, and k, =q, e, +k, respectively. Thus, the pairs (o, ,k)and (Q,q, e,)represent
frequency and wave vector of SSDA pumping modes and zonal flows, respectively. Amplitude of
the zonal modes X, = (A,, d,) is considered to be constant in local approach. Further analyze will

be carried out in the frames of the standard approximationq, /k, <<1 ,Q/w<<1.

3.2. Equations for amplitude of high frequency initial pumping waves

Following the standard quasi nonlinear procedure, we substitute the expressions (12)-(14) in the
equations (5), (6) and neglect small nonlinear terms, connected with high frequency modes.
Consequently, equalizing the coefficients of the same harmonic functions, we got equation for
amplitude of initial high frequency modes:
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~ cTk,k? ~
(0 —0q): (K) ———F—=A, (k) =0, (15)
4ne“ng,
Ko+ )b (K) — o, (L+K222)[A. (K)=0. (16)
Let’s mention, that the condition of non trivial solution of this homogeneous system gives the
dispersion relation of SSDA initial modes, coinciding with the equation (8).

3.2. Equation for amplitude of secondary small scale modes
Analogously, from the equation (5), (6), by means of (11)-(14), for amplitude Ai u &)i we got the
equation:

2 2 2
(. Fou)h, TR A, _gos S0 20) 7)
h ~ A4ne‘n, Are“ny[(L+ KX)o, — oy ]
_ A I s K (1+7)
Fk,cl+1)d, +[A+ k2220, Fo.]JA, =Foi|l-a %o %, 18
LA+ )0, +[A+KIAS )0, Forn JAL 1{ Wi~ (18)
Here
Lo 1+t+k322 L i _ ~
g =————5—, a; =—k,q, (1+7)Ag0., (19)

- 1+t+ (21)2(7\,2S ’ Bo
+ |C ¥
a; = B_kyQX(1+T+q>2<}\‘25)z‘O¢i .
0
Solution of the equation (17), (18) has the form:

1 ck,T, {oci [(1+kix§)m+¢w*e](ki_q2)
X

b =F—
D, Amelng | 1+ KA, —ox

ocfki{l—oc b ck,(@+1) ]] (20)

" Ao 1+ K222 )0, — o,

~ — 1 + _ $0 Ckz(1+ T)
A = *i 1_ e '_"
+ +Di |:0£1 ((Di +o® |{ Ay Ao (1+k5_7\,25)—(,0*e

. cZkg'_I'i(ki—qf(th) } 1)

+

2 4me?no [ K222 oy — v
Here

T
D, =(Qt oy, Fou L+ k222 QL w, )T coe]—[1+ %Jkivjkipf. (22)
i
From (19)-(21) it is clear, that resulting from interaction with the large scale zonal flows and the
magnetic fields, amplitudes of the secondary fast small scale perturbations depend not only on
amplitudes and spatial-temporal characteristics of the fast initial (15), (16) perturbations but also on
amplitudes and spatial temporal characteristics of the slow large scale zonal flows and magnetic

fields (K0;$0;anx)'

3.3. Equation for amplitude of large-scale modes of zonal flows and magnetic fields

Equations for amplitudes of the large scale zonal modes can be got substituting an expression (11)-
(14) into equations (5), (6) and averaging the obtained equations according to the fast small-scale
oscillations:

cT,q;
—=> 3 k,R,(k), 23
47‘[82”080 . y 1( ) ( )
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. cq, 1+t o
—i0(+q22 JA, :¥%kyR2(k)+B—oqu§%kyR3(k). (24)

Here
Ri(K) =0 (A A, —A,A J+2k (A A, +A A ), (25)
CTa 7oA A A Ckz(1+r) A
R2—¢~8+ <|>+~5 : ~8+_Ai (1+ki7vzs~)®k—®:e br ] ) (26)
Ry =k2(A.d_+0.A, ~Ad, ~4.A )+a2(6.A, —5.A_)+20,k(6.A, +5.A )
(27)

Now, it’s very easy to transform the expression for the coefficient Si to the form bellow by means
of solutions for amplitudes of the satellites (20), (21):

Si =F 1 ai—r 1—0L0§—0 Ckz(1+r) Q_kqu(mk_m*i)(ZiQ_x] _
D, Ao (1+ kikzs)wk — sy k? K,

+ (Dk _(,‘)*I
o, . (28)
1+ k22 Jo, —o)*j
In this relation, we neglect the terms of the order of (g, /k, )*, e.i. their contribution is not
sufficient for the given problem.

Taking into account that Q and q, are the small parameters, expression for D, can be presented
via decomposition:

D, =+D©@ 4+ D® (29)
Where

DO = f2f1+ k222 foy — 1+ K222 fou — o, |- 2k2 (@~ L+ K222 oy — o). (30)

DO — 021+ km)_g_g(@k o i k2 Joy — ]
1

(31)
The expressions (20), (21) for amplitudes of the secondary small scale modes can be presented
analogously:

A, =AD +AD (32)
where
AD = 1—((0" _Om*i) Lo, —og oy $o C2k22(1+ ) : (33)
: DO Ao [1+Kk232 oy — o
A xR0 A0 % gy g ok ey | (34)
E DO TR T M A L k22 oy — o
We are able to transform in the same manner either the expression (20) for electrostatic potential:
d. =60 +4%, (35)
where
2
A(O) CkZTIk +a (x o ¢0 Ck (1+ T) 36
» 4me’n, DO | T TP TPTOA, {1+ kzxz)mk Org (%)
i : : 83
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Lk ¢ k, (1
2017 —ng 1-a, do C2 22( +) : (37)

k2 Ao (L+K222 o, — s
Now, looking to relation (28), we find that 5 = 0. This equation describes the remarkable fact

that the main contribution in the evolution equation of the average magnetic field of the “magnetic”
and “electrostatic” parts of amplitudes of the secondary — satellite small scale modes relatively

decreases (see the equations (23)-(27)). Consequently, for Si we have the decomposition:

5, =50 +5? (38)
s oL a;[l_%f_o o, (1) }{QZK_M ﬂ
D Ao (1+K222 o, — s k?
+ O)k _(,O*e
oy QQ , (39)
(1+ kikzs)mk —m*e}

A Q o ck,(L+1) q
5% =+ fll-ay == z D® — 0y )%
+ D(O)2 {(11|: Qo AO (1+ ki)\,zs}x)k — o, j|< +(('0k ® I)kz x

1
[0, [2+ K232 Jo (4 K222 Josg 0., |- 2K, Q1+ K222 )) -
. O — O
o3 (1+ki7k»§ )wkl— o D(l)}. (40)

Let’s mention, that the term S(il) does not make any contribution into the expression (26) for R, .
Thus, the relation (26) gets the form:
R, =000 —¢.08 . (42)

3.4. Expression for amplitudes of the large scale modes

Using (29)-(41) and (19) the expressions for R;, R, and Rj (25)-(27) can be lead to: R;

ic?(1+t)q,k, k k,Q _ ok, (1+1) _
R, (k) = : Y I |RPA z R¥d, |, 42
1( ) BOD(O)2|_(1+ki}\425)0k—(D*eJ k 1 0+(l+ki}\,i}0k—(0*e l(I)O ( )
iquky£2 AN ck (1+ ’C) —
R, (K)=——2 1 |R2A, - z RYd, |, 43
2() BOD(O)Z k|: 2710 (1+ki}\,23%0k—0)*e 2¢0 ( )
and
icqik, (1+1) A ckz(1+r+kik2) o |
Rs(k):TIk 3A0_(1+ki7bzs)“)k—0§*e Rado |; (44)
Here
RA = 21+ t)oow — L+ ki)ﬁ)@*i{ﬂ—ﬂ—x(mk — o, )bf] (45)
X
R =(L+1+ kixi{zg[(n K222 o, — ong —E—X((ok —w*i)bf}, (46)
X
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=K fo —r k2RI 0 + 2l k222 K0,
A

K2 Jne — 1+ k222 Jos; | - =200, 40
b? = kiz[z(n K222 (K2 K2 o, + (1 k222 k2 0wy — (3K2 — K2 Joue ] (48)
1
RS = (1+r+ kixiXu kixi{gz —z%g(m —co*i)+2—§(cok — o )2}, (49)
1 1

A 2n2 Qz[kikzmk—(co* —m*-)KlJr kikz)
R —(1+r+qus{ S(1+kix§jwk—lm*e 5

zg%(mk — o 1+ K222 )+ 2%(@( o Pl k222 2)} ! (50)
RS = 2k, Q0o — L kin o |-
R (] N RV IR TS0 ) S
RS = —k, QRO|[1+ k222 Joy, — con |+
R (S N T S A o )
e =25.9.. (53)

4. Dispersion equation of the large scale zonal flows and magnetic fields
Using the expression (42)-(53), the equations (23) and (24) can transform to the following form

(I_)o = Ldid_)o + L/fz‘o , (54)
A, =50 +L5A, . (55)
where
101418, 15
(ERNETY u;):z(l’ 2 ;) . (56)
k (Q'qxvg)

Here V, =V, (k) - zonal group velocity, defined by equality bellow:
V. = 2k, (o) — oy )[(1+ k22 )o)k —w*e]

= ' (57)
¢k 2(1+ kikzs)wk —(1+ kixzs)m*i — O
And the functions (If 12,18, I@)denote
k (0 — 0 JIE
1P = (14 1) 2 k— @i/ 0 RY, (58)
1 K [0+ k222 hoy — e [20+ K222 Joy — (L K202 Yo — e[
A 1qux ((Dk_(D*i)FO2 RA
== ' (59)
Lo,k Rl ka2 Joy (14 K202 Jow —oone [
2
k,I¢ (1+r)R‘§+q’gs(l+r+kik25)R§
19 =c(l+1) (60)

) I R S
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VW
FOZ[RQ + sz RQ]

15 =—(1+1) , (61)
i [2l+ K222 Joy, — (14 K222 Jouy — e [
where
2 2k2
r02=ch 1y - (62)
0

From the closed system of equations (54) and (55), we simply get the dispersion equation for
large scale zonal flows and the magnetic fields:

1- (L +14)+ L35 — L4 L2 =0, (63)

The dispersion relation of the zonal modes (63) allows an investigation of their generation via
continuous spectrum of the initial modes with skin scale, which is the main subject of the traditional
theory of such generation, increasing to a kinetic equation for the waves, summarized in (Diamond,
et al., 2005). Thus, the approach developed in section 3.4, based on dynamic equations of magnetic
hydrodynamics of the ionosphere, is an alternative to the approach in (Diamond, et al., 2005) and in
our opinion, is more convenient in to realize, also in the interpretation of results obtained based on
them. It’s obvious that the dispersion relation (63) represents bisquared equation according
toQ2—q,V,. This aguation can be reduced to a squared one for a very interesting range of

frequencies Q of the zonal perturbation
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N3y4veHue reHepanuii 30HAJIbHbIX TECYHEHUH U MATHUTHBIX NOJIEH B
HoHocdepe HA OCHOBE MYJIbTUMACIITAOHOTO NPEACTABJICHUS

I'. Adypaxanna, O. Xapmmiaanse, X. Yaprasua

Pe3rome
B Hacrosimielt paboTe u3ydyaercs reHepanus KPYMHOMACIITAOHBIX 30HAJIBHOTO TEYEHHS U
MarHUTHOTO TOJII KOPOTKOBOJHOBBIM O€3CTAIKHOBUTEIHHBIM AJBBEHOBCKOW TYypOYJICHTHOCTBIO
HOpsUIKA TOJIIIMHBI AJIEKTPOHHOTO CKHMH cllog B HoHocdepe. Ilomyduena camocoriacoBaHHas
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CHCTeMa JBYX MOJeJbHBIX HeJIWHeWHBIX JUHAMHYECKUX YPaBHEHMWI, ONHUCBHIBAIOLIAS AUHAMUKY
BOJIHOBBIX CTPYKTYp C XapaKTEpHUCTUUYECKHM MaclITaboM CKUH pa3Mepa. BrIBeZieHBI ypaBHEHUS
9BOJIIOIIMM HEOZHOPOJHOTO CABUTOBOTO Te€YeHUA ¥ MarHUTHOTO IIOJI yCpeJHeHHeM MOJeTbHbBIX
YPaBHEHHU [ OBICTPBIX BUCOKOYACTOTHBIX M KOPOTKOMACIITAaOHBIX (DIIOKTyallMH HAa OCHOBE
MYJIBTUMAcIITaOHOrO  pasnoxeHus. [lokazaHo, YTO  KpyNHOMAacCIUTaOHbIE  BO3MYIICHHUS
IUIa3MEHHBIX TEYEHUM M MAarHUTHOIO IIOJI CIOHTAHHO T'€HEPUPYIOTCA KOPOTKOMACIITAaOHBIM
nIpeiipoBbIM  ANBBEHOHMCKOH  BOJHOBOW  TYpOYJIEHTHOCTHIO  HEIMHEHHBIM  BO3JCHCTBHEM
HanpspkeHnH Peiinonbaca n Makcsesuia. IlonoxuTenbHas oOpaTHas CBA3b B CUCTEME JJOCTUTAETCS
MOZyISIell BOJH CKWHOBOTO pa3Mepa KPyITHOMAacCUITAaOHBIM 30HAJIBHBIM Te4YeHHEeM W/WIu
BOXOY)XJ€HHBIMH  KPYNHOMACIITAaOHBIMM  MarHUTHBIMM  IIOJIIMH. B pesynbrare,
pacIpocTpaHeHre KOPOTKOMAacCIITAOHBIX BOJIHOBBIX IIAKETOB B HMOHOC(EpPE COIYTCTBYETCS
HU3KOYAaCTOTHBIMU, JJIMHHOBOJIHOBBIMU BO3MYIIEHUAMU, TeHEePHPOBAHHBIX IIapaMeTpHUYecKoi
HeyCTOMYMBOCTEIO. I3ydeHsI ABa THIIa perkuMa HeYCTOMIMBOCTeH — Pe30OHAHCHO-KMHeTUYeCKHIe
U TUApoJMHAMU4Yeckue. Takke HaHJleHBI HHKpPeMeHTHI HeycroityuBocTH. OrmpenesneHsl
YCJIOBHSA Pa3BUTHS HEYCTOMYMBOCTH M BO3MOXKHOCTH TeHEPAIMH KPYITHOMACIITAOHBIX CTPYKTYP.
Henunelinplii ”HKpEMEHT 3THUX B3aMMOJEMCTBUI 3HAYUTEIbHO 3aBUCUT OT BOJHOBOIO BEKTOpa
ABBEHOBCKOM HAKa4YKW M OT XapaKTepUCTUYECKOTO pasMepa IeHEepPHUPOBAHHOW 30HAJIBHOM
CTPYKTYpBL. OTO O3Ha4yaeT 4YTO HEYCTOMYHBOCTh IIePeKAaYMBaeT SHEPTUI0 3HAYUTEIBHO
KOPOTKOBOJIHOBBIX AJIbBEHOBCKUX BOJIH B KPYITHOMAaCIITaOHBIX 30HAJIBHBIX CTPYKTYP, KOTOPBIE
XapaKTepHbI [ OOpaTHOrO Kackazja TypOyJeHTHOCTH. VIHKpeMeHT OSHepruMm HaKauyKy
3HAYMTEJIbHO 3aBUCHUT OT IIMPHHBI CIIeKPTa BOJIH HaKaYKU U IIPHU YBeJIUUYEeHUU IMUPUHBI CIIeKTpa

Ha4YaJIbHBIX BOJIH, yCTOfI‘IPIBOCTB MOXeT OBITh YMEHBUIEHO.

t The first author is deceased 89
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Abstract

The article considers possibility of change InDCF- surface current contour curvature
caused by quasi-periodic oscillation of the magnetosphere boundary in the focal area of the
magnetosheath. It is supposed that magnetic effect (dynamo-effect) of the periodic change of the
focal segment curvature of the DCF-current contour stabilizes the stability of the meridional
magnetopause in perturbed solar wind conditions. The article deals with comparative analysis of
kinematic models of Parker and Gratton that is very important for solving the problem of modeling
MHD image that is asymmetric to the MHD flow around the magnetosphere. It considers the
meridional magnetopause and puts forward arguments in favour of using the modified Gratton
kinematic model in case of compressible, magneticallyviscous plasma medium.

Key words: Solar wind, magnetosphere, magnetosheath, critical point, stagnation zone.
1. Introduction

The magnetopause is a magnetic boundary layer of the earth, existence of which is provided
by global surface magnetosphericDCF-current. The magnetic field, which is generated by this
current, causes screening the geomagnetic field fromthe solar wind plasma all along the
magnetosphere boundary. In the magnetopause a magnetohydrodynamic (MHD) interaction takes
place, in which the most important function has the so called frozen interplanetary magnetic field
(IMF)transported by the solar wind. As a result of the MHD interaction between the bowshock front
and the boundary of the magnetosphere dayside a magnetosheath is formed. It is characterized with
a specific structure of the plasma flow with a focal area and peripheral segments. Due to the solar
wind gasodynamicand the IMF magnetic pressure variationscertain perturbation permanently takes
place in the magnetosphere boundary of the Earth. Consequently, the distance from the Earth to the
magnetopause changes as well. Thisdistance is measured from the Earth to the critical point of the
magnetopause. In case of calm and less perturbed solar wind the motion of the magnetosphere
boundary is characterized with quasi-periodicity with rather great amplitude. There is a modern
numerical model describing the variation of thisparameter [1]. It instantly defines the displacement
of the magnetosphere boundary. In such a case,together with the DCF-current contour shape the
thickness of the magnetosheath area and size characterizing the focal area change as well.

2. The solar wind flow specificity near the magnetosphere boundary

When the solar wind is calm and less perturbed the flow around the magnetosphere is
produced in laminar-flow conditions that also depend on the value and direction of the
interplanetary magnetic field. Some early researches stated that in the event of ideal electrical
conductivity of the solar wind plasma the existence of symmetric flow of the plasma on the
magnetopause is theoretically impossible [2 ]. In particular, near the critical point of the
magnetosphere, due to deceleration of the plasma flow, depending on the frozen IMF direction,
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theoretically there can be two versionsof the flow around the magnetosphere: 1. Due to strain of the
IMF force lines near the magnetosphere boundary so called magnetic barrier may be formed; 2. In
the focal area base instead of the critical point there may appear stagnation lines of equatorial or
meridional directions. In any case, in the magnetosheath the spatial flow of the plasma that was in
the beginning symmetric in the main sections of the magnetosphere must become two-dimensional
in the magnetopause. Both these versions were included in the model of the stagnation zone in front
of the magnetosphere that was constructed later [3]. At the same time, the first experimental work
really outlined a similar structure to the Chaplygin stagnation zone in the front area of the
magnetosphere, though the Pudovkin-Semenov model was denied [4].Finally, modern computerized
simulation (numerical experiment) proved that the solar wind plasma flow is symmetric afar from
the magnetosphere boundary. However, in the focal area that can be analogized with the stagnation
zone, the flow becomes two-dimensional [5]. However, unlike the Pudovkin model, in the
numerical experiment the asymmetry of the plasma flow in the magnetopause is not caused by the
solar wind perturbation.

Generally, the magnetopause is considered especially stable in the calm and less perturbed
solar wind conditions when the IMF has the direction of the boundary force line of geomagnetic
field on the dayside of the magnetosphere, i.e. it is directed to the north. The magnetopause
thickness that is much less than the magnetosheath thickness is determined by the value of the
surface magnetosphericDCF-current. According to the numerical experiment, afar from the focal
area the solar wind flow is in fact three-dimensional. In the focal area the flow asymmetry is
observable in both main sections of the magnetosphere — in the equatorial as well as in the
meridional magnetopause. Namely, in the meridional magnetopause the plasma supposedly flows in
thegutters formed by the geomagnetic field force lines. Much earlier than the numerical experiment,
possibility of such an effect, although in the equatorial magnetopause, was predicted by the
Pudovkin-Semenov theoretical model [2]. We suppose that the contradictory character of the
modern numerical experiment results and the early theoretical ones is not occasional. It is possible
that the topologic image of the flow that corresponds to the numerical experiment requires
correction depending on the magnetosphere perturbation level. The [1] numerical model enables to
make the correction in the event that in the process of the quasi-periodic oscillation of the
magnetosphere boundary the magnetic effect of the surface global DCF current is observed.

In case the solar wind perturbation, that is mainly determined by intensification of the IMF
southern constituent, exceeds its critical limitthe meridional magnetopause may become unstable.
Usually, it is caused by the DCF- current intensification due to reconnection of the force lines of the
IMF and the geomagnetic field. Destabilization here is resisted to a certain extent as the magnetic
viscosity of the plasma increases due to violent fall of electric conductivity in the focal area. The

value of this parameter before interacting with the magnetosphere is too little: 4, ~1,2-10°cm?s’

! Followinga violent change of the thermodynamic characteristic of the solar wind in the bow shock
front the value of magnetic viscosity of the plasma in the magnetosheath becomes

A, ~1,2-10 **cm?s™.Due to development of anomalous resistivity effect of plasma in the focal area

this value may increase by two orders [6]. Certainly, this effect will influence the behavior of the
plasma flow in the magnetopause. As mentioned above, in the numerical experiment only calm
magnetosphericsituationis modeled, when the meridional magnetopause is stable. It is easy to
imagine the degree of change inthe flow aroundthe magnetosphere in case the solar wind is
perturbed. However, we assume that at the same time meridional magnetopause stabilization factor
may arise, activity of whichseems to be againlinked with the main factor causing destruction —
magnetic effect of the DCF -current. In order to prove this assumption let us refer to the
magnetospheric surface DCF-current topology analysis in the Chaplygin stagnation zone.

The value characteristic velocity to the hydrodynamic movement of the plasma in the
stagnation zone is much less than the solar wind velocity in the interplanetary space [4]. Therefore,
in this area the DCF- surface magnetospheric current generator is activated due to the solar wind
corpuscular current deceleration. At the same time, the plasma compressibility effect is especially
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strong [6]. As the reason of the deceleration is the geomagnetic field, it is obvious that the stableris
the magnetosphere boundary, the more effectively works the magnetosphere generator and
consequently, the stronger is the DCF-current. It seems that after reconnection of the IMF and the
geomagnetic fieldforce line in the stagnation zone base, due to the magnetosphere boundary
erosion, the current generator strength must decrease. However, taking into consideration that in the
focal area the DCF-current contour is bow-shaped, than its magnetic effect may intensify.
According to the [1] numerical model, if the DCF-currentarc is of the stagnation zone boundary
contour shape than its curvature permanently varies. Consequently, the value of the magnetic effect
of the DCF-current changes as well. Let us see the figure 1 that depicts the scheme ofthe equatorial
section of the focal area (stagnation zone). As shown in the scheme, the DCF -current arc
supposedly consists of two anti-parallel current segments. The anti-parallel currentsare deflected
from each other. This is caused by the increase of the magnetic field intensity, i.e. magnetic
pressure in the space between the currents. In conditions of quasi-periodic oscillation of the
magnetosphere boundary this effect must be temporarily variable. However, as the DCF- current
direction is always the same the magnetic effect caused by its contour curvature will, more or less,
always support the meridional magnetopause boundary stability. It means that in the base of the
focal area there supposedly exists a periodically active source that actsagainst theerosion of the
magnetosphere boundary. Therefore, the asymmetric MHD flow image in the meridional
magnetopause, obtained by the numerical experiment for the calm magnetosphere conditions,
supposedly, will be reasonable for perturbed situations as well.

Solar wind

Bow Shock

Magnetosheath

—pStagnationzone

DCF -current Magnetopause DCF -current

Day side magnetosphere

Fig.1. Equatorial cross-section of day side magnetosphere

Modeling of the magnetopause in kinematic approximation.Thus, due to the change in the DCF-
surface current contour curvature a dynamo-effect takes placein the focal area. It means that
intensity of the magnetic field increases in a certain segment of the magnetopause. To some extent
the dynamo-effect makes the magnetospheric generator work, which transforms the solar wind
energy into the DCF-current energy.

It is noteworthy, that even nowadays there is no general theory that would perfectly describe
physical phenomena taking place in the magnetosphere boundary and would convincingly present
the roles of each of these phenomena in the global process of providing the magnetosphere’s inner
structures with the solar wind energy. In this respect the MHD approximation, according to which
the magnetopause is the Earth’s magnetic boundary layer [2, 3], seems the most convenient.
However, the MHD theory has a serious lack that significantly decreases the fundamental value of
its results. Namely, there is no possibility for self-consistency of the plasma velocity field and the
geomagnetic field and obtaining on its basis a general analytical solution to the equation system
describing the MHD interaction. Therefore, modeling a dynamic image of the main parameters of
the magnetopause, the thickness of the magnetic boundary layer and the geomagnetic field
induction distribution in the magnetopause, appears to be especially difficult task in mathematical
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view point. Obtaining analytical solutions is possible only in relatively simple cases, whenthe solar
wind flow structure in the magnetopause is a priori known. Such a simplification is usually madeby
means of different kinematic models describing the velocity field. For example, the well-known
Parker kinematic model for incompressible ideal liquid or its any modification was used for a long
time [2,3]. According to the Parker model the velocity field corresponding to the incompressible flat
flow of the solar wind plasma in the magnetopause near the critical point of the magnetosphere is
defined by linear correlation

Vy =—ax,V, =ay, (1)
where Vy, V,, are the components of the solar wind velocity, « is the inverse value of the time

characterizing the flow around the magnetosphere. The beginning of the orthogonal coordinate
system is placed in the critical point of the magnetosphere,the x-axis is directed to the sun, and y
— along the extreme force line of the geomagnetic field.

The (1) model together with the analytical model of temporal impulsive variation of the
magnetic viscosity of thesolar wind was used in the work [7]. Here the magnetic field induction
equation was solved by the Schwec successive approximation analytical method, by means of
which the thickness of the meridional magnetopause and nonstationary (quasi-stationary)
analytical image of the magnetic field distribution in the meridionalmagnetopause was defined.
It is known that precision of such solutions is about 15-20% [3]. This error is caused by the
Parker model besides the Schwec method. It is obvious that the degree ofits adequacy to the real
process of the flow around the magnetosphere is sufficient only in short distances from the
critical (focal) point of the magnetosphere. In case of strict requirement it refers to the whole
focal area of the magnetosphere, in which the compressibility effect of the plasma is especially
strong [6]. Therefore, in order to obtain correct results it is necessary to take into account the
plasma compressibility and expand the scopeof the plasma flow model,it requires using a
kinematic model that considerscompressibility effect and at the same time is reasonable for the
whole focal area from the critical point of the magnetosphere to the bowshock front. In our
opinion, such features are partially characteristic to the Gratton kinematic model for the
incompressible medium [8]. However, in order to make this model adequate to the quasi-
periodic oscillations of the magnetosphere boundary itsmodificationin considerationof
compressibility effect is necessary. It is obvious that such model, compared to the Parker model,
is more appropriate for compressible and magnetically viscousplasmic medium like the solar
wind. Therefore, in our viewpoint a modification of the two-dimensional Gratton model that
considers the solar wind compressibility and magnetic viscosity, that at the same time,
adequately to the numerical experiment, describes the solar wind flow structure in the whole
focal area, is acceptable. Thus, let us apply to the Gratton model and present the velocity field
corresponding to the plasma flow in the meridional section of the magnetosphere as follows:

, )

whereV is the characteristicvelocity to the solar wind before interaction with the magnetosphere,
m IS the magnetic viscosity of the plasma, £ is a compressibility coefficient of the solar wind in the

focal area [6].

Thus, according to (2), like in the numerical experiment, quite afar from the critical point of
the magnetosphere there is only longitudinal component of the solar wind velocity. As at this
distance the model (1) deprives its physical substance it is obviously more correct to replace it with
the Gratton model modification presented here in the flow-around-magnetosphere task.
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3. Conclusion

Thus, in the mathematical viewpoint it is obvious that the Gratton kinematic model has
advantage compared to the Parker model. The advantage is caused by the fact that, due to
interaction with the magnetosphere, the magnetic viscosity of the solar wind substantially increases
in the focal area. Taking into account this factor will undoubtedly increase the value of the
analytical solutions in the magnetopause modeling tasks. This will provide correct theoretical
interpretation of results obtained by means of numerical experiments.

This project was carried out with support of the ShotaRustaveli National Science Foundation grant (contract
Ne 12/70).
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MaruutHsbiii 3¢ dexkt DCF- Toka B pokaabHOU 00J1acTH
MarHurocgepsl 1 MoaguuuupoBaHHasa Molenb I'patoHa B
C)KUMAaEMOH cpeje

M.UxutyHuase

Pesrome

B crarbe paccMarpuBaeTCsl BO3MOXHOCTh HW3MEHEHUs KpuBH3HBI KOoHTypa  DCF-
MTOBEPXHOCTHOTO TOKA, BBI3BAHHOTO KBa3U-NEPUOJUYECKUM KoJIeOaHHMEM TpaHHUIbl MarHUTHOIO
ciosi B GokanpHOM obnactu mMaruutocdepsl. [Ipeanonaraercs, 4o MarHUTHBIA 3P exT (AMHaMo-
3¢ deKT) NepuoaAUYECKOro M3MEHEHHs (OKYCHOTO cerMeHTa KpuBH3HbI KoHTypa DCF-toka
CTaOMIN3UpPYyeT CTaOUIBHOCTh MEPUIUOHATIBHOW MAarHUTOINAy3bl B YCIOBUSAX BO3MYILEHHOTO
COJIHEYHOTO BeTpa. B crarhe paccmaTpeBaeTcsi CpaBHUTENbHBIN aHaIN3 KHHEMaTHUECKUX Mojenei
[Tapkepa u ['parroHa, 4YTO OYEHb BaXHO [UIg pELIEHUS MPOOJEMbl MOJAEITUPOBAHUS
acummerpuynoro MI'J{ n3oopakenuss MI'J[ oOrekanus wmarautocdepsl. PaccmoTpeHHO
MEpHUIMOHANbHAs MAarHuTomnay3a M BBIABUTAeTCS apryMeHTbl B TMO0JIb3y HCIOJIb30BaHUS
MOAUPUIMPOBAHHON KMHEMaTH4YecKod Moien ['paTToHa B ciaydae cKUMaeMoil, MarHUTHO BSI3KOM
IIJIa3MEHHOU CpPEbI.
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Abstract

In this work the formation of mid-latitude sporadic E (Es) layer under the influence of atmospheric
gravity waves (AGWSs) evolving in the horizontal shear flow is studied. AGWs can be excited in the
background horizontal wind with a linear horizontal shear (horizontal shear flow). These in-situ excited
atmospheric waves, which act on metallic ions through ion-neutral collisions and Lorentz forcing,
influence the ion vertical motion and can lead to their convergence into thin horizontal layers. The
formation of sporadic E is investigated using a numerical model in two-dimensional case and temporal
evolution of multi-layered sporadic E is demonstrated. The ion/electron density of Es layers depends on
the amplitude of AGWs and spatial location of the layers is determined by the vertical wavelength of
atmospheric gravity waves.

1. Introduction

The formation and behaviour of sporadic E (Es) in the lower thermosphere is one of the
manifestation of atmosphere-ionosphere coupling [1-3]. Behavior of the ions and electrons in the
lower thermosphere is influenced by the background neutral wind at this region, by the
atmospheric waves [4-9], and by the tidal motions as well [10-12].

It is well established that at mid-latitudes the formation of sporadic E is mainly determined by
the vertical shear in the horizontal neutral wind [13], while the existence of inhomogeneous
neutral winds (with vertical shear) are associated with atmospheric tides ([12] and references
therein).

Recently it was suggested that the vortical-type perturbations (shear waves) excited in the shear
flows could also lead to vertical convergence of metallic ions, and thus the formation of sporadic E
[8, 9]. For such cases, the altitude of ion convergence is determined by the vertical wavelength of
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the excited perturbation, and therefore sporadic E could have multilayer structure, which itself is
an observed phenomenon (see e.g. [16]).

In [8] and [9] it was found that behaviour of Es, formed by shear waves, could be influenced by
AGW. On the other hand it is known that vortical perturbations (shear waves) excited in a
horizontal shear flow can be transformed into AGW [17]. In this paper we show that AGWs,
which evolve in the shear flow of neutral wind, could lead to the formation of multilayer sporadic
E.

2. Methodology and Model description
2.1 Sporadic E Model

In order to investigate the variations of electron/ion density height profile in the nighttime
mid-latitude lower thermosphere by influence atmospheric gravity waves, the continuity equation
for the charged particles should be solved:

%N+V(Nvi):o. (1)

Here V' is the concentration of ions (because of quasi-neutrality of ionospheric plasma, ion and
electron densities are about same) and Vv, is their velocity. In Eq. (1), which is used for heavy
metallic ions, the production and loss rates are neglected. This is a valid assumption because (1) we
consider nighttime conditions (no ion production) and (2) metallic ions have longer lifetime
compared to the time scales that characterize AGWs.

The ion velocity Vv, is influenced by their interaction with neutrals due to the collisions, by the

Earth magnetic field and by a plasma thermal pressure. After neglecting inertial terms and electric
field, the equation of motion of ions has the following form [16]:

- 1 Vp+iViXB+Vin (Vn-Vi):O' (2)
NM M

In Eq. (2) Bis the Earth magnetic field, M is the ion mass, v, is the ion-neutral collision

frequency, pis the thermal pressure, Vv, and Vv, areion and neutral velocities, respectively.

From Eq. (2) the expressions for horizontal U, -northward, v, -westward and vertical w, components
of ion velocity can be derived:

U_:Un-(k2+coszl)_vn-k-sinl_Wn~sinl~cosl_2-KB-T-(k2+coszl)8_N
' 1+k 1+k? 1+k? N-M-v, -(1+k?) ox
N 2-K;T-k-sinl 8_N+2~KB-T~cosI~sinIa_N
N-M-v, -A+k?) &y N-M-v, -(1+k?) oz

(32)
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U, -k-sinl V, -k?* W, -k-cosl 2-K,-T-k-sinl oN

! 1+k  1+k® 14k  N-M-y, -(1+k2) ox

(3b)
_ 2-Kg-T-k®* N 2-Kg-T-k-cosl oN
N-M-v, -1+k?) &y N-M-v, -(1+k?) oz
W, = Yn-sinl-cosl V,-k-cosl W, -(k*+sin®1) 2.Kg-T-cosl-sinl éN
i = 1+ K - 2 2 - M .v . 2y Ay
+ 1+k 1+k N-M-v, -(L+k") ox (30)

. 2:Kg T k-cosl N 2-Kg-T-(k*+cos’I) oN
N-M-v, -1+k?) &y N-M-v, -1+k?) oz

Here the xaxis is directed from South to the North, y axis is directed form East to the West and z
points upward. Here K is the Boltzmann constant, T is ion and electron mean temperature, | is

inclination angle of the geomagnetic field,sin | =_% ,cosl = ij‘ , k=— and o, =e|\'/|_Bis ion

14

in

gyro-frequency.

After the substitution of Egs. (3a-3c) into Eq.(1) we see that the term proportional to ZN in Eq.(3a),
X

term proportional to N in Eq.(3b) and the term proportional to N in Eq. (3c) behave as diffusive
ay 01

2 2
terms , 2 KsT(k® +cos’ 1) 2:Kg Tk 4 o 2-Kg - T-(k +c052 1)
NMVi"(1+k2) N‘M'Vin‘(l-'—kz) NM 'Vin.(1+k )

could solve reduced equation (1) in 3D case. In the present study, however, we consider two

, respectively , and one

dimensional case, neglect terms with 86 and in the continuity equation substitute the following
X

expressions for Vi and Wi :

! 1+k  1+k2  1+k* N-M-v,-1+k’) &y N-M-v_-(1+k’) &z

. 2 2
V=UnksmI_Vnk W, -k -cosl 2-Kg-T-k® ON 2-Kg-T-k-cosl oN (3d)

U,-sinl-cosl V,-k-cosl W, -(k’+sin’l)
i 1+k 1+k? 1+k? (3¢)
2-Ky -T-k-cosl N 2-Kg-T-(k*+cos’ 1) oN

N-M-v, -1+k?) &y N-M-v, -(1+k?) oz
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2.2 Atmospheric Gravity Wave Model

In order to determine the ion velocity components, we need have values of neutral velocity
components. For this purpose we solve the set of the hydrodynamic continuity, momentum and
energy equations for neutrals gas in the inviscid isothermal case [18]:

Lo 4+9(p,V,) =0 (42)
\/
pn[aat“ +(V, -V)vn} =-Vp+p,0, (4b)
d(pp, )
—n 7 =0 4
o (4c)

Here p, is neutral mass density, and } is the ratio of the specific heats (, =1.4).

To determine the evolution of atmospheric perturbations, the linearized set of Egs. (4a-4c) (see [8])
are solved numerically.

Atmospheric waves spectrum in the horizontal shear flow with velocity UOn = (a : y,O,O) ), has the

following form [17]:

o, (t)= {% cf(|k(t)|2 + 4%} - \/% c;‘(|k(t]2 + 4|—|L2)2 — w2c2[k2 +k? (t)]}z. (5)

Here , :[(7—1)9/(7H )]% is the isothermal Brunt-Viisild (B-V) frequency and wbz [a>>>10 is

assumed.  is the acceleration due to gravity, C; = (;gH )% is the speed of sound.

The components of velocity perturbation v(u, v, w) for AGWs are described in the following form:

u(x, y, z,t) = e/2n -Refu, (t)explig(x, y, z,t)]}, (6a)
v(x, Y, z,t) = e’2n -Refvy (t)explig(x, v, z, t)]}, (6b)
w(x, y, z,t) = e’2n -Refw, (t)explig(x, v, z, t)]}, (6¢)

where Uk(t), Vi (t) and W, (t) are spatial Fourier harmonic (SFH) amplitudes of shear wave’s
horizontal u, V and vertical W velocities (see [8], [9]), respectively.

#(X, Yy, ;1) =k X+ ki y +K,z, K, (t): ky —ak,t and k(t): k(kx,kt (t), kz) is the time wvariant
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wavenumber, Z = N — Ny is the difference between an actual height A and some initial

height hy , His the atmospheric scale height.

The linearized form of the set of Egs. (4a-4c) are solved numerically and the obtained values for
neutrals velocities are substituted into equations (3e-3d). Next, the equations (3d-3e) are
substituted into the continuity equation (1) and the obtained parabolic type equation is again
solved numerically.

3. Formation of multilayered sporadic E

Fig.1 shows the evolutions of Fourier amplitudes of perturbed velocity components of AGW.

We consider the case when initially AGWs are absent and only background neutral winds (Uon),
characterized by horizontal shear, influences electron density. Figure 1 also shows that horizontal
and vertical velocity amplitudes evolve in a different manner. In addition, Fig.1 illustrates the
tendency of formation of short-period oscillations at later times with a dominant horizontal
perturbation. The AGWs described in Fig. 1 is expected to influence the behavior electron/ions
density, and corresponding process is the subject of our investigation.

BD T T T T T T T T T

i SR v 22 o

Uk, Vk, Wk, m/s

60} =2

_80 il A Il AL AL
0 02 04 06 08 1 1.2 1.4 16 1.8 2

Time, hours

Figure 1. Time evolution of spatial Fourier harmonics (SFH), of the velocity perturbation
amplitudes for AGWs in the horizontal shear flow. U, — x component, (dashed line),

v, — y component (dotted line) and w, —z component (solid line). for shear a=5-10"s",

vertical wavelength 4, =12 kmand horizontal wavelengths 4, = 4, =120 km,
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As it was mentioned, we solve numerically the equation (1) for distribution of plasma density in

two-dimensional case, when horizontal (Viy) and vertical drift velocities (Viz) of ions are

determined by Egs. (3b) and (3c), and take into account all three components ., Vn, W) of
AGW¥s’ velocity given in Fig. 1.

In our simulation for the ion-neutral collision frequency we wuse the expression
vin = (2.62 [N, ]+ 2.61[0,]+1.43[0])-10 °s* [19] where neutral densities [N,] [0,] [0] are taken
from MSISE-90 [20] atmospheric model. Simulations are performed for the mid-latitude lower
thermosphere and for | =60°, o, =80s* and shear parameter a=5-10"s™".

In Figure 2a the initial (Gaussian type) distribution of ions in the mid-latitude lower thermosphere
is shown. Figure 2b shows how density changes in time in the presence of ambipolar diffusion
only. Here the half-width of the ions/electrons initial distribution is taken 30 km, the height of the
maximum does not change with horizontal coordinate and is located at 100 km altitude. We see
that in this case when only diffusion acts on the plasma, the maximum density of plasma
distribution decreases about by 20% in comparison with its initial value in 1 hour .

In Fig. 2c the temporal evolution of electrons/ions density under the influence of AGWs is
demonstrated. The results show that around the initial maximum of the electron/ions height
distribution, AGWs lead to the vertical convergence of ions at about 95 and 110 km altitudes. The
areas with enhanced electron density evolve during 30 minutes and the layers become thinner
where density increases. Let us note that presence of AGW increases density of the ion/electron
density by about 15% in comparison to the case when only diffusion influences ion/electron
density at same altitude. It is important to note that, the vertical distance between these layers is
close to the vertical wavelength of waves (12 km). Also note that the formation of other layers
above and below the initially formed layers also occurs, but the electron densities in the secondary
layers are relatively small.
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a) Initial height profile of electron density, N em™ ¥ 10
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b) Displacement of electron density caused by diffusion, N em™ « 10*
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c) Formation of sporadic E due to the AGW, N cm™ « 10*
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Figure 2. (a) The initial (Gaussian type) distribution of ions/electron in the mid-latitude lower
thermosphere, (b) its (redistribution) by the ambipolar diffusion only and (c) formation and
evolution of multi-layered sporadic E under influence of AGWs. The horizontal shear and wave
parameters are the same as for Fig. 1.

On Fig.2c we see that initially the structures with enhanced electron density are formed (with

characteristic timescale of t, = —)). Later, the electron density starts to oscillate, the oscillation
X

period of electron density is related to the behavior of AGWs (Fig.1). In Fig. 2c we also see that Es
has multilayer structure and distance between the layers is about the vertical wavelength 4, of
excited AGWs. In the demonstrated case after times greater than t,, the converging power of
AGWs around Es layers (at 95 km and 110 km) decreases and the diffusion of charge particles starts
to dominate.

The Results clearly demonstrate that AGWs play an important role in formation and evolution of

Es. In addition, they could lead to the convergence ions at multiple nodes, and therefore the
formation of Es with a multilayer structure varying in time.
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4. Conclusion

We have shown that AGWs, evolving in the horizontal shear flow, can form mid-latitude
nighttime sporadic E. The AGWs cause the vertical convergence of heavy metallic ions at the
convergence nodes. Such spatial scales of the convergence areas depend on the vertical wavelength
of the AGWs. After certain time, the dominant oscillation in AGW velocity occurs in the vertical
direction with periods close to its shorter Brunt-Vaiisild (B-V) period. In such case the convergence
of metallic ions is comparatively faster than their diffusion, which could lead the formation of the
sporadic E .

The evolution of AGWs in the horizontal shear flow also depends on the shear parameter, which
could also affect the horizontal convergence of ions. This topic is, however, subject of the future
studies.
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T'opepmsu I'. Iupedynuaze’, I'mopruii Janaxkmmsuian, Jlesan Jlomuase 2
I'moprnii Marnamsuin’

Pe33iome

! AGacrymanckas Acrpodusnueckas O6cepparopust uM. E. Xapanse, [ocyapcTBeHHbI
Yuausepcurer Wnbn; K. Yonokamsumu Ave 3/5; Toumucu 0162; TPY3UA

2 l'ocynapcreennsiit Yausepcuret ltat IOta, Jloran, CIITA

B oroit pabore paccmarpuBaercs ¢opmupoBanue cnopagudeckoroE(Es)B HmkHHX crosx
TepMOCcdepsl IIOZ BO3/eHCTBYyeM B TOPH3OHTAJIHOM B CIBHUTOBBIX TEUYEHHUAX BO30Y>KZaeMbIX
aTMocepHbIX TpaBUTaUUOHHBIX BOMH (AI'B). B ¢doHOBOM ropusoHTaJIBHOM BeTpe HMEIOUUi
JIMHENHBIM TOPU3OHTAIBHBINA CIABUT (TOPU30HTAJIBHOE CABUTOBOE TEYeHMe) MOXeT BO30yKJaTcs
AI'B.OTn armocdepHBle BOIHBI 4Yepe3 CTOJKHOBEHBI HMOHOB C HeHTpaTbHBIMU YacCTULIAMU B
KoMOMHanuii cpuioi JlopeHIla BBI3MBaeT TOPU30HTAJIBHOE IBIDKEHHE TSKEIBIX MeTaIUdeCcKUX
MOHOB U MX COOpaHMe B Y3KBIX TOPU30HTAJIBHBIX CJIOSAX. UHMCIEHHBIH pe3yJbTaT PasBUTHUA DTUX
IIPOIECCOB U CO3/IlaHMe MHOTOCJIOMHEIX cropagudeckoro E meMoHcTpUpyeTcsa B AByMepHOM CIydae.
[InoTHOCTE cHOpafgUyYecKUX CjI0eB 3aBUCHUT OT ammautyasl AI'B m mx pacnosnoxeHue Ha

BEPTUKAJIBHOM JAJIMHE BOJTHBL A, .
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Abstract

Terra MODIS Snow product were used for seasonal snow cover study in Georgia. Spatial and
temporal distribution data of snow covered areas in 2012 January-December period were obtained
for 12 regions of Georgia. Preliminary results of snow cover dynamics were obtained. Investigation
of seasonal snow cover dynamics for 2000-2014 time periods is underway.

Seasonal snow cover is an important component of climate system significant part — cryosphere.
It effects on climate, relief, hydrographic and soil formation processes, plant and animal living
ecosystem. The practical significance of snow cover is determined by the hydrographic network
formation, development of mountain tourism, transport functioning in winter period.

Snow cover influence on climate is determined by interaction with atmosphere. Duration of
seasonal snow cover duration is conditioned by winter temperatures, which in its turn, during the
last decades, experiences changes with the tendency of warming and is expressed by the significant
decrease of seasonal snow cover in north hemisphere. Together with natural factors, this process is
emphasized also by anthropogenic factors. Snow cover area change impacts on climate, ecosystems
and population welfare both in global and regional scale.

Besides responding on climate change and being climate change indicator, snow cover also have
an great influence on climate. Snow is distinguished by high reflectivity; Fresh snow has the highest
albedo. Large amount of sun light reaching the earth surface is reflected back to the atmosphere.
Presence-absence of snow cover impacts on cooling-warming of earth surface, on energy balance of
the Earth.

Current climate change can dramatically alter the areas of steady snow cover on the earth
surface and effects to its duration. Unlike to other substances snow cover exists near to the melting
point (0°C) and can be changed from solid condition to liquid with a little change of air
temperature. Prolonged warming trend can cause significant change of landscape, if snow mass will
decrease during the distinct period of time.

This problem is very important for mountainous countries, particularly for Georgia with its
strategical location in Caucasus region. Methodic monitoring of snow cover is very significant from
economical and geo-ecological points of view. The rational management of hydro-energetic
resources, safe transportation in winter period, development of mountain touristic centers and eco-
tourism, their future perspectives, water-supply for population, natural hazards (flooding landslides,
avalanches, mudflows) is impossible without snow cover current condition assessment and change
trend determination.

Generally, different snow parameters are obtained during the snow cover observation at
meteorological stations. Unfortunately nowadays in Georgia only 16 meteorological stations are
operational and snow observations are conducted only in few of them. These data does not cover
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the whole picture of snow dynamics for complex orography of Georgia. For solving this problem,
we decide to use satellite remote sensing data.

Satellite remote sensing provides the opportunity to evaluate snow cover parameters. Remote
sensing and GIS technologies give possibility to analyze and visualize snow cover changes. Since
the mid 1960 different remote sensing instruments were used for snow cover mapping. Moderate
Resolution Imaging Spectroradiometer (MODIS) installed on Terra and Aqua satellites is widely
used for snow cover monitoring. These satellites began to orbit in February 2000 and July 2002
respectively. MODIS uses 36 spectral bands to estimate 44 globally available data products with
spatial resolution of 250, 500 and 1000 km. Among other datasets MODIS provides also snow
cover data at 500 m spatial and daily temporal resolution.

This study presents preliminary results of MODIS snow data application for snow cover
analysis in Georgia for January-December of 2012. The 8 day composite MODIS snow products
from Terra (MOD10A2) were used (Hall at all, 2006). The snow products were generated by the
NASA Godard Space Flight Center and made available by the National Snow and Ice Data Center
(NSIDC), Colorado, USA. The 8 day cover in MODIS snow product is mapped as maximum snow
extent and as a chronology of snow observations in two scientific data sets _ Maximum Snow
Extent and Eight Day Snow Cover.

As an example, Fig 1 presents Terra MODIS 8 day composite snow product visualization for
2012, 1-8 January. For this image Maximum Snow Extent data set was used. After determination of
region of interest (500 m A.S.L.) for each of 12 regions of Georgia (Apkazeti, Samegrelo-Upper
Svaneti, Racha-Lechkhumi-Lower Svaneti, Imereti, Guria, Samtskhe-Javakheti, Inner Kartli, Lower
Kartli, Mtskheta-Mtianeti, Kakheti and Thilisi), areas of snow covered, cloud covered and snow
free areals may be easily delivered. The Aster DEM digital Elevation model was used to study
distribution of snow cover over the 500 m elevation.

[ ] Snow M Cloud M Snow free Ml Lake I Ocean I Nedata

Fig. 1. Terra MODIS 8 day composite snow product visualization for 2012, 1-8 January
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Fig. 2 shows seasonal snow cover dynamics of Aphkhazeti region of Georgia for 2012, Jan-Dec,
derived from 8 day composite MODIS snow products. Axis of ordinates shows amount of snow or
cloud covered pixels. The nominal area of pixel for 500 m spatial resolution MODIS Images is
0.2146587 km? (Riggs at all, 2006).
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Fig. 2. Seasonal snow cover dynamics of Aphkhazeti region of Georgia, 2012, Jan-Dec
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On the next picture the image Seasonal snow cover for January of 2012 year is given. This
image is the result of compilation of four 8 day datasets for the same period (1, 9, 17 and 25
January)

It should be noted that MODIS 8 day composite snow products must be handled carefully and
comparison with meteorological station data is necessary. Fig. 4 shows that in the image of snow
cover for August there are some “contaminated” pixels, corresponding to the snow covered areas in
Kolkheti region in the August. Second dataset of MOD10A2 files, Eight Day Snow Cover gives
possibility to make some corrections. Snow cover duration in Summer is more than one day and
therefore, pixels marked as “snowy” with duration of one day may be mark as “cloudy” pixels.
Application of this “one day snow” pixel filter to snow cover data gives much better result
represented on the next figure.

Additional correction can be performed with application of ground measurement data, snow
observations and especially air temperature distribution. This kind of correction gives possibility to
filter contaminated pixels and get more correct results.
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Fig. 3. Seasonal snow cover for January, 2012

[ 2now M Cloud M Soow free
Bl Loz I Ocean [ Nodata

Fig. 4. Snow Cover images for August, 2012 before and after correction.

This study is a result of cooperation between Vakhushti Bagrationi Institute of Geography and
Space Research Center of M. Nodia Institute of geophysics. The topic of research is a part of
dissertation thesis of PhD student Nino Lomidze from Vakhushti Bagrationi Institute of geography.
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IIpumenenne nucTaHUMOHHOTO 30HAMpoBanua u I'C nast
HCCJICI0BAHUM CHEKHOT0 Mokposa I'py3uu

Jlomuaze H., Jxanmxanus T., Kopunze K., Taypu I',. 3unnumuanu /1.
Pesrome
JlanHble AucTaHIMOHHOTO 30HaUpoBaHus Terra MODIS cencopa ObuM MHCIIONB30BaHbI /IS
UCCIIEIOBAaHUS CHEXHOro 1mokpoBa [I'py3um. IlomyueHsl pgaHHBIE MPOCTPAHCTBEHHOIO U
BPEMMEHHOTO paclpeeeHns CHeXHOIo MokpoBa B mepuoj AuBapb-Jlexadbps 2012 ronxa mis 12

pernoHoB ['py3un. IlomydeHbl npeaBapUTENbHBIE PE3YJIbTAaThl JUHAMUKHA CHEXHOIO IIOKPOBA.
IIpoBoasTCs MccnenoBanns JMHAMUKYU CHEXXKHOTO rokposa it 2000-2014 nepuona.
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