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Abstract

In the paper the prognostic hydrophysical fields in warm period for 2010-2013, calculated on the basis
of the regional forecasting system of the Black Sea state for the easternmost part of the Black Sea, are
analyzed. The analysis of these results shows that the regional circulating processes in the warm and cold
periods are in the certain degree different. In the warm period the main element of the regional circulation
is frequently the Batumi anticyclonic eddy which predetermines a specific hydrological mode in this part of
the Black Sea, but except this eddy here strongly non-stationary processes of generation, evolution, and
dissipation of cyclonic and anticyclonic vortexes of different sizes permanently develop.

1. Introduction

In [1-5] the regional forecasting system of the dynamical state for the Black Sea easternmost
part was described, which is developed at M. Nodia Institute of Geophysics of Iv. Javakhishvili
Thilisi State University. The regional forecasting system provides 3 days’ forecast of sea current,
temperature and salinity with 1 km spacing for this water area (the regional area of forecasting is
separated from the open part by the western liquid boundary coinciding approximately with the
meridian 39.08° E). As a result of functioning of the forecasting system the database with
significant volume of prognostic hydrophysical fields is created, which by high spatial - temporary
detailing reflects development of dynamic processes in the Georgian sector of the Black Sea and its
adjacent water area for 2010-2013. In [6-8] the some features of regional circulating processes are
investigated on the basis of the analysis of this database. The analysis of calculated prognostic fields
for 2010-2013 allows to reveal the basic features of variability of dynamic processes in the
easternmost water area of the Black Sea. General regularity is that during the entire year in the
considered sea water area the non-stationary processes develop, where there is a continuous
generation, evolution and disappearance of cyclonic and anticyclonic eddies of different sizes, but
the circulating structure in the sea upper layer is different in warm (April - October) and cold
(November - March) seasons of the year.

The main goal of the paper is to investigate in more detail dynamical processes developed in
the easternmost part of the Black Sea during the warm period for 2010-2013 on the basis of the
analysis of forecasted hydrophysical fields. Thus, this paper may be consider as continuation of the
researches started in [6-8].

2. Results and Discussion

The regional model of Black Sea dynamics, which is the core of the regional forecasting
system [1-5], uses a grid having 215 x 347 points on horizons with 1 km spacing. On the vertical
the non-uniform grid with 30 calculated levels on depths: 2, 4, 6, 8, 12, 16, 26, 36, 56, 86, 136, 206,
306,..., 2006 m are considered. The time step is equal to 0.5 h.

The analysis of results of calculated forecasted fields for 2010-2013 shows, that in the early
spring begins to be formed the specific structure of the surface regional circulation, which



considerably differs from circulation of the cold period. The main component of the regional
circulation in the warm season is frequently the Batumi anticyclonic eddy which usually arises in
March or April and in the most cases persists during the all warm season. It disappears in process
of approach of a cold season in October, but sometimes in the second half of November. The
Batumi eddy is one of the quasi-stable anticyclonic eddies generated on the coastal side of the Rim
current and is characterized by more stability and intensity among the coastal eddies in the Black
Sea [9, 10]. There are also other cyclonic and anticyclonic eddies of different sizes generated and
evaluated in the easternmost part of the Black Sea.
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Fig.1. The evolution of the surface regional circulation in the easternmost part of the Black Sea
in

2013: (a) — May 27, (b) — June 23, (c) — July 15, (d) — August 25, (e) — September 21,

(f) — October 16.

Figs. 1-4 evidently illustrate the evolution of the regional surface circulation in the warm
season for 2010-2013 in the easternmost part of the Black Sea. In 2013 the Batumi eddy began to be
formed practically in March in the south part of the considered easternmost water area and in April
was a little bit increased in the sizes up to a diameter 60-80 km. It should be noted that the
generation of the anticyclonic eddy in this area was also observed in the winter season, but it has
not received the further development and has disappeared. Fig.1 illustrates further evolution of the
regional circulation in May, and summer and autumn months. Except for the Batumi eddy, in May




in water area near the city of Sukhumi there is observed formation of the small anticyclonic eddy
(Fig.1a). Formation of such eddy near Sukhumi is also noted in [9]. Besides, there are also very
small nearshore unstable eddies near Gagra and in the south water area from Sukhumi. We have to
note that along the
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2012: (a) - April 22, (b) — June 12, (c) — July 26, (d) — August 27, () — September 19, (f)-
September

20, (g)- October 6, (h) — October 25, (i) — November 21.
Caucasus shoreline the formation of the narrow zone is very often observed, where generation of
small unstable eddied are taking place. About such phenomenon was noted in [3, 6-8]. The Batumi
eddy in June 2013 was less intensive then in May 2013, but in June the formation of other cyclonic
and anticyclonic eddies was observed (Fig. 1b). These eddies were with diameter about 25-40 km
and were exposed to fast changes.

The structure of 2013 summer circulation appreciably differed from circulation structure of
the previous years by that the Batumi anticyclonic eddy in July circulation was practically absent
(Fig. lc). Since August the Batumi eddy arose again (Fig.1d) and became more intensive in
September and October (Fig. le and 1f). In circulating pictures the formation of small coastal
vortical formations along the Caucasian coast is well visible as well. For example, there are well
visible the cyclonic eddies near the city of Poti (Fig.le), between Sukhumi and Poti (Fig.1f), near
Khopa (Fig.1f). These small coastal eddies have time of few days’ existence and quickly
disintegrate. It should be noted that the formation of analogical small eddies with a diameter of 2-8
km were observed in the Gelendzhik region in the autumns seasons of 2007-2008 using methods of
hydrophysical investigations [11]. The Black Sea circulation in the easternmost water area in the
warm season for 2013 differed with that the disintegration of the Batumi eddy in this year began in
the late autumn. The weakening of intensity of the Batumi eddy and transformation of circulation to
a new mode characteristic for the cold period was not observed up to the end of November.
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In 2012 the common features of the regional circulation during the warm season (Fig. 2)
were similar to 2013 warm season regional circulation (Fig.1), but differed by some specific



features. The generation of the Batumi eddy was observed by the end of March in the southwestern
part of the considered area. In April this anticyclonic eddy grew in the sizes and was present
throughout the month. From Fig.2a is well visible very interesting circulating structure formed on
00:00 GMT, 22 April 2012: there is formed specific vortex structure, which has a form of the dipole
consisting from cyclonic and anticyclonic eddies. These eddies plays a role of obstacle, between of
which the current is passing through narrow strip. Therefore, here a zone of the current
intensification with speed about 30 cm/s is observed. Analogical phenomenon is observed in the
second narrow zone between one of the components of the dipole — cyclonic eddy and relatively
small anticyclonic eddy formed near Sukhumi, were the high speeds of the current are observed too.
In the middle of May, the anticyclonic eddy amplified and by the end of the month weakened. At
the beginning of summer 2012, the Batumi anticyclonic eddy was stretched along the meridian and
as a result, in mid-June two anticyclonic eddies were formed (Fig.2b). At the beginning of July, the
Batumi eddy was observed in the northwestern part of the considered easternmost water area and by
the end of July this vortex extended
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in a southern direction (Fig.2c). In August the Batumi eddy was observed in the central area with
diameter about 100 km (Fig.2d). The arrangement and intensity of the Batumi eddy was practically

kept during September except for some cases.
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In Figs. 2e and 2f are shown circulation patterns in two next days - on 19 and 20 September
2012, when the surface circulating structures were significantly different in these days. On 19




September the Batumi eddy practically did not exist, but the next day it was well advanced. It is
possible to explain these phenomenon by sharp change of meteorological conditions above the
Black Sea during this short time interval. Strong winds developed on 19 September 2012 (Fig.2e)
provided disappearance of the Batumi eddy and strengthening of the sea current speed up to 60
cm/s. After the atmospheric wind became less intensive the eddy was restored for the short period
of time (Fig.2f). In October the Batumi eddy became more intensive and has covered almost all
easternmost areas (Fig.2g and 2h) except for a narrow zone of small vortex formations along the
Caucasus sealine. This zone plays a role of the interfering factor for the right peripheral current of
the Batumi eddy to reach the Georgian coast. The Batumi eddy existed in November 2012 too, but
in the sizes it decreased and its centre moved to north — west (Fig. 2i). From Fig.2i is well visible
that except for this eddy, in the considered part of the sea basin other cyclonic and anticyclonic
eddies of the rather smaller sizes are also formed. By the end of November 2012 the gradual
disintegration of this eddy was observed and circulation was transformed to circulation of the cold
period.
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Fig.3 Illustrates the evolution of the regional circulation in the easternmost part of the Black
Sea during June-October 2011. The summer circulation structure in 2011 was characterized
relatively by more expressed anticyclonic eddy. This eddy began disintegration at the beginning of
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October and as a result in this month the regional circulation was already transformed into the
current with small vortexes and the circulating mode already had structure characteristic for a cold
season (Fig.3e).

Unlike summer circulation for 2011-2013 summer circulation in 2010 was characterized by
sharply distinguished features [7]. The main feature was that the Batumi eddy was the steadiest and
most intensive vortical formation during all summer period (Fig.4). It achieved maximal intensity in
August and covered the significant part of the considered regional area. In the October the
disintegration of the Batumi eddy was observed. The warm season of 2010 was especial not only
from the point of view of the regional circulating characteristics of the easternmost part of the Black
Sea, but also abnormal meteorological conditions. The summer 2010 was very hot last decades not
only in Georgia, also on the territory of Europe. In [7 ] the opinion was stated that the anomalous
temperature regime obviously influenced the mode of evaporation and precipitation, and,
eventually, the thermohaline conditions were favorable for the formation of an intense anticyclonic
vortex. The opinion on a paramount role of atmospheric thermohaline forcing on formation and
evolutions of the Batumi anticyclonic eddy becomes more argued by numerical researches carried
out in [12], which have shown significant sensitivity of the Batumi eddy generation to variable
thermohaline conditions.

Strong winds over the Black Sea can disappear the Batumi eddy only in the sea uppermost
layer, but in lower layers it is kept practically without change. This fact illustrates Fig.5, where
circulation patters corresponding to 00:00 GMT, 19 October 2013 are shown on the sea surface and
on the horizon z = 20 m. During 19 October the strong winds operated over the Eastern Black Sea.
From Fig.5 is well visible that strong winds provided the disappearance of the Batumi eddy on z =0
m and amplification of the surface current speed up to 60 cm/s, but on z =20 m the Batumi eddy
was kept practically without change. The maximal current speeds have decreased within upper 20 m
layer from 60 cm/s up to 35 cm/s. Our previous investigations showed that when the Batumi eddy is
very intensive formation it covers deep layers approximately up to 300 m, below which there is a
disintegration of this eddy into smaller vortical formations [6-7].

With the purpose of illustrating annual evolution of the salinity field in Fig. 6 the evolution
of the salinity field from May to October 2013 on z =20 m is shown. The time moments, when the
calculated salinity fields are shown in this Figure, are the same as in Fig.1. Comparison of Figs.1
and 6 shows good correlation between salinity and flow fields. There is obvious that generally, to
the central area of cyclonic eddies corresponds waters with high salinity and to the central areas of
anticyclonic eddies — the waters with low salinity. This fact is well known [13] and it is easy to
explain by features of circulation processes. In particular, the upward flows in the center of the
cyclonic eddy promote more salty waters being carried from deep layers in the upper layers and the
downward flows in the central part of the anticyclones eddy transfer less salty waters from the
upper layers downwards.

The temperature field is exposed to significant quantitative and qualitative changes during
the warm season. This fact is illustrated by Fig.7, when the temperature fields are shown on z = 0
and z = 50 m. the character of change of the surface temperature is basically determined by heat
exchange between the sea and atmosphere. on the horizon z = 50 m formation of the cold
intermediate layer is evidently observed, which is well expressed in summer season end covers
significant part of the considered area.

3. Conclusion

Researches carried out on the basis of the analyses of the database of hydrophysical fields
created as a result of functioning of the Black Sea regional forecasting system led to increase our
present level of knowledge about variability of the Black Sea circulation in its easternmost water
area. Our investigations based on the database 2010-2013 showed that the regional circulation
structure for the warm period from March to October is characterized by features distinctive from
the cold period. The main element of the regional circulation for this period is frequently, the
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Batumi anticyclonic eddy, the intensity and extent of which varieties during this period. The
weakening and disappearance of this eddy occurred in September or October in 2010 and 2011, but
in 2012 and 2013 it continued existing even in November. Apparently among the external factors
the atmospheric thermohaline forcing has a prime role in formation and evolution of the Batumi
eddy, but the strong winds developed over the Black Sea easternmost area, which render smoothing
action on sea circulation, can reduce intensity of the Batumi eddy or temporarily disappear it. The
Batumi eddy is observed up to depths approximately 300-400 kms, and in more deep layers the
gradual transformation of the circulation structure and formation of more small eddies takes place.
Most intensive and steady the Batumi eddy was in summer 2010, when was abnormal hot for last
decades. In that case when the Batumi eddy is intensive and occupies a significant part of the
easternmost water area, it forms the certain mode of salinity: salinity of waters considerably
decreases in the central part of the vortex and the peripheral current of the Batumi eddy promotes
penetration of more salty waters from the open part of the Black Sea in the easternmost part.

Our investigations show also that the anticyclonic formations similar to the Batumi eddy can
also occur in winter season in the easternmost part of the Black Sea, but they are less steady and can
not exist for the long period as in warm period.

Except for the Batumi eddy, there is continuously generation, deformation and
disappearance of the cyclonic and anticyclonic vortex formations of difference sizes in the
easternmost water area. Among such eddies are the small nearshore eddies which are frequently
formed in the narrow zone along the Georgian shoreline.

Acknowledgement: The significant part of the results presented in the paper is received
within the framework of Shota Rustaveli National Science Foundation (project number: AR/373/9-
120/12).
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Abstract

The distribution of anthropogenic passive and radioactive pollutions emitted in the atmosphere
in the industrial centers of the Caucasus are investigated by means of a regional model of
development of atmospheric processes in the Caucasian Region and the equation of substance
displacements. The distribution of pollution is simulated in cases for the four basis synoptic
situations, when the south, east, west and south-east background large scale winds blow.

It is shown, that the relief of the Caucasus significantly influences the trajectory of the pollution
displacements. The north-west oriented Main Caucasian Range resists air motion to the north,
constrains the pollution substance in the boundary layer to flow around the Main Caucasian Range
from the west or east sides. The Likhi Range resists the distribution of the pollution emitted in
atmosphere in the vicinity of t. Poti and causes its displacement to the south. It is obtained that 48
hours are mainly necessary for the pollution cloud to overflow the South Caucasus and distribute
over the territory of the North Caucasus.

The radioactive pollute can fall out mainly in the central, southeast and northwest parts of the
South Caucasus. The zone of the radioactive deposition is extended along the background wind and
deformed by the influence of the relief. The maximal length of the zone of a significant deposition of
radioactive substance equals approximately 750 km in case of the background south-east wind and
350 km in other cases. The maximum width of this zone approximately equals 150 km.

1. Introduction

The South Caucasus is the region that has a high hazard-index of the environmental pollution.
There, on a small territory of the Earth the some industrial centers, gas and oil-producing regions are
located. The oil and gas are transfer by railway and pipelines between the main Caucasus and Minor
Caucasus Ranges. The railways also used to transfer many other hazardous substances from Europe
to the Middle Asia via Georgian seaports Batumi and Poti, and Azerbaijan seaport Baku.

The Armenian Nuclear Power Plant (ANPP) is one of such hazardous objects, also. It lies in
Metsamor 20 km from the capital of Armenia Yerevan on a one of the Earth's most earthquake-prone
terrain. The accidents of the Chernobyl, Fukushima and other power plants show that the nuclear
reactors carry the great potential hazards for population and environment especially when plants are
located in the seismic hazardous regions [1, 3]. ANPP, as a very dangerous object, was closed after
earthquake in Armenia in 1988 but was reopened in 1995. ANPP has one of just a few remaining
Soviet nuclear power reactors that were built without the primary containment structures.
Consequently, the hazard of the radioactive pollution of the environment in the Caucasus becomes
highly probable event. The neighbouring countries, Turkey and Azerbaijan, protest the operation
renewal of ANPP, and Azerbaijan has called on the UN Security Council to suspend the operation of
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the nuclear power plant in Metsamor [4-6].

The pollution substances emitted in the atmosphere of the Caucasus can be distributed over the
large territory of the region and cause the significant negative influence of health of population and
ecological state of an environment. Therefore, an investigation of the distribution of pollution
emitted in the atmosphere of Caucasus in result of an accident has significant practical importance.
Some questions of this problem were considered in [7].

In the present article we continue an approach made in [7]. Using the regional model of

evolution of the atmospheric processes in Caucasus region [8] and equation of distribution of
substance in the atmosphere we will simulate and investigate the dispersion of the passive and non-
passive pollution substances in the atmosphere of the Caucasus Region.

2. Formulation of the Problem
The equation of the substance transport in the atmosphere is

Zf+u2§+vgg+(v~v V\iied)?g=pm+£v§ +aC, (1)
where t is time; X, y , and z are the axes of the Cartesian coordinate directed to the east, north
and vertically upwards, respectively; (= (z-0)/h is the dimensionless vertical coordinate; dis
height of the relief; H (t, x y) is the height of the tropopause; h=H-8; u, v and W are the wind
velocity components along the axes X, y, and { , respectively; C is the concentration of substance;
the index o =In2/T,,, is the decay constant; T, is a decay period; W, is an aerosol deposition
velocity. pu and vare the horizontal and vertical turbulent diffusion coefficients, respectively. u, v,

W, pand Vvare known functions of temporary and spatial coordinates; W, determined by Stockes

formula, T, is known parameter.
The initial and boundary conditions for (1) are following:
C=C,if0<t<T andx,yand € Q;
0C/ox=0 if x=0, X; 0C/0y=0 if y=0,Y; (2)
vaC/d =Alv,|C if ¢=0; aC/ag=0if {=1.
Where Qis the rectangular area where the emission of the pollutant substance takes place;

|
\ (u?(t,x,y,0)+v2(t,X,y, 0))5 is the wind velocity on the upper boundary of the surface layer
€ =0, Xand Y are the lateral boundaries of the area of solution along the axes x and y, respectively.

The coefficient p = 5%10° m%/s; A= 0.001.

Equation (1) is numerically integrated using the implicit monotonic scheme [6]. The finite-
difference-grid with horizontal and vertical steps equal to 10 km and 1/17, respectively, is used. The
time step is 1 min. For the every time step the wind velocity components were calculated by the
Regional Model of the atmospheric processes [8].

The equation (4) shows that any functions that equal to C (t,x,y,{) X const obey also the
equation (4). Therefore we will consider C (t,X,y,{) as unit value and then in order to obtain the
real magnitude of concentration we must multiply the calculated field of C on a const

The equations (1) is solved in the coordinate systems (t, x, y,{)and (t, X, y, 2),
respectively.The initial and boundary conditions, the values of background fields, and methods of
parameterization of the separate meteorological processes are selected in accordance with specific
objectives of modeling.
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3. Analyses of results

Since we limit ourselves by the Caucasus Region, the calculations were performed for the winds
that are most characteristic for this territory. For this purpose we consider the cases of the passive
substance emission in the vicinity of t. Poti, Batumi and Baku, and emission of the radioactive
nuclide "*'T in the vicinity of t. Metsamor (Fig.1). The calculations are performed for a period up of
48 h. The pollutant substances during first 6 h are emit in the atmosphere into rectangular prism
area Q (10 km* 10 km*0.8km), in the vicinity the sources. The initial concentration q,= 100
arbitrary unit (a.u.). Such situation can take place in cases of accident on the oil tankers or the oil
storages and in other processes of transfer of the air pollutants.

a0
801
701
60
50

40
30

Fig. 1. The Caucasus Region relief and topography (heights in km) and the location of the
ANPP (the red circle).

The temporary change of the spatial distributions of the pollutant substance emitted in the
atmosphere in the vicinity of seaport t. Poti is shown in Fig. 2. This figure shows that the main part
of the pollution cloud in the surface level z < is moved to the north-west direction and at t =24 h
is distributed over the north-east part of the Black Sea and west part of the Main Caucasus. The
small part of the pollution substances is carried out to the east over the Colchis Lowland and
passing over the Rikoti Pass is spread on the East Georgia over Kartli Plain. The maximal value of
the concentration for 24 h interval of time in the boundary layer is decreased from its initial value
100 a.u. to 70 a.u. (z=1 km).

For t = 48 h and 144 h the concentration of the pollution over the Georgian territory is
significantly decreased (about 10* times when t = 144h). On the surface level the maximal value of
the concentration is in interval 0.16-0.18 a.u. and it is obtained in the north of the modeling area
over the north- east part of the Caspian Sea. In other areas the concentration is less 0.01 a.u. The
concentration decreases with a height and on the level z = 3 km, the concentration 0.01 a. u. is
obtained only in a small area over the north-east part of the Main Caucasus Range.

When the background northern wind blows (Fig. 3.) the spatial distribution of the pollution

substance is significantly different than it is obtained in case of the western wind. The orography of
the Main Caucasus and Likhi Ranges resists the pollution cloud movement to the north and east,
and constrains the pollution distribution from north to south. During all 48 h the pollution clouds
are located over the west part of Georgia, northern Turkey and Armenia.
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Fig. 2. The spatial distribution of the concentration C(a.u.) of the passive pollution substance
emitted in the vicinity of t. Poti in t = 0, 6, 24 and 48 h on the levels z =9 (x,y) and 2 km in

case of the background western wind.

If the emission takes place in the vicinity of t. Batumi the pollution cloud during first five-six
hours moves to the north along the east shore of the Black Sea and after the process of the pollution
the diffusion continues as it was described in case of emission in the vicinity of t. Poti. In Fig. 4 and
5 the spatial distributions of passive pollution substance emitted in the vicinity of t. Baku in cases of
the eastern and south-eastern winds are shown. By these figures we can conclude that the pollution
emitted in atmosphere in the vicinity of t. Baku distributes in the South Caucasus atmosphere when
the eastern wind blows. The pollution cloud during first 6 h is located in the vicinity of the
Absheron Peninsula into area heaving 300 km length and 150 km width. Then the pollution cloud
moves along the northern incline of the Minor Caucasus Range over the Mugami and Shirvani
Lowlands, and occupies almost all territory of the Armenia and Azerbaijan. When t = 48 h, the
pollution is distributed over of the South Caucasus from the Caspian Sea to the Black Sea.

The pollution cloud when the south-east background wind takes place, the displacement is over
the territory of the North Caucasus (Fig. 5). At t = 24 h the pollution cloud is distributed over the
Dagestan and Chechen Autonomy Republics, and reaches the south-west part of the Stavropol Krai.
Then the pollution moves to the north-west and at t = 48 it is distributed over the territory of the
Stavropol Krai. The zone of a maximal concentration is in the centre of the pollution cloud and its
magnitude varies in interval 0.1a.u.— 10 a.u.
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Fig. 3. The spatial distribution of the concentration C(a.u.) of the passive pollution substance
emitted in the vicinity of t. Poti in t = 0, 24 and 48 h on the atmosphere surface level z
=3 (x,y) in case of the background northern wind.
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Fig. 4. The spatial distribution of the concentration C(a.u.) of the passive pollution substance
emitted in the vicinity of t. Baki t =0, 6, 24 and 48 h on the atmosphere surface level z =0 (X, y)

and z = 0 in case of the background eastern wind.
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Fig. 5. The spatial distribution of the concentration C(a.u.) of the passive pollution substance
emitted in the vicinity of t. Baku in t = 0, 24 and 48 h on the atmosphere surface level z
=3 (X,y) and 2 km in case of the background north wind.

The possible pollutions of the Caucasus Region in case of hypothetical emission I'*' from
the Armenian Power Plant were also simulated. Were considered emissions of the iodine particles
with a radius equal 10 zm. A corresponding fall-out velocity of the particles calculated by Stokes

formula is equal to W, = lcm/s [9], the decay period T,,, =8.02 day.
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Fig. 6. The spatial distribution of the concentration in the atmosphere surface layer (upper row)
and surface density of the sediment on the earth (lower row) of the radioactive pollution I'*!
(a.u./m?) at t=0, 24 and 48 in case of the background southern wind.
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Fig. 7. The spatial distribution of the concentration in the atmosphere surface layer (upper row)
and surface density of the sediment on the earth (lower row) of the radioactive pollution I'*!
(a.u./m?%) at t =0, 24 and 48 in case of the background south-east wind.

Figs. 6 and 7 show the distribution of the concentration of I'*! and the wind fields obtained in
case of the background south wind on the surface level z = = &(x,y) and surface density of the

sediment radioactive pollution at the moment of the time t = 6, 24 and 48 h, respectively. In Fig. 6
we can note that during 6 h the radioactive emission forms the radioactive cloud over ANPP that by
wind and atmosphere turbulence is stretched to the north along the direction of the background
wind. The radioactive cloud is located into ellipsoid columns area with maximum horizontal sizes
100 km and 170 km along x and y coordinates, respectively. By calculation it is also obtained that
the vertical width of the radioactive cloud approximately equals 9 km. The magnitude of the
concentration is equal to 100 a. u. into the emission plume in the 4 km layer and exponentially
decreases on the periphery of this area.

After six hours the radioactive cloud increases step-by-step in size because of the movement
along the wind and atmospheric turbulence. Simultaneously the concentration of the pollutant
substance decreases in result of the processes of dispersion, deposition, and radioactive-decay. The
radioactive cloud in the surface layer at t = 24 h is obtained over the central part of the South
Caucasus mainly up of the territory of the north part of the Armenia and the east part of Georgia.
Over this surface layer the size of the polluted atmosphere volume gradually increases up to 6 km.
The zone of the higher concentration is displaced from the South Caucasus to the North Caucasus
(from the East Georgia to the Stavropol Kray). The magnitude of maximal concentration during the
24 hours is decreased down to 0.48 a. u.

During two days (Fig. 6) the radioactive cloud mainly moves over territory of the North
Caucasus and localizes over the Stavropol Kray. In the South Caucasus the radioactive cloud is
obtained over a small territory of the central part of Georgia. The concentration there is small and is
varying between 0.00la.u. - 0.006 a.u. The maximal value of concentration in the plume of
pollution caused by the processes of dispersion, deposition, and radioactive-decay is decreased
about 2000 times from 100 a. u. to 0.05a.u. The spatial distribution of the radioactive deposition on
the earth surface is shown in Fig. 6, also. As it is shown here, the main part of the radioactive dust
falls on the territory of Armenia and Georgia into the stripe of 100 km in width and about 400 km in
length. The radioactive ingredient up to 12 h falls out only on the territory of the South Caucasus.
After this time the process of fallout begins also on the territory of the North Caucasus. After 20 h
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from the beginning of emission the radioactive fallout happens mainly on the territory of the North
Caucasus and at t = 48 h the surface density of *' I on the territory of the north slope of the Main
Caucasus Range reaches 10 a.u. on 1 m?. The radioactive deposition on the territory of the South
Caucasus ends after 30 h.

The results of the numerical modeling of the radioactive diffusion when the background south-
east wind blows, are show in Fig.7. The calculation shows that the radioactive pollution moves to the
north firstly on the territory of Armenia and then over the central and north-west parts of the
Caucasus Region. At t = 24 h the main part of atmosphere over Georgia is polluted by radioactive
ingredient. Further, the radioactive cloud falls over the Main Caucasus Range, splits in two parts and
at t = 48 h we obtain two zones of the radioactive pollution. One of these zones is located over the
Black Sea and another over the north slope of the Main Caucasus Range. The radioactive deposition
obtained at t =0, 24 h and 48 h are also shown in Fig. 7. We see that in 48 h the radioactive fallout
mainly happens on the territory of the north part of Armenia, the south, central, and north-west parts
of Georgia. The small amounts of the radioactivity are also deposited on the territories of Turkey and
Russian. The maximal magnitude of he surface density at t = 48 h is equal to 360 a.u./m’ and is
obtained in the vicinity of the source of emission.

4. Discussion

In the article the possible pollution of the atmosphere of the South Caucasus is numerically
simulated. It considers the four main cases when the pollution is distributed from four, most
hazardous in sense of accident, industrial territories. As the regional air circulation significantly
depends of the large scale background wind we have limited our simulation by cases of regional
transport of pollution into the South Caucasus. We consider the cases when the background wind in
the surface layer of the atmosphere is v < 5 m/s.

The numerical modeling shows that the regional orography significantly deforms the trajectory
of the pollution cloud. In case of the background western wind the pollution emitted in the
atmosphere in the vicinity of t. Poti can by distributed in the surface layer of atmosphere both to east
and to north-west. The pollution emitted in the atmosphere in the vicinity of t. Baku can cause a
pollution of the South Caucasus atmosphere only in one case — when it blows the background
eastern wind. When the background south- east wind blows the pollution distributes in the North
Caucasus and it does not cause a pollution of the South Caucasus Atmosphere.

The simulation shows the radioactive emission from ANPP pollutes the atmosphere of the South
Caucasus in two cases when the east and south-east winds take place. The radioactive pollution falls
out mainly on the central, southeast, and northwest parts of the South Caucasus. The zone of
radioactive deposition is extended along the background wind and deformed by influence of the
relief. In case of the background southeast wind the maximal length of the zone of significant
deposition of radioactive substance approximately equals 750 km, and 350 km in other cases. The
maximal width of this zone equals approximately 150 km. The concentration of deposited
radioactive element in the zone of radioactive fall-out decreases from 360 a.u./m*> down to 1 a.u./m’.

For the reason of the absence of the observation data it isn’t possible to estimate a quantitative
reality of the obtained results. But, having compared the trajectory and shape of the radioactive
cloud (Fig. 8.) obtained in this article and in other works [10, 11], it may be concluded that the
obtained results properly describe the main features of the radioactive dispersion process in the
Caucasus. Therefore, the model and results obtained here can be considered as first approximation
for the further investigation and practical use. In addition, in our opinion, the spatial grid step 10 km
is rather large for adequate description of studied process over complex terrain of Caucasus. We
intended simulating the diffusion processes of radioactive pollution with the horizontal step
approximately equal to 1-5 km in the atmosphere of the Caucasus.
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Fig. 8. Atmospheric dispersion of radionuclides from the Fukushima-Daichii Nuclear
Power Plant [10].
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YmucsieHHOE MCCIeJ0BAHHE BO3MOKHOIO 3arpsi3HEHU BO3/1yXa B
CJAy4YasiX TUNOTETHYECKUX KPYIIHBIX AaBapPUil B HHAYCTPHAJIbHBIX

HEHTpax KaBka3za
A. A. Kopazanze, A. A. Cypmasa B. I'. Kyxanamsunu

Pesrome

C moMompl0 pEernoHaJIbHON MOJENH pPa3BUTHS aTMoc(epHbIX mporeccoB B KaBkasckom
peruoHe, ypaBHEHU MepeHoca MacCUBHOW M paJMOaKTUBHOW MPUMECE HCCIEIOBAHO BO3MOXHOE
3arps3HEeHUe aTMocdepHoro Bo3ayxa KaBkasza B Cilydasix THIIOTETHUECKHX aBAPUIHBIX BBIOPOCOB
3arps3HAOLIMX BEUIECTB B MHAYCTpUanbHbIX LeHTpax Kaskaza.. Pacmpoctpanenue 3arpsizHeHus
WCCIIEJOBAHO JJISi YETHIPEX OCHOBHBIX CHHONTHYECKUX CUTyallMd, KOTJa HMMEIOTCS 3araJiHbIid,
CEBEPHBIN, BOCTOYHBIN U 10KHBIN ()OHOBBIE BETPHI.

[Tokazano, uro penbed KaBkaza B mpuzeMHOM cioe aTMOC(epbl CYIIECTBEHHO BIIMSET Ha
TPACKTOPHIO paclpocTpaHeHuss mpuMeceid. OpHEHTOPOBaHHBIM Ha CeBepo-3amaa  bombimon
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KaBKa3CKHH XpeOeT, MpensTCTBYS MEpEeMEIIEHHIO BO3/lyXa Ha CEeBEp, 3aCTaBIsIeT OCHOBHYIO YacTb
3arps3HEHUs] 00TEKaTh MPEMSATCTBHE C CEBEPO-B3AIAJHON WM C CEBEPO-BOCTOYHOM, CTOPOHBI, U
Jlaniee pacrlpoCTpaHUThes Haja Teputopuerd CeBepHOTO KaBkaza. JIuxckuid XxpebeT mpensTcTBYs
paclpoCTpaHEHUIO 3arpsi3HEHMs, BBIOPOLIEHHOrO0 B aTMocepy Ha BOCTOK, 3aCTaBIIsieT €ro
nepememarbes Ha or. [lomydeno, uro npobiam3uTenbHo 48 4acoB HYKHBI 00JIaKy 3arps3HEHHS IS
neperekanus yepe3 FOxubIil KaBKkazckuil XpeOeT u pactpocTpaneHus Hax CeBepHBIM KaBKa30M.

OcHOBHas Macca paJiMOaKTUBHBIX BEUIECTB MOTYT BBINACTh HaJ EHTPAIbHOMN, CEBEpO-3araHOM
U I0ro-BoCcTOYHOM YacTsiMu HOxHOTO KaBKka3a. 30HBI PalMOAKTUBHOTO OCAXICHHUS BBITSHYTHI BJIOJIb
(OHOBBIX BETPOB W YAaCTUYHO Je(OPMHPOBAHBI TIOJ BIHSHUEM penbeda TEepPUTOPHUH.
MakcuManbHasi ~ OJMHA ~ 30HBI  3HAUYMTEIBHOTO  BBINAACHUS  PAJMOAKTHUBHBIX  BEIIECTB
MpHOIM3UTENIEHO paBHA 750 KM B ciydae (POHOBOTO IOTO-BOCTOYHOTO BeTpa M - 350 KM IS ApyTrHX
HarpasyieHUi (OHOBBIX BETPOB.
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Abstract

Results of the preliminary studies of the content of light ions in air on the territory of the National
Botanical Garden of Georgia are represented. lon concentration was measured at 25 points over area 90
hectare, and also near the main waterfall at 33 points over area 1152 m®. The maps of the distribution of the
content of positive and negative light ions for the territory of waterfall and Botanical Garden as a whole are
make. It is obtained that the content of ions in the Botanical Garden, especially in the gorge near the River
Tsavkisi and waterfalls, corresponds to hygienic levels "minimally necessary" and "optimum". In the built-
on parts of Thilisi city at this time the content of ions its corresponded to the level "less than minimally
necessary". Thus, the conducted investigations revealed the new functions of Thilisi botanical garden for the
visitors: sanitation, reducing and therapeutic. It is recommended in the future in the Botanical Garden
make to more detail investigate the content of ions into different seasons of year taking into account weather
conditions.

Key words: light ions concentration, tourism, health resorts

1. Introduction

The importance of study of the light ions content in the atmosphere is well known. The content of
light ions in the atmosphere plays important role in molding of the physiological state of population.
Simultaneously light ions are the indicator of the purity of air [1-4]. Regular observations of the parameters
of atmospheric electricity (including air electrical conductivity) in Georgia after the Soviet Union decay were
ended. In recent years, the experimental investigations of the content of light ions in air in Georgia were
renewed [5-7].

For evaluating the health resort-tourist of the resources of Georgia in the correspondence with the
contemporary requirements, the detailed studies of the ionizing state of the air medium of known, little-
known and promising recreational-tourist regions are necessary. Special attention should be given to places
with the waterfalls, fountains, national parks, preserves, forests, alpine regions, mountain gorges, the coast
of rivers and sea, the tectonic breakings (increased concentration of Radon), karstic caves, etc., where the
ionization level of air can be suitable for the sessions of ionotherapy [5-8].

Under the conditions of a "good weather" (cloudless or light cloud dry weather with the calm) in
urban air the concentration of light ions is approximately 500 cm™ , while in the rural locality -1000 cm™ [1-
3, 6,7,9]. Thus, from a biological point of view the condition in the city and a rural locality are completely
different. The health of people depends on the concentrations and ratio between a quantity of positive and
negative ions per unit of volume of air [4]. Under the "good weather" condition, the minimally necessary
level of the sum light ions content for the favorable influence on the health is 1000 cm” and more (table 1).
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Urban smokes cause the decrease of a quantity of negative ions. Ventilation in the compartments causes the
decrease of a quantity of positive ions, without decreasing the concentration of negative ions [9].

In Thilisi for the stationary point of the measurements (territory of cloud chamber laboratory of
Mikheil Nodia Institute of Geophysics of Ivane Javakhishvili Tbilisi State University) cases for the favorable
influence on the health not more than 30 % (without taking into account weather conditions). The
distribution of the light ions content in Tbilisi city has very irregular nature and considerably depends on the
level of air pollution, conditions of ventilation, etc. [7]. Therefore great practical value has searches for
places in the environments of Tbilisi city with the content in air of light ions with the concentration of useful
for the health of people. First of all it is expedient to investigate the existing health resort-tourist resources
of Thilisi city and its environments for the purpose of the development of their new possibilities as the
sanitation-reducing functions. Subsequently should be continued the searches for similar places for their
integration into the health resort-tourist infrastructure of city.

On the basis of that indicated above we have decided to conduct the preliminary analyses of the
content of light ions on the territory of National Botanical Garden of Georgia (or Tbilisi Botanical Garden).
Thilisi botanical garden exists almost 400 years and this is one of the most dear places for the inhabitants of
city and the guests of the Georgian Capital [10].

2. Method and date descriptipn

Light ions concentration (cm™) measurements in Tbilisi were conducted 4 times a day at height 3
floor of the building of the cloud chamber of the Institute of Geophysics (stationary point of measurement, 8
meters above the level of soil, 41.754° N, 44.927° E, the height - 450 m above sea level), into 9, 12, 15 and
18 hour (in the winter season - 17 hours), and in 20 points in different city locations. Stationary monitoring
by Gerdien's type instruments was conducted. Mobile studies on the territory of Tbilisi Botanical Garden
with the aid of the portable ions counter of the production of firm “AlphaLab, Inc.” are conducted.

Work gives the results of two day measurements for Tbilisi (stationary point of measurement) and
Thilisi Botanical Garden. 30.07.2011 the measurements of the light ions concentration at 25 points in
territory 90 hectare (1125x802 m) of Botanical Garden were carried out. 2.08.2011 the measurements of the
light ions concentration at 33 points in territory 1152 m* (72x16 m) near main waterfall were carried out.

The following designations will be used below: n (+) - concentration of positive light ions, n (-) -
concentration of negative light ions, n (+)/n (-) - coefficient of unipolarity.

3. Results

The results in Fig. 1-4 are given.
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Fig.1 Distribution of positive light ions concentration in air in Tbilisi Botanic Garden
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Fig.2 Distribution of negative light ions concentration in air in Tbilisi Botanic Garden 30.07.2011

Distribution of positive and negative light ions concentration in air in Tbilisi Botanical Garden
30.07.2011 in Fig. 1 and 2 are given. As follows from these figures on the territory of Botanical Garden the
concentration of positive ions changes from 90 cm™ to 825 cm™ , with average value 281 cm™ and negative -
from 420 cm™ to 3700 cm™, with average value 995 cm™. It is important to note that for the entire territory
of Botanical Garden a quantity of negative ions predominates above the positive (coefficient of unipolarity
changes from 0.07 to 0.92 with average value 0.37). This is a known effect the influence of vegetation on the
formation of negative ions.

The high concentrations of negative ions near the main waterfall with the height of 24 m (1680-2350
cm’, coefficient of unipolarity = 0.14 ), the small waterfall (3700 cm™, coefficient of unipolarity =0.07)
and also under the Tamara bridge (2900 cm”, coefficient of unipolarity = 0.13 ) are observed (minimally
necessary — optimum, table 1).

Table 1. Content of Light Ions in Air and Their Physiological Action on the Human Organism

Ions concentration

em’ Level Physiological action
n (+) n(-)
o Fatigue, weakening attention, retarding of
<300 <300 Less than the minimum | o, ctions, worsening in the memory, headache,
the disturbance of the regime of blood pressure,
etc.

Minimally necessary Positive action? in particular dl}ring exceeding of
the concentration of the negative ions above the
positive

400 600

Optimization of blood pressure, positive

1500-3000 3000-5000 Optimum influence on the course of
the diseases of respiratory organs, bronchial
asthma, antiseptic action, etc.
>50000 >50000 Maximum Negative reaction of organism
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Without taking into account factor by hydro-ionization (21 measuring point) on the territory of
Botanical Garden the concentration of positive ions changes from 90 cm™ to 825 cm™, with average value
278 cm™ and negative - from 420 cm™ to 1350 cm™, with average value 930 cm™. Coefficient of unipolarity
changes from 0.13 to 0.92 with average value 0.42.

Let us note that in Thbilisi on the stationary point of measurement 30.07.2011 from 12 through 18
hours on the average the ionic air composition was: n (+) =370 cm™, n (-) =460 cm™, n (+)/n (-) = 0.80
(less than the minimally necessary, table 1).

Distribution of positive and negative light ions concentration in air near the waterfall in Tbilisi
Botanic Garden 2.08.2011 in Fig. 3 and 4 are given. As follows from these figures on the territory near of the
main waterfall the concentration of positive ions changes from 200 cm™ to 1200 cm™, with average value
704 cm” and negative - from 700 cm” to 4500 cm”, with average value 1800 cm™. Value of n (+)/n (-)
varied from 0.1 to 0.86 with average value 0.48 (minimally necessary — optimum, table 1).
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Fig.3 Distribution of positive light ions concentration in air near the waterfall in Tbilisi Botanic Garden
2.08.2011
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Fig.4 Distribution of negative light ions concentration in air near the waterfall in Tbilisi Botanic Garden
2.08.2011
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In Thilisi on the stationary point of measurement 2.08.2011 from 15 through 18 hours on the average
the ionic air composition was: n (+) =390 cm™, n (-) = 366 cm™, n (+)/n (-) = 1.07 (less than the minimally
necessary, table 1).

It is interesting to note that the range of the concentrations of light ions on the territory of Botanical
Garden is practically commensurate with the values of the content of ions in different health resort- tourist
places of Georgia (Fig. 5).

Thus, Tbilisi Botanical Garden besides its previous known functions (science, excursion, leisure,
tourism, etc.) can acquire the new: medical and sanitary. The territory of Botanical Garden as a whole
completely satisfies the requirements of sanitation-reducing localities. Separate zones of Botanical Garden
(near the waterfalls, in the separate places of the gorge of the River Tsavkisi, etc.) can be used also for
therapeutic purposes - ionotherapy.
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Therefore, subsequently it is expedient to conduct the detailed analyses of the content of light ions in
the entire territory of Tbilisi Botanical Garden into different seasons of year taking into account weather
conditions. These studies will make it possible to clearly determine places with the therapeutic properties and
to develop the appropriate procedures of sanitation, rehabilitation and treatment of visitors.

However, even without the detailed analyses of ions it is possible to recommend to the inhabitants of
Thilisi city (to especially elderly people and to children) to more frequently visit Botanical Garden. The air
here is much cleaner and more useful than in the built-on districts of Tbilisi.
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4. Conclusions

Thbilisi Botanical Garden besides its previous known functions (science, excursion, leisure, tourism, etc.)
can acquire the new: medical and sanitary. The territory of Botanical Garden as a whole completely satisfies
the requirements of sanitation-reducing localities. Separate zones of Botanical Garden (near the waterfalls,
in the separate places of the gorge of the river Tsavkisi, etc.) can be used also for therapeutic purposes -
ionotherapy.

Therefore, subsequently it is expedient to conduct the detailed analyses of the content of light ions in
the entire territory of Tbilisi Botanical Garden into different seasons of year taking into account weather
conditions. These studies will make it possible to clearly determine places with the therapeutic properties and
to develop the appropriate procedures of sanitation, rehabilitation and treatment of visitors.

However, even without the detailed analyses of ions it is possible to recommend to the inhabitants of
Thilisi city (to especially elderly people and to children) to more frequently visit Botanical Garden. The air
here is much cleaner and more useful than in the built-on districts of Tbilisi.

This work is reported at the International Conference “Applied Geophysics and Geoecology®,
Dedicated to the Prof. L. Chanturishvili 90th Anniversary, September 14-15, 2011, Tbilisi, Georgia.
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HOBBIE JAHHBIE Ob ADPONOHUN3AIIMOHHBIX XAPAKTEPUCTUKAX TEPPUTOPUN
HAIIMOHAJIBHOT'O BOTAHUYECKOI'O CAJIA TPY3UU KAK ®AKTOP PACIINPEHUSA ET'O
03JJOPOBUTEJIBHBIX CBOMCTB /151 TIOCETUTEJIENA

A. AmupanamBuiu, T. Bauanze, B. Unxaanze, 3. Mauannse, I'. Meankan3e,
H. CaakamBuin, J. Xatnamsuiau, U. Tapxan-Moypasu,
1. Cuxapyaunze, T. Hakannse, M. TaBapTkuiaanse

Pe3rome

[IpencraBieHsl pe3yabTaThl MPEABAPUTEIBHBIX UCCIEIOBAHNHN COJIEPKAHU JIETKUX HOHOB B BO3IyXe
Ha TEPPUTOPUH HALIMOHAJIBHOTO OoTaHMyeckoro cafa ['pysun. KoHneHTpauus HoHOB Obl1a U3MepeHa B 25
Toukax Ha maomaau 90 ra, a Takke BOJM3M TIJIaBHOrO Bojollaga B 33 Toukax Ha miomagud 1152 M.
[TocTpoeHbl kapThl pacmpenelieHus COACP)KaHHS IOJIOKUTEIBHBIX W OTPULATENBHBIX JIETKHMX HOHOB JIJIS
TEPPUTOPHH BOJONaa U OOTaHMYECKOro caja B LesioM. IlomydeHo, 4To cofepikaHie HOHOB B OOTaHUYECKOM
caly, 0OCOOCHHO B ymieibe BOJHM3HM pekd LlaBkucH W BOAOMAJOB, COOTBETCTBYET TUTUECHHUYECKHM YPOBHSIM
“MUHUMAaJILHO HEOOXOIUMBIN ™ U “ONTHMAaNbHBIN". B 3acTpoeHHBIX YacTsax ropoja TOUIMCH B 3TO ke BpeMs
coJiep>)kaHHe MOHOB COOTBETCTBOBAJIA YPOBHIO ‘‘MEHbIIE MUHMMalbHO HeoOxomumoro”. Takum oOpasom,
NPOBEJICHHbIE HWCCIENOBAHUS BBIABWIM HOBble (yHKuMM TOMIMCCKOro OOTaHMYECKOro cajga Ul
MIOCETUTENICH: O030POBUTENbLHBIE, BOCCTAaHOBUTENbHbIE M JieueOHble. B nanmpHelneM peKoMeHIyeTcs
MPOBECTH B OOTAaHMYECKOM caly OoJiee JAeTallbHbIe UCCIIeIOBAHUS COJEePKaHUsI HOHOB B PAa3IIMUHBIC CE30HBI
rofia ¢ y4eToM HOTOHBIX YCJIOBHH.
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Abstract

Results of detailed statistical analysis of the changeability of mortality on 1000 inhabitants (M) of the
population of Thilisi city in 1984-2010 are represented. The characteristics of the indicated time series is
studied (autocorrelation, trend, random components, etc.). In particular, the values of M varies from 8.03 to
12.35, the changeability of mortality is described by the fifth order power polynomial, etc. The influence of
the content of surface ozone on the mortality is studied. It is shown, that under the conditions of Thilisi city
the concentration of surface ozone 50 mecg/m® and above very negative influences the health of people and it
leads to an increase in the mortality.

Key words: mortality, trend, surface ozone concentration, air pollution

Introduction

It is known that the mortality of population is closely related to social, economic, ecological and
other conditions. In connection with similar that indicated special attention is paid to studies in different
countries. In the last 20 years in Georgia several times were observed political, social and economic
shakings (war, unstable political situation, the sharp oscillations of economic development, etc.). As a
whole, within the indicated period of time an increase in the mortality of population was observed. Although,
in recent years in the dynamics of mortality a certain stabilization and even positive tendencies are observed
(decrease) [1,2].

As it was noted above by one of the important factors, which cause the mortality of population,
appears ecological situation, including — air pollution. In the large cities the pollution of atmosphere is
frequently connected with the presence of a smog of different types. One of the types of smog is the so-
called photochemical smog [3].

Photochemical smog can’t be detected by apparatus. It is the joint phenomena, i.e. result of action of
many variables (factors). Ground high concentration of ozone is a characterizing attribute of photochemical
smog. Ozone is not formed directly during burning of fuel, and is secondary pollutant.

Besides in photochemical smog there are reactions between oxides of nitrogen and the burned
organic compounds. With participation of ozone actively there is a reaction for formation of so-called
secondary aerosols of the submicron sizes under the scheme gas — particle (sulfates, nitrates, etc.). In
products of these reactions there are many cancerogenic substances. Thus, photochemical smog represents
multi component mix of primary and secondary formation of gases and aerosols. The basic components of
smog are: ozone, oxides of nitrogen and sulfur, organic compounds of dioxide nature which in aggregate is
referred to as photos-oxidants.

Photochemical smog reduces visibility, fatally acts on plants, negatively acts on human health, can
cause damage of respiratory ways, vomiting, excitation of a mucous membrane of an eye and the general
malaise. In photochemical smog there can be such compounds of nitrogen which increase probability of
occurrence of malignant diseases. Intensive and long smog can become the reason of growth of disease and
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death rate. As ozone shows strongly oxidizing properties, it negatively acts on human health and
destructively acts on many materials.

Thus, with the photochemical smog on the health of people simultaneously act both the high
concentrations of the primary and secondary contaminators of the atmosphere (gases and aerosols) and the
high concentrations of surface ozone. In this case the high concentrations of ozone are also the indicator of
the high atmospheric content of other forming ozone admixtures. With the smog of other types ozone
concentration is low, and its action on the health of people is insignificant [ 4-8 ].

The first officially registered case of atmospheric pollution which had serious consequences was in
the Donor (USA) in 1948. During 36 hours has died twenty people, and hundreds inhabitants felt badly.
After four years, in December, 1952, in London has occurred more tragic case. In consequence of air
pollution during five days has died 4000 people. Though the next years both in London and in other cities
repeatedly were strong smog but such catastrophic case have not repeated.

According to the data of the World Health Organization (WHO), lasting pollution of air by the
machines in Austria, Switzerland and France is the reason for premature death more than 21 000 people
yearly, in essence, from the diseases of the heart and respiratory tract. This index exceeds a quantity of
people, which yearly perish in these 3 countries with the road- transport incidents. In eight the largest cities
of world yearly it could it takes away the lives of 3500 people. In 5% of cases the poisons, which are
contained in air, are the reason for lethal outcome. In Europe each year the victims of the pollution of the
atmosphere become, at least, 100 thousand people. In USA a quantity of victims reaches 70 thousands. So
many people they die from cancer of light and prostate [ 9 - 11 ].

In Georgia the first observation of ground ozone have begun in 1980 in Tbilisi in Institute of
Geophysics of the Academy of Sciences of Georgia. From 1984 to this day these observations have regular
nature [ 4,5,12,13]. To this day are carried out many scientific researches. Thus, according to average
monthly data of 1980-1990 it is obtained that in Tbilisi because of the high concentrations of ozone into the
cold half-year occurs an increase in the mortality for reasons of heart - vascular diseases to 5%, and into and
the warm - to 9% [14 ].

Work presents the analysis of the dynamics of the common annual mortality of the population of Tbilisi
city taking into account contemporary conditions (period from 1984 through 2010) and the evaluations of the
influence on it of the concentration of surface ozone. Also the preliminary evaluations of the influence of
ozone concentrations on the daily mortality of the population of Tbilisi city in 2009-2010 are given.

Method and data description

In the work the data of National Statistics Office of Georgia about the common mortality (1984-2010) ,
and data of the Emergency Care Medical Centre of Tbilisi City Hall about the daily mortality (2009-2010) of
the population of Thbilisi city are used [1,2]. The common annual mortality of population to 1000
inhabitants is normalized.

The measurements of ozone were conducted by the electro chemical ozone instrument OMG-200.
Observational data for 15 hours are presented [12,13]. The unit of the ozone measurement is meg/m’.

In the proposed work the analysis of data is carried out with the use of the standard statistical analysis
methods of random events and methods of mathematical statistics for the non accidental time-series of
observations [15, 16].

The following designations will be used below: M — mortality, SOC - surface ozone concentration, Min
— minimal values, Max - maximal values, Range - variational scope, Range/ Mean (%) - relative variational
scope, o - standard deviation, o, - standard error (68% - confidence interval of mean values), C, -
coefficient of variation (%), A - coefficient of skewness, K - coefficient of kurtosis, R - coefficient of linear
correlation, R; - index of correlation, R? — coefficient of determination, Ry — Spearman’s rank correlation
coefficient, Ry — Kendall’s rank correlation coefficient, R, - autocorrelation coefficient, Kpw — Durbin-
Watson statistic, t - Stiudent criterion, o - the level of significance.

Results of detailed statistical analysis of the changeability of mean annual values of SOC in Tbilisi in
1984-2010 in [13] are represented. In particular, the changeability of the indicated time series is described by
the fourth power polynomial. An increase in the SOC in the period from 1984 through 1995-1997 was
observed, then - decrease. Thus, in average: in 1984 SOC = 37 mcg/m’, into 1998 — 58 mcg/m’, into 2010 —
40 meg/m’. Data about daily SOC in Tbilisi in 2009-2010 in the work [12] is presented.
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Results

The results are given in Tables 1-4 and Fig. 1-4.

Analysis of the mortality dynamics in 1984-2010.

Table 1. The statistical characteristics of mortality on 1000 inhabitants in Tbilisi in 1984-2010

Standard statistics of time series

Mean 10.30 Cm 0.25
Min 8.03 C, (%) 12.6
Max 12.35 A -0.58

Range 4.32 K -0.64

Median 10.61 6 /Mean (%) 2.43
c 1.30 Range/ Mean (%) 41.9

The non-randomness characteristic of time series

Correlation with year

Trend + background (Y = a-X’ + b-X*+ ¢:X*+ d-X*

+eX+1)
R with year 0.62 a -0.0000278
(o) R 0.01 b 0.00206
Ry 0.305 c -0.05523756
(o) Ry 0.026 d 0.62867
R, 0.48 e -2.528
(o) R 0.015 f 10.277
R,,Lag=1 0.842 R; 0.93
() R, 0.001 () R; 0.001
Kpw 0.4 Kpw 1.45
(o) Kpw Not significance (o) Kpw 0.05

Standard statistics of trend + background and random components

Trend + background Random components

Mean 9.66 Mean 0.65

Min 7.02 Max 1.60

Max 10.85 c 0.49

Range 3.83 C, (%) 75.2

c 10.14 Range/ Mean (%) 247

C, (%) 1.21 Share of real data 6.3
Range/ Mean (%) 39.6
Share of real data 93.7

The standard statistical characteristics values of M in the upper part of table 1 are represented.

As follows from this table the values of M varies from 8.03 to 12.35, variational scope is 4.32, mean
value - 10.30, median - 10.6, standard deviation - 1.30, standard error - 0, coefficient of variation 12.6%.

Coefficient of skewness is -0.58, coefficient of kurtosis - -0.64. The absolute values of the calculated
coefficients of skewness and kurtosis are less than the trebled theoretical value of their standard deviations.
Accordingly in general set of function of distribution of M should be close to normal. The relative variational

scope is 41.9 %.
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The non-randomness characteristic of the time series of M in the middle part of table 1 are
submitted.

Coefficient of linear correlation between M and years is 0.62 , the value of Kendall’s rank
correlation coefficient is 0.305, the value of Spearmen’s rank correlation coefficient is 0.48, the value of
autocorrelation coefficient with a Lag = 1 year is 0.842. The values of level of significance a for the above
mentioned parameters of stability also are given in this table.

Fig. 1 Autocorrelation function of mortality of population of
Thilisi city on 1000 inhabitants in 1984-2010
—&—Ra —l—95% Upp -95% Low

0,8
0,6
0,4
0,2

-0,2
-0,4
-0,6
-0,8
-1
Lag, Year

The value of autocorrelation function of M is significance in the limits of two lag (fig. 1). This can
be caused by the strong influence of external factors (including of environment) on the changeability of M.
At first glance it can seem that the trend of M takes the linear form. However, in the case of linear
trend the analysis of residual component shows their auto-correlation (Kpw = 0.4, not significance). Thus, the
time series of M is autocorrelate and trend has a nonlinear nature.
As showed analysis, the trend of values M takes the form of the polynomial of fifth degree (R; = 0.93,
KDW = 145, table 1)
The statistical characteristic of trend + background and random components of M in the low part of

table 1 and fig. 2 are presented.

Fig. 2 Trend of mortality of population of Thilisi city on 1000
inhabitants in 1984-2010
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The average value of trend + background component of M is 9.66, the minimal value - 7.02, maximal -
10.85, the relative variational scope - 39.6 %. A share of the mean values of the component of
trend+background from the mean value of real data of M constitute 93.7 %.

The average value of random component of M is 0.65, the maximal - 1.60, the relative variational
scope - 247 % . A share of the mean value of the random component from the mean value of real data of M
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constitute 6.3 %. Thus, the changeability of values M in the investigated period practically caused by its

trend component.

Analysis of the connections between mean annual maximum surface ozone concentration and
annual mortality in Thilisi in 1984-2010.

The absence of the clearly expressed tendencies in the changeability of SOC and M (increase or
decrease) makes it possible to carry out the correlation and regression analysis of the connection between
their real data. The results of this analysis in tables 2-3 and fig. 3 are given.

Table 2. Correlation between mean annual surface ozone concentration in 15 hour and mortality of
population of Thilisi city on 1000 inhabitants in 1984-2010

R (@) R Ry (o) Ry R (o) R,
0.39 0.1 0.2 0.14 0.33 0.1
Fig. 3 Connection betweet mean annual surface ozone
concentration in 15 hour and mortality of population of Tbilisi
city on 1000 inhabitants in 1984-2010
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Table 3. Effect of the mean annual surface ozone concentration in 15 hour on the mortality of
population of Tbilisi city in 1984-2010
Range of Mean Range of
g Mean ozone . g Mean ozone | Mean mortality
ozone . mortality on ozone A
. concentration . concentration on 1000
concentration 3 1000 concentration 3 . R
3 mcg/m ) X 3 mceg/m inhabitants
mceg/m inhabitants mceg/m
26.3-46.4 38 9.82 52.0-61.6 56.2 11.27
. Mean Share of the Mean annual
Increase in . . . . .
. . mortality on increase in increase in the
the mortality Stiudent ] R
e . (a) t 1000 the mortality mortality on
on 1000 criterion t . . . .
inhabitants inhabitants in of mean population of
1984-2010 mortality (%) Thilisi city
1.45 3 0.01 10.3 14.1 1680

As follows from table 2 between the values SOC and M the significant correlation is observed. This
connection takes the form of the second power polynomial (fig. 3).
In table 3 the estimation of effect of mean annual surface ozone concentration in 15 hour on the
mortality of population of Tbilisi city are presented.
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As follows from this table in the years, when ozone concentration on the average was equal to 56.2
mcg/m’ (range from 52 mcg/m’ to 61.6 mecg/m’) value of mortality to 1000 inhabitants was equal to 11.27.
When ozone concentration on the average was equal to 38 mcg/m® (range from 26.3 mcg/m’ to 46.4 mcg/m’®)
mortality to 1000 inhabitants was equal to 9.82.

Thus, the increased of surface ozone concentrations (and its accompanying harmful for the health
people the components of smog) on the average increase yearly mortality of the inhabitants of Tbilisi city by
1680 people. This is equal to 14.1 % of entire average annual mortality of the population of Tbilisi city,
which is approximately 3 times higher than the same indices for the advanced countries.

Analysis of the connections between daily maximum surface ozone concentration and daily mortality
in Thilisi in 2009-2010.

Results of the evaluation of effect of the surface ozone concentration on the mortality of population
of Thilisi city in 2009-2010 in fig. 4 and table 4 are presented. As follows from fig. 4 connection between
surface ozone concentration in 15 hour and daily mortality in Tbilisi has the form of the second power
polynomial.

Fig. 4 Connection between surface ozone concentration in 15
hour and daily mortality in Thilisi in 2009-2010 (data of the
Emergency Care Medical Centre of Thilisi City Hall)
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Table 4. Effect of the surface ozone concentration in 15 hour on the daily mortality of population of Tbilisi
city in 2009-2010 (data of the Emergency Care Medical Centre of Tbilisi City Hall)

Range of ozone | Mean ozone Mean Range of ozone Mean ozone Mean
concentration | concentration | mortality in concentration concentration mortality in
meg/m’ mcg/m’ day meg/m’ mcg/m’ day

9.2 9.85
30-49 393 50-82 62.7
(Count=134) (Count=97)
M talit
Increase in the Stiudent eal,l mortafity Share of the increase in the
oo - (o) t in day . .
mortality in day criterion t mortality of mean mortality (%)
9.47
0.65 1.33 0.15 6.9
(Count=231)

Data of the Emergency Care Medical Centre of Tbilisi City Hall confirm an increase in the mortality
with the increased concentrations of surface ozone also. In this case the share of the increase in the mortality
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of mean mortality equal 6.9 % (table 4). Subsequently in proportion to the accumulation of data these
estimations will be refined.

It should be noted that under the conditions of Tbilisi city the daily maximum concentration of
surface ozone 50 mcg/m’ and above very negative influences the health of people. This concentration is
considerably less (3-5 times) than accepted in Europe and USA the values of the maximum permissible
concentrations of surface ozone [11].

Conclusions

Trend of the mortality in Tbilisi city in 1984-2010 has a nonlinear nature and by the fifth order power
polynomial is described.

The increased of surface ozone concentrations (and its accompanying harmful for the health people the
components of smog) on the average increase yearly mortality of the inhabitants of Tbilisi city by 1680
people.

Data of the Emergency Care Medical Centre of Tbilisi City Hall confirm an increase in the daily
mortality with the increased concentrations of surface ozone also.

Under the conditions of Thilisi city the concentration of surface ozone 50 mcg/m® and above very
negative influences the health of people. This concentration is considerably less (3-5 times) than accepted in
Europe and USA the values of the maximum permissible concentrations of surface ozone.

This work is reported at the International Conference “Applied Geophysics and Geoecology®,
Dedicated to the Prof. L. Chanturishvili 90th Anniversary, September 14-15, 2011, Tbilisi, Georgia.
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JANHAMUKA CMEPTHOCTHU HACEJIEHUS I'OPOJA TBUJIMCHU U EE CBA3b C
KOHIEHTPAIIMEN MPU3EMHOI'O O30HA

A. AmupanamBuiy, T.Xypoaze, I1. lllapumBuian, P. bepuamsuimn,
N. UpemamBuin
Pe3rome

[IpencraBieHbl pe3yiabTaThl AETAIbHOTO CTATUCTUYECKOTO aHaNW3a W3MEHYHMBOCTH CMEPTHOCTH
HaceneHus ropoja Toumucu Ha 1000 xuteneir (M) B 1984-2010 rr. M3y4eHbl XapaKTEepUCTHKU YKa3aHHOTO
BPEMEHHOTO psijia (aBTOKOPPENSIHs, TPEH, ClydaiiHble KOMIIOHEHTHI, U T.1.). B "wacTtHocTH, 3HaYeHne M
Menserca otT 8.03 go 12.35, TpeHa cMepTHOCTU OMUCHIBAETCS MOJMHOMOM IISITOM cTenmeHu u T.4. M3ydeHo
BIUSHHUE COZACPKAHUS MPU3EMHOTO 030Ha Ha CMepTHOCTh. [lokazaHo, YyTO B yCIOBHsIX ropoja ToOwmucu
KOHIICHTpalus MpU3eMHOro o30Ha 50 MKI/M° ¥ BBIIIE OYEHb HETATHBHO BJIMSET HA 3JI0pOBBE JIIOJIEH U
MPHUBOINT K POCTY CMEPTHOCTH.
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Modeling of the frequency spectrum of magnetogradient waves in the
equatorial magnetopause in the case of variable electric conductivity of the
solar wind plasma
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Abstract

1t is known that after a bow shock in front of the day-side of the magnetosphere, i.e. in the
magnetosheath,  the solar wind flow decelerates. Therefore,  the solar wind an anomalous
resistance develops, which causes an increase in the magnetic viscosity of the plasma. This effect is
especially felt in the focal area of the magnetosheath (the stagnation zone before the
magnetosphere) where, according to our discussion, unlike in the peripheral areas of the
magnetosheath, the approximation of single-fluid magnetic hydrodynamics (MHD) is not correct.
This is especially characteristic of the base of the stagnation zone, which is the central area of the
Earth’s magnetic boundary layer (the magnetopause). Thus, it will be correct to describe the large
scale motion of the solar wind plasma, having finite electric conductivity, with an equation system
of double-fluid magnetic hydrodynamics. Generally, working out self-consistent analytical solutions
to the magnetic and velocity fields, except in extremely simple cases, is impossible due to
mathematical complications. However, there is a solution to this problem in the case of the flow
around of the magnetosphere as due to violent deceleration of the solar wind. In the focal area of
the magnetosheath it is possible to determine the flow topology in the kinematic approximation.
Such a solution enables to solve the equation of the magnetic induction, constituent of the MHD
equations system and corresponding to the magnetopause, by analytical approximation methods.
Among different kinematic models, which include the solar wind deceleration effect near the critical
point of the magnetosphere, Parker’s plane (two dimensional) kinematic model for incompressible
medium is especially simple [1]. This model and its spatial modification were effectively used in
different tasks [2]. Namely, it appeared convenient for obtaining the magnetosphere parameters in
quasi-stationary approximation by means of different models of variations in time of the magnetic
viscosity of the solar wind [3,4].

Key words: Solar wind, magnetosphere, magnetosheath, critical point, stagnation zone.

Magnetogradient waves of Rossby type. Variation of the thermodynamic parameters of the
plasma due to the solar wind deceleration in the magnetosheath may cause different kinematic and
hydrodynamic phenomena. Namely, near the dayside boundary of the magnetosphere there is a
possibility of generation of so-called magneto- gradient (MG) waves of Rossby’s atmospheric
planetary wave type. The existence of such waves in the Earth’s ionosphere was independently
supposed in the papers [5,6]. For activation of the physical mechanism for generating the MG
waves it is necessary for the plasma to move with low hydrodynamic velocity or stagnate at the
background of transverse electric conductivity (so-called Hall effect) towards the inhomogeneous
magnetic field. It appeared that besides in the ionosphere the generation of the MG waves is also
possible in the stagnation zone before the magnetosphere where the solar wind velocity becomes
commensurable to the electromagnetic drift velocity of the electric component of the plasma [7, 8-
Aburdjania, et.al, 2007,9]. In these papers the discrete spectral time characteristics of the MG wave
frequencies were obtained as the stationary MHD conditions were considered. Then these
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conditions were generalized for a quasi-stationary case. Thus we suppose that it is useful to use the
results of the paper [3]. In such case, as it will be shown below, it will be possible to determine
continuous spectral time characteristics of the MG waves by means of the quasi-stationary
parameters of the magnetopause.

Let us enter the rectangular coordinate system with its zero point in the critical (front) point
of the magnetosphere. The x- axis is directed to the sun, the y -axis coincides with the direction of
the geomagnetic field boundary force line perpendicular to the equatorial plane, the z -axis is
directed to the central equatorial section of the magnetosphere alongside the magnetosphere
boundary. It is known that in a double-fluid MHD approximation two types (fast and slow) of MG
waves may generate. Such waves may also generate in the stagnation zone of the magnetosheath,
especially in the central area of the equatorial magnetopause. The phrasal velocities of these waves
are determined by the expressions [8,9]:

c,| [c ,
C¢=C+=_[%+ TH+|CH|Cp], (1)

c,| e ,
C¢=C=—%+ TH+|CH|CP. (2)

where C, =c/(47zen)(6H ) /8x) is a magneto-gradient wave (so-called Khantadze wave),

A fast MG wave:

A slow MG wave:

C;7 =-pf, /kf >0 1is the Rossby’s type wave, B, =e/(Mc)(6Hy/8x) is the parameter of the

magnetic field inhomogeneity (so-called magnetic parameter of Rossby), k. =27/4 is the wave

number connected with the scale of the linear inhomogeneity of the task, e -is the elementary
charge, n — the electron density, M — the proton mass, ¢ — the light velocity . In a single-fluid
approximation, i.e. when there is no Hall electric conductivity effect, there will be only stable MG
wave.

According to (1) and (2) expressions, in order to determine the spectral characteristics of the
wave in the equatorial magnetopause by means of the dispersive relationship it is necessary to
analytically determine the magnetopause thickness and the distribution of the geomagnetic field in
it. In addition, in the first approximation we may use the magnetopause thickness as the
inhomogeneity linear scale determining the wave number [8]. Let us refer to the papers [3,4], in
which by use of the Parker kinematic model, by analytical method of the Schwec successive
approximation [10] the quasi-stationary solutions of the equation of the magnetic field induction
are obtained. These solutions correspond to different models of time variation of the electric
conductivity of the solar wind. In the previous results the impulsive time variation of either the
electric resistance of the solar wind plasma, or the parameter depended on it - the magnetic
viscosity, were not considered [11]. But obtained experimental data proved the possibility of
anomalous increase of the electric resistance of the solar wind that has been used in modern
computer experiments [12]. Therefore, it is obvious that qualitative and quantitative corrections of
the previous results of modeling of magnetopause carried out earlier are necessary.

Let us not take into account the curvilinearity of the extreme force line of the geomagnetic
field on the boundary of dayside magnetosphere. In case of such admission for determining
topologic image of nonstationary distribution of the magnetic field in the Zhigulev second category
plane boundary layer we may use a single-component equation of magnetic induction #

OH, 0H, 0H, 0’H,
tu——+v—="=4, ——.
ot Ox 0z 0°x

3)
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This equation involves magnetic viscosity 4,, as a coefficient that is defined by & specific electric
conductivity

7 ¢
T e 4
Am ™ e’ )
Let us use the following expressions for modeling of the impulsive time variation of & parameter
during perturbation of the solar wind
t t

DA =de®; 24, =A(l-¢ ™), (5)

Om

where A, 1s the value characterizing the magnetic viscosity, 7, - the time characterizing the

impulsive variation of this parameter. It is obvious that these models are physically similar and
show the change of the electric conductivity of the plasma from the finite to the ideal and vice
versa.

According to the Shwec successive approximation analytical method suppose that the value of the
Earth’s dipole magnetic field in the lower boundary of the magnetopause is constant and gradually
decreases in latitudinal direction of the 6, thickness of the magnetic boundary layer. Thus, the
infinite upper boundary of the integration may be replaced by the finite thickness of the magnetic
boundary layer. Then this parameter is defined in analytically clear form. Such a possibility is main
advantage of the Schwec successive approximation.

Thus, we have the following boundary conditions for the (3) equation

H,=H, when x=0; H,6=0, when x=7,. (6)

Near the critical point of the magnetosphere the velocity field of the noncompressible
plasma is determined by the Parker’s plane kinematic model
u=—-ox, v=az, @)

where « is the reverse value of the time characteristic for the overflow of the magnetosphere day
side. Further we will use value « =0.01, which corresponds to the velocity of the electromagnetic
drift in the stagnation zone V=5 km/ sec in the case of minimal linear scale of this structure: 1000
km. Thus, by means of (7), in case of the (5) model, we will have the equation
oH, OoH, . ’H, '
ot ox "oox’

®)

In the (6) boundary conditions, for solving the (8) equation by Shwec method, also the
corresponding equation of the (5.2) model and for gaining information on the determination scheme
of the magnetopause thickness we may refer to the works [2008]. Therefore, it is quite sufficient to
present quasi-stationary expressions of the distribution of the magnetic field over the meridional
magnetopause and the boundary layer thickness (' means the time derivative)

t

1) A, =Ag,e ™

H t / 3 / 3
R P + A, e 5—’12x——5—ﬂx tao| 2 —5—Hx )
H, Sy s, 6 6 65, 6

1 ) 1/2
5, =(3/10ma-1)1/2[e-m+(1—Lj (e % —e‘f”]] : (10)
ar,

t

) A, =g (l—e @)
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0 ! 5, 65, 6

. ‘ 1/2
5, =(310ma1)1/{(1e“’)+[1ij [e % e_mﬂ . (12)
ar,

The existence of the magnetopause is provided by the global surface DCF current, which
screens the geomagnetic field from the solar wind. In this way the correctness in regard to the
general image of the flow around of the magnetosphere, according to which the magnetopause is the

ety eatf 0o [T at ] "

magnetic boundary layer, will be proved. For model 1) we have o, =<3ﬁ,0ma'l )1/2 when =0,

according to (10). So, Earth’s magnetic boundary layer a priori has a certain thickness in this case,
as opposed to case 2) for which §,, =0 when ¢ =0. It means that we may use physical analogy at

the hydrodynamic boundary layer, inside of which for assessment of the energy changes there are
two effective parameters: the thickness of the boundary layer and the thickness of loss of the
mechanical impulse. For the MHD boundary layer, as the analogy of these parameters, two
characteristics were used: 1) &_ - the thickness of displacement of magnetic field induction; 2) &, -
the thickness of magnetic energy displacement [4,11]. According to the explanation the thickness of
displacement of magnetic field induction shows the thickness of the induction flow loss by means
of comparing the distribution of the magnetic field to the corresponding distribution of the ideal
profile in the latitudinal section of the magnetopause. In addition, the thickness of the energy loss of
the magnetic field shows the thickness of the lost energy layer by comparing it to the ideal
distribution. Generally, these parameters are defined by the following expressions

Gy m [ (1= &)z, (13)
Gp= R (1-5 ) éx (14)

Therefore, it is logical to consider the one of the thicknesses (10), (12), (13) and (14) as the
linear scale necessary for quantitative assessment of the MG wave parameters. It is obvious that in
(9) and (11) expressions the role of the second approximation is much less compared to the first
one. It is obvious that parameters C, and C, will change according to the time as well as

transversally to the magnetopause. Consequently, for assessment of the magneto-gradient wave
velocity and the Rossby magnetic parameter it is sufficient to consider that the distribution of the
magnetic field in the magnetopause is approximated by the linear terms of the expression (9) and
(11). Thus, the phase velocities will be defined by the first approximation of Schwec. It means that
we may use the following simple expressions for the magneto-gradient wave and the Rossby wave
constituent of the expressions (1) and (2)

¢ H, C = eH, '
drmen S, P Med,k?

(15)

These formulas included &, as the linear scale and H, as a characteristic value of the

magnetic field in the magnetopause. Thus, we can have characteristic values of the phase velocities
of in the quasi-stationary magnetopause, the thickness of which is determined by the variation in
time of the magnetic viscosity of the plasma. Let us use the following parameters of an average
disturbed solar wind plasma near the magnetosphere boundary: A, = 10%cm’s”!  and
n = 20particle.cm™. The characteristic value H,=2-10"" gauss corresponds to the unperturbed

value of the geomagnetic dipole at the low boundary of the magnetopause. Now, we can determine
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the value of the wave number by means of the minimal linear scale of the stagnation zone boundary
—I%10% cm, ie. key, = 2w 107%em [8]. Let us consider the characteristic time of the
magnetospheric substorm development — 500s as the characteristic scale of the T, time. By means of
these parameters the following characteristic values are defined: €y % 5+ 10%m.s' and
‘:F:, % 2.10%m.s". Therefore it becomes possible to define the velocities of the fast and slow
magneto-gradient waves, after which we recieve the frequency spectrum characteristic of the
magneto-gradient waves by means of expressions: w. =k €, and w. = &L . As a matter of fact,
there is not a great difference between these values, due to which in the equatorial magnetopause an

overlap of the frequency spectrum of the fast and slow magneto-gradient waves will take place
t
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The figures 1-2 show the scheme of variation of the «w. parameter and the schemes of the §,,and &
parameters during the characteristic time interval for both models of magnetic viscosity. Thus, in
case of A=A, e’ the characteristic value of @, is almost constant- 0.5Hz. However, when

A, =4, (1—e"™) we have the characteristic spectrum value of the w. (0.2-0.05)Hz. For

comparison we may use value @, * % 18™% Hz, which was obtained in the approximation of the
minimal size stagnation zone in the paper [8]. It is obvious that in case we use the &, as a
characteristic linear scale instead of the o, there will not be much difference in quantitative results.

Thus, in the limits of the above presented model in the equatorial magnetopause a significant
change of the frequency spectrum of the magneto-gradient waves characteristic of the stagnation
zone may occur. It may be caused by the change in the thickness of the magnetopause and the
specification of the distribution of the magnetic field in it due to variation in time of the magnetic
viscosity of the solar wind. It is noteworthy that in such a case the frequency spectrum characteristic
of the stagnation zone contains the frequencies of short and middle period geomagnetic pulsations.
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MOIleJIHpOBaHI/Ie CIICKTpa YaCTOT MAarHMTOrpain€¢HTHBLIX BOJIH HA
3KBaT0pHaJ’IbH0ﬁ MarHuroiay3e B cjy4dac HepeMeHHOﬁ JIEKTPONIPOBOAHOCTH
J1a3Mbl COJTHEIHOI'0 BE€Tpa

M.Uxutynunze, 3. Kepeceanaze

Pesiome

H3BecTHO, YTO B HEPEXOAHOM CIIOE€, HA JHCBHOW CTOPOHE MAarHUTOC(epsl, MOCIE MPOXOXKICHUS
¢poHTa ynapHOW BOJHBI, MPOUCXOAUT TOPMOXKEHHE TEUeHHs COJNHEeYyHOro BeTrpa. COOTBETCTBEHHO, B
COJIHEYHOM BETPE Pa3BUBAETCS aHOMAJIBHOE AJIEKTPUUECKOE COIIPOTUBIICHUE, UTO BBI3bIBAET YBEIUUYCHUE €T0
MarHUTHOW BS3KOCTU. DTOT 3(dekT Haxoautcs B (OKAJIbHOM YacTH MEPEXOIHOro ciios (3acToiHas 30Ha
nepeq MaraHuTocepoil), rne B OTIMYHE OT TepHUPEepHiHBIX obiacTed, IO HameMy MHEHHIO,
OJTHOXKHMJKOCTHOE TMPUOIIDKEHHEe MarHuTHOW ruapoamHamuiku (MIJl) siBisiercss HecnpaBemauBbIM. Takoe
3aMe4yaHle OCOOEHHO OTHOCHUTCSI K OCHOBAHUIO 3aCTOMHOM 30HBI T.€. K IIEHTPaJIbHOM yacTu (MarHUTONay3bl)
MarHATHOTO TOTpaHWYHOro cios 3emid. [losToMy, TyT Ui omMcaHHWS KpPYNMHOMACIITAOHOTO JIBIDKCHUS
IUIa3Mbl  COJTHEYHOTO BEeTpa, HMEIOIEHl KOHEYHYIO JJIEKTPHUUYECKYI0 IIPOBOJUMOCTb, IIOJIB3YIOTCS
YPaBHEHUSIMU ABYX)KHIKOCTHON MarHWTHOW THAPOJMHAMHKH. BooOiie, momydeHrne camMocoriacoBaHHOTO
AQHAJIMTUYECKOr0 PpeIIeHHs MarHUTHOTO MHOJS M IOJIA CKOPOCTEeH, KpoMe OCOOEHHO MpPOCTBIX CIIydaeB,
ABJSIETCS HEBO3MOXKHBIM ~ M3-3a MaTeMaTH4yecKux ocjlokHeHuH. OpjHako, B cioydae oOOTeKaHUs
MarHUTOC(EphI, U3-32 PE3KOT0 TOPMOKEHHUS COMTHEYHOT0 BETPA, CYIIECTBYET BBIXOJ - TOMOJIOTHIO TCUCHHUS B
(hokanbHOI YyacTH NEPEXOIHOIO CIIOSI MOYKHO ONpPENeINTh B KHHEMATHYeCKOM NpHOnxeHuH. Takoi crocod
MO3BOJIACT OJIHY W3 COCTaBistomux cuctembl MI'Jl ypaBHeHHWH MarHuTonaysbl (B YaCTHOCTH, ypaBHEHHUE
MarHUTHOW MHIAYKLUWH) HAWTH NpeOamKeHHbIM MeTodoM. Cpean pa3iu4HbIX KMHEMaTHYeCKUX Mojeneil,
KOTOpBIE ONMCHIBAIOT IPOIECC TOPMOKEHHUS COTHEYHOTO BETPa BOIM3M KPUTHIECKONH TOUKH MAarHUTOC(HEpHI,
0c0o00ii MPOCTOTOH BBINENsAETCS IUIOCKas (IByXMEpHas) KuWHeMaTHueckas wmozenb Ilapkepa s
Hec)kuMaeMod cpenpl. B maHHON pabote, 3Ta MOZAENIb HCIOJIB3YeTCsA UL OIpENENeHUs XapaKTepHBIX
HapaMeTpoB MAarHUTOTPAAMCHTHBIX BONH PoccOm Ha sKBaTopHanbHON MarHuromayse. Jlis sToro ObuIn
UCIIOJIb30BAHbI MOJIENIM UMITYJILCHOTO U3MEHEHHUS! MAarHUTHOH BSI3KOCTH COJTHEYHOTO BETPa U aHAIUTHYECKHH
METOJ] TIOCIIeIOBaTeNbHBIX NMpuOmmkenui 1lIBema. beumm omperneneHs! XapakTepHBIE BETHYHHEBI (a30BOI
CKOPOCTH MATHHUTOTPAJAUCHTHBIX BOJH, IPH IIOMOIIM KOTOPBIX OBLIO IPOBEJCHO MOJCIHPOBAHHE
HENpepBIBHOrO (KBa3UCTAL[MIOHAPHOI'0) CIEKTpa 4acTOT, KOTOPbIM BKIIIOYACT IHAIla30H PEryJIAPHBIX CpelHe
U KOpOTKAa MEPHUOAHBIX T€OMarHUTHBIX MyJIbCAIUH.
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Abstract

The work touches the flat model of the magnetic boundary layer corresponding to the
meridional section of the magnetosphere. It solves the single-component equation of the magnetic
induction, which matches so-called Zhigulevs’s first order the magnetic boundary layer, in which
field of speed is given by the modified Gratton's kinematic model for the compressible solar wind.
The work also describes the obtained exact numerical solution to the above mentioned equation
and approximate analysis solution by the Wentzel-Kramers-Brillouin (WKB) method. The
boundary conditions correspond to the area containing critical points at the dayside and night side
of the magnetosphere, i.e. in the plasmasphere. It defines the error (% 1%4] of the WKB method
and the linear size of the use area(1-0,6) of this method. It assesses the compressibility effect of the
solar wind, which must be influencing on the topological image of the magnetic field distribution
in the magnetopause and the area alongside the plasmapause.

During the interaction of the solar wind and the geomagnetic field a special structure is
formed. It is the magnetopause, which by its features resembles the boundary layer. The
mathematical modeling of this formation must be done on the basis of magneto-hydrodynamic
(MHD) equations. Namely, as a result of their simplification so called Zhigulev’s equations for the
magnetosheath of [ and II order are received. These equations appeared to correspond to the main
sections of the Earth’s magnetosphere: I order system corresponds to the meridional section of the
magnetosphere, and II order system — to the equatorial one. The main problem for the
magnetopause modeling is self-consistency of the solar wind flow and the geomagnetic field that
appeared impossible for a general case. In order to prevent this problem we used different
kinematic models of the velocity field. In the gasodynamic approximation these models give an
image of the cosmic plasma flow near the critical point of the magnetosphere [1-3]. The most
popular among these models appeared the Parker kinematic model and its modifications, by means
of which the main parameters of the magnetopause were analytically obtained: thickness and
profiles of the magnetic field [4]. The advantage of these solutions is the physical obviousness,
though they have a significant lack: the defects of analytical solution are mainly caused by two
factors:

1. errors of the approximation analysis methods (e.g. the Shwets method),
1. shortage of measures in the use area of the Parker kinematic model (the focal area
containing the critical point).

Therefore the work [5] described the flat modification of so called Gratton kinematic
model. This method obviously more matches the solar wind flow in the central area of the

47



magnetosheath, which is in fact a maximum size focal area. Hereby, let us note that, apart the day
side of the magnetosphere, the Gratton model is admissible for the night side (the magnetosphere
tail) as well. Namely, according to the topology of the geomagnetic field force lines, there is a
critical point at the night side of the plasmasphere. Consequently, there is a focal area, which is
formed during convective motion directed from the neutral layer to the sun. Such special cases are
recorded by scientific satellites during strong perturbations of the solar wind when reconnection of
the geomagnetic field bounding the plasmic layer takes place in the magnetosphere tail [6].

The goal of the work is determination of topological image of the geomagnetic field
distribution in the meridional section and assessment of the errors of the approximation analysis
solution of the magnetic field induction equation in case we use Gratton’s flat compressible
kinematic model. This task has a practical value in the viewpoint of modeling of the magnetopause
immediately as well as for the assessment of the meridional magnetopause parameter errors
obtained by the second order magnetic boundary layer equation. This error is caused by the Parker
kinematic model and the Shwets sequence approximation model, precision of which was assessed
earlier in regard to several accurate solutions and is approximately 15-20% [7]. At the same time,
below, within the framework of our task, we have assessed the error of the Wentzel-Kramers-
Brillouin (WKB) method. It is known that this method is especially effective for the solution of
second order differential equations with varying coefficients of the following type:

¥4 Fy + gty =0, (1)

In the case of just some coefficients it is impossible to obtain an exact solution for (1)
equation. This fact is a limitation for the physical task. Namely, we have such a situation in the
case of meridional magnetopause modeling, which is quite observable if we use the Gratton model:

K m =l [.'J. - 57), o
Vym U Ky ea ™,

where Uy is a velocity characteristic of the solar wind, v - magnetic viscosity, &, - a reverse value
of the linear scale. Here a coordinate system with its origin in the critical point is used: X axis is
either directed toward the sun (in the case of the day side of the magnetosphere) or opposite to the
sun (at the night side of the magnetosphere); Y axis determines the direction of the extreme line of
the geomagnetic field. In regard to Z axis the model is homogenous as the compressibility of the
solar wind plasma is postulated. From the continuity equation we will receive

=

| o .
dvTmEE e m gy B g e me, ()
¥g
where a notation ¢ = g™ is used.

If we disregard the curvature of the geomagnetic field it will be sufficient to look at the
equation of the single-component magnetic field induction, which corresponds to the meridional
magnetic boundary layer:

i f o B i - -i-:-_E\- -‘-‘eiﬁ-".
by E:-'L:; Vi dx Fy H:;E’ el @)

It is quite obvious that (4) equation does not change during the variation in the magnetic
field force line direction. This means that the equation really corresponds to the day side as well as

o
the night side of the magnetosphere. If we refer to a new variable: ¢ m 9"‘.;“ and take into account
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that i ] %‘-:; (= -F‘-}—HL "if_‘ 3 I:d;:L —t - #—:-'-:} by simple transformations we will
recelve the equation of (1) equatlon type

@ Hy | dify 1

=t il =0 )

The exact numerical solution to the equation requires boundary conditions, which are
similar to each other in the cases of both the magnetopause and the plasmasphere of the
magnetosphere night side

H=Hy, whent=1,  Zrmg, (©)

where [y is the value characteristic of the geomagnetic field at the lower boundary of the
magnetopause or the night side of the plasmapause. The second criterion of (6) equation physically
means that there is disregard of the surface magnetospheric DCF- current effect, which always
exists in the magnetopause, whereas is absent in the plasmapause. This limitation is not significant
for our task as it is always possible to indirectly take into consideration the magnetic effect of the
DCEF- current in the way of varying the value characteristic of the geomagnetic field.

As we have mentioned above (5) equation may be solved also by the WKB approximation
analysis method. By the scheme of WKB the equation (5) gives the following equation:

V"+h(tlV =0, (7)

V' is connected with &, and h(t) coefficient is determined by means of the coefficients of (5)
equation [8]. Namely, in our case f(t) = %— l

For the solution, according to the WKB method, let us have V = ¢®Y) notation.
Consequently, we will receive a nonlinear equation as follows:

(@'Y +i®"+h=0. ®)

In the first approximation, i.e. when the number with an imaginative coefficient is
disregarded, from (8) equation we will receive

o' =+, ie. ®=x[Vhdt . ©)

It is natural that such a supposition is correct only in the case the following condition is
fulfilled:

@'~ — = << h. (10)

\/_

If we use the expression Hh(t) -%—-:- it will be quite obvious that condition

(%El L4 ] ) is roughly satisfied only in this interval £ € (1 =10,8), and not in the whole interval

49



(1-0). The approximation next to @ is searched by the iteration, for which in (8) equation let us
1 '

suppose that ®" ~ +h 2 EX In this case we will have
(@) ~h+ il (11),

200

from which o'~ efn+ L (12),
4 h
ie. there is o(r)~ +[ h(e)ar +i€nh(t), (13),
from which Vo~ #{c Ay e ”"’}. (14)
n L

If we correspond (5) equation to (1) general equation we receive that F = 1. Consequently,

according to the WKB method &, = Vitle . Thus, for the magnetic field we have the following

general expression

By, % e Mg Cae "Y' AT e T . (15)

o]
The constants €. and C_ are determined by two algebraic equations that are received by the

boundary conditions (6). Finally, we have

£ ¥ =34086 -+ O.2896],
€% =E54086 - 0.2896L (16)

02 | | | \ | \ \ |
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Fm gt
Fig.1
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Fig.1 shows the algebraic normalized solution of (5) equation (line.l1), the curve
corresponding to (15) expression (line.2) and the numerical solution to the same equation in the
case of non-compressible medium (£=0) (line.3). It is obvious that between the exact numerical
solution and the approximate analysis solution there is quite a good consistency in the some
interval of ¢ & (1=%,6) (x€ (@) This means that if we refer to the initial coordinate
system the exact and approximate solutions give in fact identical results of the magnetic field
distribution near the critical point. The difference between (1) and (2) these solutions becomes
significant after the point, from which the criterion (10) is not fulfilled § = @.&. Its position in

space is determined by parameter 113, the value of which depends on the quality of the solar wind
perturbation.

Conclusion

Thus, we may conclude that within the framework of our task the error of the WKB method
does not exceed 1%, which is quite acceptable for the approximate analysis method. At the same
time, it is noteworthy that according to our model the compressibility effect must by quite
significantly influencing on the topological image of the magnetic field distribution.

This project was carried out with support of the Shota Rustaveli National Science Foundation grant
(contract Ne 12/70 ).
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Ounenka omnoxu Meroga WKB ¢ moMounio KuHeMaTHYeCKHOW MOJeIH
I'paTona nJis 3a1a4 MATHUTHOTO MIOTPAHUYHOTO CJI051 3eMJIH

M. Uxurynunse, . Xsegeanaze, H. I:konmxonanze
Pe3rome

B manHoi#l pabote paccmMoTpeHa IUIOCKas MOJENb MAarHUTHOTO MOTPAHUYHOTO CJOS 3eMIIH,
KOoTopast COOTBETCTBYET MEPUIUOHAIBHOMY CEUEHUIO MarHuToc(epsl. Pemeno
OJTHOKOMIIOHEHTHOE YPaBHEHHE MarHUTHOW MHIYKIIMU, COOTBETCTBYIOIee ypaBHEHHIO | mepBoro
poza JKuryneBa MarHUTHOTO IIOTPAHUYHOIO €O 3eMJIM, B KOTOPOM IIOJIe CKOPOCTeH NaHO
MoaubGUIIMPOBaHHON MOJENbI0 ['paToHa ana cxxumaeMoro conaHeuHoro Berpa. Ilomydeno
TOYHOE YHCIIEHHOE pEeIIEHHE 3TOTO YpaBHEHHUS M NPUONMKEHHOE AaHATUTHUYECKOE pelIeHue
metonioM  Bentnen-Kpamep-bpuneena. ['panuuHbie  yClIOBHS ~ COOTBETCTBYIOT — 00ONacTH,
coZiep)Kalield KpUTHYECKOM TOYKEe Ha JHEBHOM M HOYHOW CTOPOHAX MAarHUTOC(Ephl, TO €CTb
Ha mia3mocdepe. Onpenenensl ommbka meroqa BKB (¥ 1 %) u nuHeiinslii pasmep oOmactu
WCTONB30BaHUs 3TOT0 MeTona. OueHeH 3(PQGEKT CKUMAEMOCTH COJTHEYHOTO BETpa, KOTOPHIH

CYHICCTBCHO JOJDKCH BJIMATH HaA TOIIOJOTMYCCKYIHO KOPTHHY pacClpeACJICHUA MarHuTHOI'O
IOJII Ha MArHuTornays3e U B obOactu IJ1a3MOITay3hl.
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Abstract

It is shown that in the Earth’s weakly ionized ionospheric E-layer with the dominant Hall conductivity new
type of coupled Rossby — Alfvén — Khantadze (CRAK) electromagnetic (EM) planetary waves attributable by
latitudinal inhomogeneity of both the Earth’s Coriolis parameter and the geomagnetic field can exist. Under
such coupling new type of dispersive Alfvén waves is revealed. Generation of sheared zonal flow and magnetic
field by CRAK EM planetary waves is investigated. The nonlinear mechanism of the instability is based on the
parametric excitation of zonal flow by interacting four waves leading to the inverse energy cascade in the
direction of longer wavelength. A 3D set of coupled equations describing the nonlinear interaction of pumping
CRAK waves and zonal flow is derived. The growth rate of the corresponding instability and the conditions for
driving them are determined. It is found that growth rate is mainly stipulated by Rossby waves but the
generation of the intense mean magnetic field is caused by Alfvén waves.

PACS numbers: 52.35.Mu, 92.10.hf, 94.20.wc
Keywords: Zonal flow, lonospheric E-layer, Rosshy — Alfvén — Khantadze waves, Nonlinear instability.

1. Introduction

Large-scale wave motions have the significant influence on energy balance in the Earth’s atmospheric
circulation [1, 2]. However, the presence of charged particles in the electrically conductive weakly ionized
ionosphere substantially enriches the conditions for propagation of different nature low-frequency wave modes.
Numerous ground-based and satellite observations [3 — 20] show that planetary-scale (with wavelengths

A210°km ang several days period) wave perturbations of electromagnetic (EM) origin regularly exist in
different ionospheric layers. Increasing interest to the planetary-scale ultra-low-frequency (ULF) wave

perturbations is caused by the fact that many ionospheric phenomena from the same frequency range can play
the role of ionospheric precursors of some extraordinary phenomena

Corresponding author, *< E-mail address: tamaz_kal adze@yahoo.com> (Tamaz Kaladze).

(earthguakes, volcano eruptions, etc.) [21 — 23] and also appear as the ionospheric response to the anthropogenic
activity [24 — 27]. Forced oscillations of that kind under the impulsive impacts on the ionosphere and during
magnetospheric storms were also observed [21].

53



In recent years increasing number of theoretical and experimental investigations was devoted to the
investigation of dynamics of Rosshy type waves (induced by the spatial inhomogeneity of the Coriolis
parameter) in the Earth’s ionosphere. Dokuchaev [28] first indicated the necessity of accounting for interaction
of induced electric current with the Earth’s magnetic field on the winds dynamics. The next step was done by
Tolstoy [29] pointed out the importance of other global factor, acting permanently in the ionosphere - space
inhomogeneity of the geomagnetic field on the dynamics of Rossby type waves in the Earth’s ionospheric E-
layer. The waves were entitled hydromagnetic gradient (HMG) waves. It was also shown that HMG waves can
couple with the Rosshy waves in the E-layer heights. He suggested that HMG waves may appear as traveling
perturbations of the Sq current system producing from a few to severa tenths of nT strong variations of the

geomagnetic field.

Recently, in [30 — 34] was established new type of waves propagating in the ionospheric E-layer. They
can be considered as the generaization of tropospheric Rossby waves by the spatially inhomogeneous
geomagnetic field Bg. As distinct from HMG waves, these waves do not cause the Earth’s magnetic field
significant perturbation and are produced by the dynamo electric field E4 = v X Bo. Note that in addition these
waves are caused by the Hall conductivity in the E-layer. The waves of such different from HMG waves nature
were termed “ magnetized Rossby (MR) waves’ [32].

Both HMG and MR waves compose so called slow long-period group of planetary waves having quite
low phase velocities of the order of the local ionospheric winds (1 — 100 m/s). At middle — latitudes, their
wavelengths ~ 10° km and longer, but the wave period alter from 2 h to 14 days. Correspondingly, the frequency
fallsin the range of 10* — 10° s*. In the experiments [3 — 5, 9, 10, 14, 20] some characteristics of these waves
are observed.

Under the space (latitudinal) inhomogeneity of the geomagnetic field and Hall effect new type of waves,
so called fast large-scale EM perturbations in the middle-latitude ionosphere also can propagate. In contrast to
the slow waves, the fast modes are associated with oscillations of the ionospheric electrons frozen in the
geomagnetic field and are connected with the large-scale internal vortical electric field generation in the
ionosphere, i.e. E, = Vp x Bo, where Vp = E X Bo/By? is an electron drift velocity. The fast EM waves propagate
along the parallels against the mean-zonal flow to the east as well as to the west. In E-region the phase velocity

of fast waves is sufficiently high |CB| ~ 2 — 20 kms™. Due to the dependence of cg on the density of the charged

particles the appropriate frequency of fast waves ( w =~ kyCg ) also changes aimost by one order of magnitude
during daytime and nighttime. As compared to the slow waves fast modes have relatively high frequency in the
range 10™- 10* s* with the corresponding periods from 4 min to 6 h and the wavelength > 10° km. In contrast to
the slow modes, fast EM planetary waves give rise to strong pulsations of the geomagnetic field 20 — 80 nT.
Such new type of large — scale ULF wave EM perturbations in the ionospheric E - and F - regions first was
theoretically revealed in [35 — 37], where the first classification of the EM planetary waves into fast and slow
waves aso is given. Such fast EM planetary waves are called Khantadze waves and were recorded in the middle
and moderate |atitudes during the launching of spacecrafts [18] and fixed by the ionospheric and magnetic world
network observations[9, 19, 38].

Extensive analysis of the planetary EM waves in the ionospheric E - and F - layersis givenin [39 —41].
It was shown that large-scale waves are weakly damped. New type of coupled Rossby waves with Alfvén waves
first was revealed in [42], where the possibility of existence of the new spatially isolated joint Alfvén — Rossby
nonlinear vortical structures in the Earth’s ionosphere is also shown. We believe that the further investigation of
the nonlinear dynamics of ULF planetary EM wavesis so necessary.

In the given paper, we show that the action of the latitudinal inhomogeneity of both the Coriolis
parameter and the geomagnetic field through the vertically propagating geomagnetic field perturbations lead to
the coupled propagation of EM Rosshy — Alfvén — Khantadze modes. By thisfact the initial equations describing
the appropriate nonlinear dynamics becomes 3D. The aim of the present paper is to investigate the possibility of
mean zonal — flow and magnetic field generation by the EM coupled Rossby — Alfvén — Khantadze (CRAK)
planetary waves in the ionospheric E - layer.
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Ground - based and satellite observations [1, 2] confirm the permanent existence of large-scale
azimuthally symmetric band — like sheared zonal flows surrounding the globe at different layers of the Earth’'s
ionosphere and propagating along the parallels with inhomogeneous vel ocities along the meridians (see, e.g. [43]
). Thus, the Earth’s ionosphere represents the dynamical system of different nature waves and zonal flows.
Under such favorable conditions for nonlinear interactions different EM nonlinear stationary solitary structures
can appear [42, 44].

According to the one existing idea spatially inhomogeneous zonal winds (shear flows) can be produced by
nonuniform heating of the atmospheric layers by solar radiation. First in [45] was suggested the generation
mechanism of zonal flows by tropospheric Rossby waves in neutral atmosphere invoking parametric instability
in terms of the kinetic equation for wave packets. The investigation of zonal — flow generation problem by
Rossby waves was further developed in [46, 47] using the parametric instabilities mechanism on the basis of a
monochromatic four — wave resonant nonlinear interaction. In these papers it was shown that zonal flowsin a
non — uniform rotating neutral atmosphere can be excited by finite — amplitude Rossby waves. Accordingly,
these papers study the interaction of pump waves (Rossby waves), a sheared flow and two satellites of the pump
wave (side — band waves). This approach is an alternative to the standard weak turbulence approach used by
[45]. The driving mechanism of this instability is due to the Reynolds stresses, which are inevitably inherent for
finite — amplitude small — scale Rossby waves. Owing to this essential nonlinear mechanism, spectral energy
transfers from small — scale Rossby waves to large — scale enhanced zonal flows (inverse cascade) in the Earth’s
neutral atmosphere. In addition, the zonal - flow generation was considered within a smple model of Rossby
wave turbulence, using the classical nonlinear two — dimensional Charney equation. It was found that the
necessary condition for zonal flow generation is similar to the Lighthill criterion for modulation instability in
nonlinear optics [48]. By the numerical simulation of sheared zonal flow interaction with Rossby waves in the
Earth’s neutral atmosphere [49] is shown that new solitary structures arise to produce the structural turbulence.

Further [50] revealed the new mechanism for the problem of zonal flow generation by the drift waves in
magnetized plasmas adding a scalar nonlinearity of Korteweg — de Vries type to the generalized Hasegawa —
Mima equation containing the vector nonlinearity also. It was shown that in this case zonal — flow generation
always exists and needs no criterion fulfillment.

Investigation of the mean zona flow generation problem in the Earth’s electrically conducting ionosphere
was firstly undertaken in [51 — 54], where the excitation of zonal flow by MR waves in the ionospheric E - layer
was considered.

However, the investigation of another very important nonlinear process, viz., the generation of mean zonal
flows and magnetic field by EM planetary waves in the ionospheric layers was started recently. Nonlinear
dynamics of coupled Rossby — Khantadze and coupled internal — gravity and Alfvén EM planetary waves in the
weakly ionized ionospheric E — layer was investigated by [55, 56]. It was shown that such EM planetary waves
along with mean zonal flows can generate intense mean magnetic fields also. In the present paper, we will focus
our attention on the Earth’s weakly ionized, conductive ionospheric gas of the E - layer (= 90 — 150 km from
the Earth’ s surface) and will consider the generation of mean zonal flow and magnetic field by coupled Rossby —
Alfvén — Khantadze (CRAK) EM planetary waves. Developed in [57, 58] techniques for the case of EM waves
will be used. The paper is organized as follows: In Sec. 2, basic equations modeling the nonlinear propagation of
EM CRAK planetary waves in the ionospheric E - layer are obtained. Linear propagation properties of the EM
coupled Rosshy — Alfvén — Khantadze waves are given in detail in Sec. 3. Using the modified parametric
approach, a set of coupled equations describing the nonlinear interaction of pumping EM CRAK planetary
waves with an arbitrary spectrum and zonal flows is derived in Sec. 4. In the same section zonal flow dispersion
relation is also obtained. In Secs. 5 and 6 it is shown that the system of equations obtained in Sec. 4 is unstable to
athree wave parametric instability, whereby a coherent, monochromatic pumping Rossby — Alfvén — Khantadze
waves can drive a band of modes and associated zonal flow and magnetic field generation. Namely, in Sec. 5
zonal flow growth rate is analyzed in detail. In Sec. 6, magnetic field generation dynamics is investigated in
detail. Our discussion and conclusions are presented in Sec. 7.

2. Physical modeling for ionospheric E — layer

We consider the weakly ionized ionospheric E — layer plasma comprising of electrons, ions, and neutral

(molecules) particles. Due to the condition n/ N << 1, where n and N are the equilibrium number densities for
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the charged particles and neutrals, respectively and strong collisional coupling between the ions and neutrals the
dynamics of such ionospheric E — layer gasis largely determined by its massive neutral component. Attributable
by the existence of charged particles Ampere force plays the significant role in the problem set along with the
effects of the latitudinal inhomogeneity of the vertical component of the Earth’'s angular rotation € and of the
geomagnetic field B,(x) [55]. We also introduce the local Cartesian coordinates (X, y, z) system with the x -
axis directed from the west to the east, y - axis directed from the south to the north and the z - axis along with the
local vertical direction. The following relations for latitude 4 and longitude ¢ are valid: y=(4—-4,)R and

x=g¢Rcos4,, where R is the distance from the Earth’s center. In the defined local coordinate system, the
components of the geomagnetic field vector are B, = (0, By, , B,,) = (0, B, cos4,-2B, sin 1) , where B, is

the equatorial value of the geomagnetic field at a distance R from the Earth’s center. As to the Earth’s angular
velocity 2, we have Q = (0,Q,,,9,,) = (0,Q,cos4,Q,sin 1) [55].

According to [33], we can construct the following single-fluid momentum equation which describes the
dynamics of the electrically conducting weakly ionized ionospheric E — layer plasma

a—v+(V-V)V+@—1jXB+2§2XV—g=0, (1)
ot p P

where V is the incompressible (V- v =0) neutral gas velocity, p = Nm, is the gas mass density, pis the gas

Oy?

pressure of the neutral gas and g is the gravitational acceleration. In Eq. (1) along with the Coriolis force the
following Ampere force
1. 1
F,=—]xB=
P PHo
is taken into account, where , is the permeability of free space, and B =B, +b is the total magnetic

VxBxB, 2

induction.
From Eq. (1) follows the following equation for vorticity = Vx v :

g—%—(g-V)w(v-V)g—i[(B-V)VxB—(VxB-V)B]+ 2[(v-V)Q-(Q-V)v]=0. (3
By using the plasma conditi onsoin the ionospheric E — layer we may simplify the generalized Ohm'’s law
expression. Firgt, the condition @, /v, <<1( @, =eB/m istheion cyclotron frequency, and v, is theion—
neutral collision frequency) allows to consider unmagnetized ions. Due to the high values of v, we can suppose
VvV, = Vv, which means that the ions are completely dragged by the ionospheric winds. As to electrons they are
magnetized, @, /v, >>1 (@, is the electron cyclotron frequency and v, is the electron — neutral collision

frequency). It means that electrons are frozen in the externa magnetic field and they only experience drift
perpendicular to the magnetic field, i.e v, =v. =ExB/ B?. Under such conditions generalized Ohm's law

for theionospheric E- layer is[55]

E+v><B=ij><B:£FA, 4
en en

where the right-hand side reflects Hall effect [39]. Then from the Faraday’s law V XE = —%—? we can find the
following equation for the magnetic induction B [55] :

B/, 1 [(B-V)VxB—-(VxB-V)B]-(B-V)v+(v-V)B=0. (5)

ot enu,
In contrast to the ordinary frozen in condition for a conducting fluid this equation contains the second term

which is caused by the action of the Ampere force on the ionized plasma component (the Hall effect).
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Egs. (3) and (5) constitute our initial general equations. In the ionospheric E — layer, the large-scale wave
motions are basically two — dimensional, i.e. V= (vx,vy,O) and by using the incompressibility condition

V-v =0, we can introduce the stream function ¥ (X, Y, 2) , sothat v, =—dy//dy, and v, =dy/dx. Further

we will consider sufficiently high latitudes in the northern hemisphere, assuming that the geomagnetic field
B, = B,,(Yy)e, and the Earth’s angular velocity =, (y)e,. Let us suppose that the magnetic induction

perturbation is also two — dimensiond, i.e. b= (bx,by,O) and according to the condition V-B =0, we can
introduce the magnetic function A(X,y,2), sothat b, = dA/dy, and b, = —dA/dx. Then from Eq. (3) we get
aAlW+ﬂ_+J(W' Ap)o_BudAAL 1

ot Plly 0Z  pil

Here, [ =0f /dy=20Q,,/dy, A =0,+0 is the two — dimensiona (2D) Laplacian and

J(a,b)=0,ad b—0d ad,b is the the vector nonlinearity called Jacobian (Poisson bracket). Note that in Eq.

(6) we neglected the term containing 0B, / dy compared with the first term on the right — hand side.
To transform magnetic induction Eg. (5) we consider its X— and y — components in terms of magnetic
function A:

IAALA). ©)

2 3 2
8A+ B, BAZ_CBBA B, k% Iy _) J(Aaw) 0 @
otdy  enu, dxoz oxay * dyoz

3 2 2
08 B OB P8, TV a2 J(Aa"’) 0 @
X enu, 0yoz’ oX * 0x0z

where ¢, = B, /enu,, B, =0B,,/dy . InEgs. (7), and (8) we neglected the terms~ A”/L* in comparison with

Ay [ ®, where L isthe scale-length for planetary waves.
Let’sintegrate Egs. (7), and (8) by Yy, and X, respectively. We get

9A PA IA Oy

— B ———C;—+ |dyB, J(w, A =F(x 2, 9

ot ) 302 =G o+ IHBRN T2+ I A =F(x.2) ©)
0A B, 0°A 0A oy
———=|d -Cc;—+ B, J(w, A =F,(y, 10
ot enﬂoj Xazzay aox ooy W A=Fy.2) 10

Here, F, and F, are arbitrary functions of integration. Let us represent in Egs. (9) and (10)
By.(Y) = BOZ(yO) + yaBOZ / 9y, then we get

(y) O°A L dA. Iy
at 0 jdyaaﬁc jdyyaaz Coo+Bo(¥o) =
3B 52 (11)
Bo: (ayy2 Y 1 3y, A =F
iy jyyaya +3(y, A =Fi(x 2,
0A B, 0°A 0A B1%
Z=_ 2z (¢ -c,—+B —+J(y, A) =F,(y,2). 12
T o | D57y g B G, I A =Ry, 2) (12
For the consistency of Egs. (11), and (12), we choose:
B,,(Y,) J°A J0°A 0B 0y
F , — 0z 0 d 0z , 13
1(x.2) eng, IdyaxazﬁCBI Yoz " oy Idyyayaz 13)
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B,,(Y,) 0°A
F ,Z2)=— 022702 | dx . 14
Ay D)= | o (14)
Then we get the following common equation
0A 0A o174
—-C;—+B —+J(y,A) =0. 15

Equations (6) and (15) compose the initial system of equations for our problem and describe the nonlinear
dynamics of the EM planetary low — frequency wave perturbations in the ionospheric E — layer. From Egs. (6)
and (15), we can obtain the following temporal conservation law of energy &

€ 0
\Y% +— V, A)]dxd 0. 16
> at{ [lp(V iy (VA y} (16)
3. Linear EM planetary waves
Linear dispersion relation for EM CRAK waves can be readily obtained from Egs. (6) and (15)

(@4 % P+ k) =V, an
L
where @ is the wave frequency, Vi = BJ,/ t4,p isthe squared Alfvén velocity, and k? =k? +k?, k,, k,, and
k, are the components of the wave vector k aong the X-, y-, and z- axes. When k, =0 we get the Alfvén
branch of oscillations with the dispersion relation @ =+Kk,v ,; when k, =0 we get the additional two branches
of oscillations: 1) @=—Kk B/k’, which describes the Rossby waves (slow waves), and 2) @=—K c, which

describes the Khantadze waves (fast waves). Thus the dispersion relation (17) describes the propagation of EM
CRAK waves in the ionospheric E — layer.

The solution of the dispersion equation (17) by taking into account the velocity ¢; <0

a)lvzzk—zx |cs| - 2 \/(|CB|+'BJ +4k22v . (18)

k2 B k? K?

Eqg. (18) represents that EM coupled Rossby — Alfvén — Khantadze waves have two branches of oscillations, one
branch of oscillation @, (with “+” sign before the radical) and other onew, (with “—" sign before the radical).

Eq. (18) for the case of small kf << 1readsasfollows

5 k2 2
@ =K, (| + K 'szz“ (19)
and
2 2
@, =K (- I'g k? kﬂk; (20)

Asto the case of large kf >>1, we get from Eq. (18)

@, | B|—k2_ Ic3 +4:zzv 1+ |CB|’6;<2 _ 21)
x kf(c§+4kzzvij

X

Here we consider kv /k’c2 ~1 to obtain Egs. (19) — (21).
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Thus the branch @, reprsents the Khantadze waves imposed by the action of both the latitudinal

inhomogeneity of the Coriolis force and magnetic field perturbations, while the branch @, represents the Rossby
waves imposed by the same factors. Under the action of these factors Khantadze waves are propagating eastward
with the increased phase velocity @, /K, , while the phase velocity of westward propagating Rossby waves is
also increasing.

The case of small kx2 << 1, also can be described from Eq. (18)

2

g | s

a&yzzik VA :I:kaTVZl +EX(|CB|—FJ. (22)
A L

z

These are Alfvén waves branch impc_)sed by the action E)f latitudinal inhomogeneity of Coriolis force and
latitudinal inhomogeneity of the geomagnetic field.
We can represent in the /3 - plane approximation [33] the Coriolis parameter as

f =2Q,,=2Q,sini=f,+ By, (23)

with
ﬁza_f:290005/10>0’ (24)

oy R
and the geomagnetic field as

By, = 2B SiNA =7, + 5, (25)

with

2B_, cos

f, =B __2Ba®Sh 28)

ay R
By introducing the dimensionless variables k* = k|CB|l/2/ﬁ1/2, and @' = a)/ﬁl’2|CB|l/2, we can rewrite the

dispersion relation (18) as
Y12

1
T3
whee y=w'/k;, xX*=k?, and a=Kkvi/kici. For the ionospheric E - layer parameters
By, ~ 0.5x107T, 2Q,~10"rad/s, n/N~10°-10°, p=(10"-10°)kgm™>, we can find that
|cs| ~ (1-10)km/s, v, ~(0.1-1)km/s. In Fig. 1, the dependence of dimensionless phase velocity Yy of

coupled Rosshy — Alfvén — Khantadze branches of oscillations on wave number X for the different values of
a=0; 1; 5isshown. A and B curves correspond to “+” and “—" signs before the radical in Eq. (27),
respectively. Thus A and B curves correspond to @, and @, branches of oscillations in Egs. (19) — (21),
respectively.

We can find the following behavior of 'y, ,:

(xz—li \/(x2+1)2+4x405), (27)

a) when x—0,
y, =1+ X, and Y, 1 _va (28)

b) when X — o
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1

Y1, :5{1—%1( 1+4a + (29)

o |

InEgs. (28) and (29) Y, and Y, correspond to Khantadze and Alfvén waves, respectively.

4. Nonlinear interaction of coupled Rossby — Alfvén — Khantadze EM planetary waves and zonal flow
dispersion relation

To find the possibility for the zonal flow generation by the EM CRAK planetary waves in the ionospheric E
— layer we will consider the initial nonlinear Egs. (6) and (15). Existing in this equations the nonlinear Jacobian
terms allows to consider a standard four - wave nonlinear interaction, in which the coupling between the pump

X = (v, ﬁ) EM planetary waves and two side - band X = (v, ﬁ) modes drives low - frequency large - scale
X = (72 ,ﬁ) zonal flows with variation only along the y — axis. Accordingly, the total perturbed quantities
X = (y, h) are decomposed in three components,

X=X+X+X, (30)
where
X =3 [X, () explik -t —iot)+ X_(k)exp(—ik - +im,1)], 31)
k
describes pump EM planetary modes spectrum ( X (k) = )Z+ (k) , where * means the complex conjugate),
X = Z[)‘g(k)exp(ik+ 1 —igg 1)+ X_(k)exp(ik_-r —ieg_t) + c.c.] (32)
k
describes sideband modes spectrum, and
X = X, exp(-iQt+iq,y) +cc. (33)

describes the zonal - flow modes varying only along meridians. Within the local approximation the amplitude of
the zonal flow mode X, =(,,h,) is assumed constant. The energy and momentum conservations
o, =Q*w, andk, =q,e, +k arefulfilled, and the pairs (@, ,K) and (€,q9,e,) represent the frequency
and wave vector of the EM planetary pump and zonal - flow modes, respectively. In the sequel we will omit the
index k at awfor simplicity.

Substituting Egs. (30) - (33) into (6) and (15), and according to the standard quasilinear procedure ignoring

the small nonlinear term in the relations for the high frequency but not for the low frequency zonal flow modes
we get for the EM planetary modes

(K2 + Bk, ). =22 kA,
Pl (34)
(w+Cgk, ) A =B, K7, .
From this homogeneous system the dispersion relation (17) for EM planetary modes follows.
Substituting Egs. (30) — (33) into (6) and (15) to obtain the relations for the amplitude of the zonal flow
modes and averaging out over the fast small — scale fluctuations, we get [57, 58]

-1Qy, =R, (35)
and

-iQA =R, (36)
where R, and R, are the mixture of Reynolds and electromotive forces, defined by

60



R :_<_avzav?+awav7>+ ' <B_A%+%%> an
L
PHy

X oy OX dy X oy oxay/’
and
aA . 0A
— ), 38
R = qy<¢// p» ay> (38)

where <> represents the average over fast oscillations. Using the Fourier series (31) and (32), we can write
these quantities as

=—> Kk, (k), (39)
k
and
R =0, kg(k), (40)
k
where
r(K)=a,7y, vy )+ 2k, Wy, +yy.)
- - ~ U (41)
——[qy(A ~AA)+2k (AA +AA)],
Pl
and
WK) =, A - A+ A - A=y i -A. (42)
Here we used Eq. (34) for Ai to construct the following auxiliary side —band amplitudes
" kKB. . =
A, =—2202 4 A 43
T w+kcg Vem 5 (43)

To calculate the functions r, and r,, we need to define the side — band amplitudes W, and Ai According to
Egs. (6) and (15), these amplitudes satisfy the following system [57, 58]

(@K, £k B, FhKZ, p;; A, =ik g, (K - )9,

0

d .. kkB, - ~
k? - : a4
pﬂ( )a)+k B‘//'% (44)

X

iszOZlﬁt - (a)i i kaB)Ai = ilkqul/;izb (%% _1J )
X ~B

We can find the following solutions of the system (44)

. kg, K2vak?
=2 F(k2 - tk,c AL
Ve="D. 1/4{@//{ (K — gy (@, £K,Cg) ~ +kXCJ
. % (45)
— kB -q;
+ A 222 Y (0, £k cy)+k
A { ke (@ ke }

and
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~ kg, [_[ kB, _
Ai:i yWJr{l//o{_w k ( ki kxﬁ)+k2802(kf_q32’)

(46)
N 2 k qy 2 2
+A| ok, Tk SE + kv
+Kk.Cy
where
+ = (wikii Kk f) (o, £KCg) - k22 V2A kJZ_i ' (47)
Applying Egs. (45) and (46), the expression (43) for the auxiliary side — band amplitudes takes the following
form
~ ik, Q k2 22
220 5 |3 QK iy p KL
- D, w+kc, | A w+K,.Cy

(48)

K,B,, ¥, 2
1-—22 70|l _2q Ok +-—% Bq +2q,k Q(k?
+( S AJ{ d, + ﬁqy a, yﬂ FQ( +qy)}}

We assume that q, /K, ~Q/w<<1, which is vaI|d in the existing theory of zonal — flow generation [45].

Then, from Eq. (48) follows the distinguished fact that the main contributions of the “magnetic” and “stream
function” side — band amplitudes to the evolution equation of the mean magnetic field mutually cancel each
other [see Egs. (36), (38), (40), and (42)]. If we use the superscripts “(1), (2), ...” to show the order of
magnitudes with respect to ¢, and Q , then Eq. (47) can be written as follows

D, =+D® +D® +D® + D", (49)
where
D® =2q.k a(@+Kk,Cp) + (@+Kk,Cy )KIQ + Q(ak? +k B) — 20,k K2V,
D@ = —gikivi + Q%K + 20,k Q(@+K,Cy) + oo (@ + K, Cy) + 20,k @
D® =2q,k Q%+ Qqj (w+k,C;) + a0,
4) _ 2.2
DY =Q%q. (50)
If we keep in Eq. (48) only first two terms over the named above small parameters ¢, and €2 we get
A, =A0+ 19, (51)
where

T

DO " Y ke \ A T 7 w+ke,
- (52)
tl1- Tz Yol oq k —+Qk
( w+K Cq AJ( % yﬁ J
- kg, - —|D? Qk* (i kv
0 =i g A S | BBy, et
D DY w+k.cy | A w+K,Cy
(53)

k,B,, ¥, K, k, ,D® D®
+(1 ﬁAZJ[ 20, QK, tr ,qu qyk_f'BWJerfm .

We can prove that the contribution of i(i in Eq. (42) is zero. Thus, we get
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(k) =y A? -, A2, (54)

where for A% we can obtain

/1(2) +i kqu l// A)Q D(2) sz_ @k B. — kz2V2A
p®2 7= o+rkc | A © 7 wo+ke,
(55
k.By, ¥, k.S
+[1— o koc A‘)’j{ —4k Ak 0,Q+q; ra (a)kf+kxﬁ—4k§a))+£22kj}}
Conseguently, we can transform Eq. (54) to
k.0, . ax
r||(k)_I (])_/)2 I (f||wl//0+ f||AAb)! (56)
where
k,B Kk G
f/=—222 1Kk B9’ 2w+Kk Cy + 2
(57)

k2
- 4k—§a)] +2k,q,Q[2k, 3 + K2w+k?(w+ kXcB)]},

L

f = e {szf(kaB - kxzﬁ]
w+K,Cg KT

+qy§2ky{— 4k B(w+Kkcy)—2k>k2v? —Za)kz[aﬁ ;BII (58)
J_

2}

k

+q; kx;B (w+ kXcB){a)kf +k B— 4k w+ kf(
1L

In Eq. (56) we introduced the intensity of pumping waves

=2y.y._. (59)
k +
Anaogously we can transform Eq. (41). To this end, we represent the solution (45) as the expansion
v, =y +y?, (60)
where
ik g k* _ k2va K,B,
O =+ Lyl w | (w+kcy)+—22—|+2 0z 61
V. DO l//_{ l//o{( «Cs) 0+ K C, A, 22 o, (61)
ik, 0, — k2y2 D(2) k2v2
g =V, k:Q-2q9k, —=2 K} w+kCp +—22—
Ve = o Ve {%{ S o K, Cps " Do w+kc,
(62)
B 2 @)
+A, KeBor [ KO +2q,k, — 2k? b T |-
Py \ @+K,Cq D
Similarly for Eg. (46) we have the expans on
A =A9 +A®, (63)
where
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~ ka, - | _ k> +K,
Ai(rO) =1 D_YWJ_r |:_W0szOz (a):_—ﬂ + ka_j

(€8] kaB
—- k’k2v?
+A | ok +K B+ —L2A ]
Ab{ Ltk w+KC H
- Ay ~ | Qk? +2q,k,@ D<2>(wk2+k/3
AY =i Yy Jw kB e A
* D® l//‘{% ? OZ{ w+k.c, DY\ @+k,c, ks

_ D®@ kk2v4
2
+ A{QkL +2qykya)— e ( +k, B+ ok ﬂ}

Accordingly, for Eq. (41) we get

)=yt AR,
D(]_) I/IO
where
8k, kZV k Cs 2\,2 2,,2
fi// Aqy w+& +qu 8k§0ki kZVA
@+K,Cq o+ Kk,Cq w+K,Cg
k2v?2
+HAGKE (0+k,8y)” — K (0+k,8)” —KEKIV] ~12K (ak +k, ) 2 2
]
22 (KK oo p OKIHKS
(aH'kaB) A o+ kaB ’
2.,2
fLA —_ szOz{ yqy|:ak C k22V2A+ (d(ZVA :|
PHq w+KC
2 2 :
(a)+kCB) ( +kaB)
21,2 21 2 kzzvlzA - ) ,
_4kykl(a)+kXCB)+4kykﬁ-—_12kj_kya)+8ky(akj_+kxﬁ)
@+K,Cqy

+MKm&ﬁi&}
w+k.c

Using Egs. (39), (40), (56), and (66), we can reduce Egs. (35) and (36) to the following form:
W= 11W,+ |fA)!
A= ||l|//l/70+ |||AA)’

where
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(66)

(67)

(68)
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k2q,l, | k2K Bc
|V = xy k Jgx yp22q2 B
. Zk:QD(m{ k> * Aqya)+kxcB
2

k
+ qu{(aﬁ k,Cs)?KE (4k7 —k?) + (1— 12k—§j (ak? +Kk f3)? (70)

L

ak’ +k )’
— kK32 + 8Kk + k +—( L X ,
17z " A ya)( 1L xﬂ) ki(a)"i‘ kXCB)

I A _ Z quy | kZBOZ {_8k3q2 kfﬁCB

boaD® o | Y K
k2 +k B
+0.Q| Ak2o——2" 4 2(w+ Kk c. k3 (k? — 2k?) +12k>k
qy |: y Cl)+kXCB ( X B) L( L y) y xﬂ (71)

2 2 2
(K +k ) }Mgzkiky [_kf L oKt kxﬂ]},
w+Kk.Cg w+K.Cg

quszl | kZBOZ

1|/ =
I D2k
D w+KCy

k2
{—kxﬂqi £2w+ k.Cs+ kﬁzﬁ - 4k—§ a)j
1 1

(72)
+2k,0,Q[ 2k B+ k! (20+k ) |},

PR VT S e 1,
¥ :_;D‘mlkaﬁkxcs Q°k! a)+kxc3—k—i(a)kl+kxﬁ)

-g,Qk, [4kX,B(a)+ K.Cg) + 2K7K2VA + 20 ek’ + kxﬁ)} (73)

+20¢ k.S (w+Kk,Cg)(ak? +Kk S~ ija))}.

y ki
In Egs. (70) — (73)
D® = (Q-q\V,)| K} (w+k,c) + ok} +K, 5], (74)
where V, isthe zonal —flow group velocity given by
v o _,  kpk(otke)
g 8ky kf(Za)kf + kkacB +k )
From the system of Egs. (69), we get the following zonal — flow dispersion relation:

1—(Ij’+I”A)+Ij’I"A—IfI|'|”:O. (76)
Further we will show that in the most interesting case this biquadratic with respect to Q —q,V, zonal flow

(75)

dispersion relation can be reduced to a quadratic one.
Let us consider the monochromatic wave packet case of the primary modes, which means a single wave

vector on the right — hand sides of Egs. (70) — (73). Because the values Ili” and I”A are of the order of O(qf,) :
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while 1V and | ! are of O(1) , we conclude that the right — hand sides of these equations will match only if the
value Q —q,V, isaso asmall parameter. Therefore the zonal —flow dispersion relation (76) reduces to

=17 (77)
or,
(Q-q,V, )" =-T% (78)
where T'? means the squared zonal — flow growth rate defined by
r2——_ ka§|k Ak KZK2y2 Cs
(0+ kaB)l(2w+ kaB)kE + kxﬂJ YA K.Cg
w+Kk.C k2
kaJr(k c )k§)+ K ﬂj{kf (@+Kk,Cg)° (4k] — k) —12k—§(wkj +kB)? (79)
x~B L X 9

k2 +k f)°
—k*k?v2 +8K2w(ak? + k. B) + (ak? + k 2+(i—X .
17z YA y ( L xﬂ) ( L xﬁ) kf(a)+kXCB)

5. Generation of zonal flow
The most suitable case to analyze the zonal flow growth rate is ky = 0. Therefore for this case the zonal

flow growth rate (79) takesthe form

1—‘2 — q)zll ka
2w+k.c )k + BT
[( X B) X ﬁ] , (80)
W] (@+K.C,)K + KKV — (k. + B)2k, — Kt B) |
(w+k.cy)
By using the solution (18), Eq. (80) becomes
2 20,1, K (K |cs|+ ) D

K |ce|+ BF \/(kxz |cs| + B)? + 4kt ’
Here, o =k>v3/k>c2, the upper (minus) sign before the radical belongs to Khantadze branch ¢, and the
lower one to Rossby branch @, .

It is seen from Eq. (81) that K hantadze waves give no contribution (I'? < 0) to the generation of zonal flow,
but the maximum growth rate is achieved by Rosshy waves having the dispersion w =—-4/Kk, a o =0. Inthis
case

I =kl . (82)
This value coincides with the maximum value of growth rate achieved in the problem [54, 55].
If we introduce the dimensionless variables X and y used for Eqg. (27), we rewrite Eq. (81) asfollows

e 2x%(X* +1)
K 3 +1F (¢ +1) + 4x*a ’

where the normalization constant K = qf,lk B /|CB|. In Fig. 2, the dependence of the function y on wave

(83)

/4

number X for the different values of ¢« is shown. A and B curves correspond to “~” and “+” signs before the
radical in Eq. (83), respectively.
6. Magnetic field generation

From Eq. (69) it follows that
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_ p
D (@)
Yo =N
or taking into account that | * ~ O(q[?) , we get
o v, (85)
Yo

Thus the value of the generated mean magnetic field is the order of q§ in comparison with the mean zonal flow
value. Using Egs. (78) and (79) wegetat Q =q,V, (useaso Eq. (75) for V, ):

A M
s aykek, B, B, (86)
Yo N
where
M = 2ak? + k2K,C, + K, 3 — 4k — 4k (w+K Gy ) — 4k2K @+ KCq -
1 1Rl X y y x“B y Ry 260kf+kkaCB+kxﬂ1
2 2 k2
N =4k kZkZvikZc, 20k, +kkGokf k?(w+k,cy)’| 4= -1
w+K,Cqy k2
—kPkIVa(0+Kk,Cy) + 8k ak TkIvy —12k KTk v (ak? + K, )
+kik; Vi (ak +K,B) + (ak? +K,B)°. (88)

Thus, when Kk, K,B,, 3 # 0 mean magnetic field is also generated along with the mean zonal flow generation.
Asinthe case of Eg. (80) we consider ky =0, then from Eq. (86) we get

A) 2 kz P
—=0q,-—*B,,/—, (89)
Wo g kx ° Q
where
P =2ak, +k’c, + f3,
Q=K (@+kcy)’ — KK Vi(@+Kkco) + kkivia(ak, + B) + (ak, + B)° (50
= — (K2, — B)[(2o+ Kk o)k, + B] .
Then
A B
Bogl o : (92)
Yo kx (ﬁ_kXCB)[(Za)-l_kXCB)kx +IB]
Substituting the solution (18), we get
zb -+ 2 BOZIB|CB| \/E
— ==q, 2 2 2 4 _ 2112 " (92)
l//O VA (ﬁ + kx |CB|) [(|CB|kx + ﬂ) + 4'kxcch]
For the evaluation order we get
A ’B.,|c
@ziqy Oz| B|\/a (93)
4 N’}
In the dimensionless variables X and Yy used for Eq. (27), we get from Eq. (92)
A B, |c
é:iqy OZ| B| 2 \/2;2 4 _11/2 " (94)
W, vV, (1+x)[(A+x) +4x°a]
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. . AV .
In Fig. 3 the dependence of the function A4 = ézi on wave number X for thevalues « =1;5is
¥ quOZ |CB|

shown. A and B curves correspond to “+” and “—" signsin Eq. (94).

7. Discussions and conclusions

In this paper, the nonlinear generation of large — scale, and low — frequency zonal flows and magnetic fields
by relatively small — scale ULF EM coupled Rossby — Alfvén — Khantadze (CRAK) planetary waves is
investigated in the Earth’s ionospheric E — layer. The importance of latitudinal non-homogeneity of both
Coriolis parameter and the geomagnetic field along with the prevalent effect of Hall conductivity for CRAK is
shown. In addition, accounting of the vertically directed propagation of the perturbations under the consideration
leads to the z-dependence and the problem becomes essentially three-dimensional. As a result, owing to the
existence of magnetic field perturbations, Alfvén waves also became incorporated in the dynamics of problem.
Action of these effects leads to the coupled propagation of EM Rossby — Alfvén — Khantadze modes, which are
described by the system of nonlinear Egs. (6) and (15). Due to such coupling dispersion of both Alfvén and
Khantadze waves appeared. Note that the long-lived (compared to linear wave packets) nonlinear structures can
be formed under the condition when the waves dispersion is compensated by their nonlinearity.

The dispersion relation for the linear EM CRAK is obtained [see Eq. (17)] and analyzed in detail in Sec. 3.

The mode is composed by two branches @, and @, . For small values of perpendicular wave number Kk, the
frequencies @y and @, can be described analytically by Egs. (19) and (20) while for large values of k| by Eq.

(21). Analytical expression for the corresponding new type of Alfvén wavesis given by Eq. (22). All branches of

oscillations are mutually influenced. Depending on the perpendicular wave number the appropriate behavior of

phase velocities @, ,/k, for the different values of parameter o =k>v4/kZc; is given in Fig. 1 (Curves A

belong to @, and B onesto @, ). It is clarified that in case of small Kk, the phase velocity of the branch @
tends to the finite value @ /K, = |CB| and corresponds to Khantadze waves, while for the branch @, it tends to

the —eo, which corresponds to Rossby waves. For the large values of K, the phase velocity of the branch @

tends to the finite value @ /K, =%|CB|(1+ V1+40) which is more then |cg|. Thus the existence of Alfvén

waves causes the increase of the phase velocity of Khantadze waves as compared with the case @ = 0. Asto the
case of Rossby waves for the large values of the perpendicular wave number k; the phase velocity of the branch

@, tendsto thefinitevalue @, /k, = %|CB|(1— V1+4a) < 0. Thusin this case Alfvén waves cause the increase

of the phase velocity of Rossby waves as compared with the case o = 0. Note that in case of Kk, > O the branch
of Khantadze waves (@, ) propagates along the latitude circles eastward, while the branch of Rossby waves

(w,) dong the latitude circles westward against a background of mean zonal wind.

=1 a=5 a=0

! A
) -1 1
B = = ]
.
0.

00 05 10 15 20 25 30 J = L = e 5 0 00 05 10 15 20 25 30

A
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Fig. 1. Dependence of phase velocity of coupled Rossby — Alfvén — Khantadze modes on wave number X at
different valuesof o .

Dealing with zonal flows and magnetic fields generation problem by EM CRAK modes in the weakly
ionized ionospheric E-layer gas we have used the modified parametric approach [58] and the spectrum of
primary modes is assumed to be arbitrary [see Eq. (31)]. Then, instead of the side-band amplitude for a single
wave vector k, we have dealt with a spectrum of such amplitudes [see Eq. (32)] and as a consequence the
appropriate driving forces are presented as summation (or integration) over the spectrum of the primary modes
[see Eg. (39) and (40)]. The developed method can be effectively used for different types of primary modes
having arbitrary spectrum broadening. To describe the nonlinear dynamics of the zonal flows and magnetic
fields generation by EM CRAK waves the appropriate system of coupled equations is obtained [see Egs. (35)
and (36)]. We have shown that these equations are unstable to four wave parametric instability and the coherent,
monochromatic CRAK waves can drive a band of modes and corresponding zonal flow and magnetic field
unstable. Thus, we have investigated the interaction of a pump CRAK modes, two their satellites (side-band
waves) and a sheared zonal flow. For the monochromatic wave packet the instability [see Eq. (78)] is of the
hydrodynamic type. The nonlinear instability mechanism is driven by the vorticity advection leading to the
inverse energy cascade toward the longer wavelength. Consequently, short wavelength turbulence of CRAK
waves is unstable causing the excitation of low-frequency and large-scale perturbations of the zonal flow and
magnetic field. It is shown that in the system of Egs. (35) and (36) controlling the evolution of zonal flow and
magnetic field the driving mechanism of the instability is associated with the mixture of mean Reynolds and

Maxwell stresses R, [see Eq. (37)] and mean electromotive force Fx"l [see Eq. (38)], respectively.

Fig. 2. Dependence of the function Yon wave number X at different valuesof o .

We studied the propagation of zonal flow along the geographical parallels when the corresponding mean flow
velocity depends only on the meridional y-coordinates. From our investigations it is seen that the maximum

growth rate of the zonal flow generation is achieved a k, =0, when the group velocity V, = O[see Eq. (75)]

and therefore the real part of oscillations for zonal flow becomes zero. In this case the excitation of zonal flow is
stipulated only by Rossby waves and the corresponding growth rate is (see Eqg. (82))

r=[a 0. ©9
which is equal to the maximum growth rate achieved in the problems [Kaladze et al. 2009, 2012]. In Eq. (95) the
stream function ¥, of pump modes is normalized by V.I,, where v, = Ar’is the Rossby velocity and

r, =C,/ f (c,isthe equivalent sound speed in the ionospheric E-layer) is the Rossby radius, respectively. Here
for this regime, we have qry~0.1, K r;~10,1,=10°m, #=10"m"s™, and ¥, ~10. Then, the
numerical value for the zonal flow growth rate becomes I' =107's™ . This estimation is consistent with existing

observations, and conducted investigations provide the essential nonlinear mechanism for the driving spectral
energy from short-scale CRAK wavesto large-scale reinforced zonal flows in the Earth’ sionosphere.
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In Fig.2 the dependence of the squared dimensionless growth rate  on the wave number x (see Eq. (83)) for
the different values of «is shown (curves A belong to the branch @, and B ones to w,). It is seen that
Khantadze waves (@, ) don’t contribute in the generation of zonal flow, for them y < 0. The maximum growth
rate is achieved for the Rossby waves branch w,at o =0. This is the case when Alfvén waves aso don't

contribute in the growth rate. Thus the generation of zonal flow is mainly stipulated by Rossby waves. With
increase of « the growth rate is decreasing in accordance with Eq. (83).
Here, the mean magnetic field excitation has the special attention and its dynamics is described with detail in

Sec. 6. Generated magnetic field is of the order q§ with respect to the excited mean zonal flow and is caused
only by the existence of Alfvén waves. Excited mean magnetic field has the prevalent component by (asin the
calculations we gave the priority to ky = O consideration) and as the zonal flow is sheared in the meridional y-

direction. It is found that the ratio of the mean magnetic function A, to mean zonal flow ¥, strongly depends on

the pumping wave branches of @ (see Eq. (91)). After the substitution of @ from Eq. (18), we get Eq. (92),
which shows that both Rossby (@, ) and Khantadze (@, ) branches give symmetric by sign contributions in the

generation of the magnetic field component by. The following estimation for the generated magnetic field (see
Eqg. (93)) isvalid

_ . o’B,lc

‘by‘ zm\/&; , (96)

VAﬁrR

where the Rossby radius I is chosen as the characteristic scale-length. Numerically, to approximate this value,
we consider |c;|~(1-10)km/s, v, ~(0.1-1)km/s, B,~05x10"T, S=10"m"s™, and consider
W, = Vg (where V= (1-100)m/s) is the local ionospheric mean wind's velocity). Then, the vaues for the
excited mean magnetic field becomes ‘Ey‘ =(10° -10°)nT . Consequently, the intensification of the

geomagnetic field perturbed pul ses takes place.
a=1 a=5

e 0 T T 50 00 05 10 s 20
X X
Fig. 3. Dependence of the function 4 onwave number x at different valuesof & .

In Fig.3 the dependence of the dimensionless ratio (see Eq. (94)) on wave number x for the values & =1;5is

shown. The curve A belongs to K hantadze waves contribution, while the curve B to Rossby waves contribution.
Note that for the large latitude in the northern hemisphere our consideration has been limited to the nearly
constant dipole geomagnetic field.
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Placed on the solid ground magnetometer chains register large-scale variations of exposed origin in dB.
However, the incoming values are much lower than those in the E-layer since 0B falls off exponentially below
the conductive sab (e.g., [59]), i.e. OB o< exp(—27d/ A1), where d =150kmis the characteristic scale at the E-

layer heights. For the discussing planetary wavelengths A = 10°km and the estimated damping rate is of order
unity. We would like to note that studied in the given paper theoretically ULF electromagnetic modes in the E-
layer are not adequately studied experimentally and further experimental studies are required.

Thus, in this paper the conducted investigation shows that parametric instability becomes a sufficient
nonlinear mechanism to drive large-scale zonal flows and intense mean magnetic field in the weakly ionized
ionosphere E-layer.
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I'enepupoBaHue 30HAJILHOTO TeYEHUS] M MATHUTHOIO MOJISl CHENJIEHHBIMHA
BostHaMu PoccOu-AnbdBena-Xanranse B E-ciioe nonocpepni 3emiin

T. [. Kananze, B. Xopron, JI. 3. KaxnoHn, O. [Toxorenos, O. OHunieHko
Pesrome

[Toka3zano, uto B cabononusupoBaHHoM E-croe nonocdepsr 3emiy, rae npeodiaasaeT XoMI0BCKas
MPOBOAMMOCTh TUIA3Mbl, MOXET CYIIECTBOBATh HOBBIA THI CIEIUIEHHBIX 3JIEKTPOMAarHUTHBIX (DM)
TulaHeTapHelX ~ BomH  PoccOu-Anbdsena-Xanramse  (CPAX),  OOyCIOBICHHBIX  IIMPOTHOM
HEOJIHOPOJHOCTBIO KOPHUOJIMCOBAa MapaMerpa 3emyid UM reomarHutHoro mnoss. [lox BozneicTBuEM
TaKOro CLEIUICHUsI BO30YXKAaeTcsi HOBBIA THUI JUCIEPruUpylomux BodH AjbdBena. Mccnemyercs
T€HEPUPOBAHHUE CABUTOBOTO 30HAJIBLHOTO TEUEHHs M MarHUTHOro mois moxa aeiictBuem CPAX DM
[JIJaHETapHBIX BOJIH. HelnHEeWHbI MEXaHW3M HEYyCTOWYMBOCTH OCHOBBIBACTCS HAa IapaMETPUUYECKOM
BO30Y>KJI€HUH 30HAJbHOTO TEYEHMsI IOCPEJCTBOM B3aUMOJEHCTBUS UYETHIPEX BOJH, BEIYIIUX K
WHBEPCUOHHOMY KacKajay SHEpruM B CTOpPOHY Oosee AJIMHHBIX BOJH. BbiBenena cuctema 3D
CHETUIEHHBIX YpaBHEHUH, OMMMCHIBAIOIINX HEJIMHEWHOE B3auMoieiicTBue HakaunBaronmx CPAX BonH u
30HAIBHOTO TeueHus. OrnpeneneHsl CKOPOCTh POCTa COOTBETCTBYIOLIEH HEYCTOMYMBOCTH H
yCIOBUSIIA WX YyrpaBieHus. OOHapyXeHO, YTO POCT CKOPOCTH TIJIaBHBIM 00pa3oM 00yCIOBIEH
BoiHamMu PoccOu, a reHepanuss MarHUTHOTO TOJNSL CpeJHEH HHTEHCHBHOCTH BBI3BIBAETCS BOJIHAMHU
AnbdseHa.
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Abstract. The presence of planetary scale motion characteristic variations in the Earth's
upper atmosphere is shown in the intensities of the nightglow mesopause hydroxyl OH(8-3)
band, the lower thermosphere oxygen green OI 557.7nm line and the ionosphere F2 region
red OI 630.0 nm line, observed from Abastumani(41.75N, 42.82E). There is demonstrated the
simultaneous observation for the mentioned intensities characterized by vertical propagation
of 4-8 hour tidal motions, which are considered as the manifestation of the lower and upper
atmosphere-ionosphere F2 layer dynamical coupling in the Caucasus region.

It is shown that in the considered cases, for terdiurnal tidal motions, is possible to estimate
the wavelength of the vertical propagation, which is equal to the distance between luminous
layers (about 130-150 km) or its multiple values (65-75, 32-37 km). The profile of the
electron content is necessary to reveal smaller wavelengths.

1. Introduction

Tidal motions are mainly planetary scale dynamical processes [2] and play an essential
role in the climatology of the mesosphere and thermosphere regions of the Earth's
atmosphere [3, 4]. The main source of the thermal tidal motions is the periodical absorption
of the Solar electromagnetic radiation by Earth's surface and atmosphere during daily
rotation of the planet. In the upper atmosphere, such thermal tidal movements can be
characterized by periods of 24 and 12 hours [2], and also with a low periods of 4-8 hours [12].
Tidal motions are important processes for the dynamical coupling between lower and upper
atmosphere under various helio-geophysical conditions in the given region of the globe. The
interest of this kind investigations increases in the last decade [1, 6, 8, 11].

The dynamical coupling between lower and upper atmosphere is shown in the
mesosphere-thermosphere-ionosphere interaction and the simultaneous observations and
monitoring on the airglow intensities for mentioned atmosphere regions are important to
study the development of this processes.

In this paper the nightly variations of the intensities of the mesosphere hydroxyl
OH(8-3) band (maximum luminous layer about 87 km), the lower thermosphere green OI
557.7 nm line (maximum luminous layer about 95 km) and the ionosphere F2 region red OI
630.0 nm line (with maximum luminous layer about 230-280 km) are considered, where the
4-8 hours period tidal characteristic changes occurs simultaneously. Mention phenomenon
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will be considered as a manifestation of importance of the tidal motions in the lower and
upper atmosphere-ionosphere dynamical coupling processes. Its investigation is important to
manifest the characteristic parameters of the tidal motions in the (Caucasus) region, which
source could be as at the near Earth surface as well in situ generation in the atmosphere.
2. Tidal variations in the hydroxyl OH band, the green 557.7 nm and the red 630.0 nm line
nightglow intensities

The systematic simultaneous photometrical observations of the nightglow intensities
of the mesosphere hydroxyl OH bands, the lower thermosphere green OI 557.7 nm line and
the ionosphere F2 region red OI 630.0 nm line are carrying out in Abastumani Astrophysical
Observatory from 1957 year. These data is important to investigate dynamical and structural
processes in the Caucasus region of the upper atmosphere during different helio-geophysical
conditions [3, 4]. The brightest object of the nightglow spectrum of these observations is
hydroxyl OH(8-3) band, which is mainly emitted from the coolest region of the atmosphere -
mesopause. Main process for OH(8-3) band excitation is the reaction Os+H=OH+QO: and its
volume emission rate g, [10]

gon < [HIIO,] (1)
where [Os] and [H] are densities of the Os ozone molecule and the A atoms of hydrogen in
the emitted region of the mesosphere. These parameters change during the seasons and
during the night as well. They are sensitive to vertical flux changes of neutral components in
the mesosphere and lower thermosphere, which can be induced by tidal motions.

The source of the upper atmosphere tidal motions sometimes is in the lower
atmosphere and it propagates to the lower thermosphere and the ionosphere F2 region [7].
The nightglow intensity of the green 557.7 nm line (O('S) —2“™™ ,(*'D)) in the lower
thermosphere is also sensitive on mention atmospheric disturbances. The green line in the
lower thermosphere is excited during the Barth two step mechanism [9] and its volume
emission rate g,

5577 ¢ [OT (2)

where [O] is atomic oxygen density. Atomic Oxygen O, eq.1, Ozone O and Hydrogen atom
H, eq.2, are small components of the atmosphere and their changes significantly could be
modulated by atmospheric tidal motions. Their changes are mutually coupled. For example
the relative part of ozone increases during increase of vertical flux which in turn increases
luminosity of hydroxyl OH(8-3) band (eq.1). Also, the green line intensity decreases caused
by decreasing in the relative part of atomic oxygen density in the same region. The picture is
vice versa when the stream is downward - the increase in the green line intensity is
accompanying with decreasing in the hydroxyl OH bands intensity. This phenomenon
occurs in most seasons of the year and gives additional information on characteristic periods
of tidal motions and on their vertical distribution as well.

We are using the nightly behavior of the red OI 630.0 nm line intensity emitted from
the ionosphere F2 region beside the green 557.7 nm line and hydroxyl OH(8-3) band
intensities to illustrate the propagation of the tidal motions to the heights of mentioned
region. The volume emission rate of the red line intensity &gz [3]
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[O,1(h)Ne(h, t)
Ee6300 ¢ d (3)
1+-B
Ao
here /O:/(h) is the height distribution of the density of oxygen molecules and Ne(h,t) is the
time varying height profile of the F2 layer electron density, dpis the rate of the collisional
deactivation of O(D) atoms with the dominant neutrals (O, Nz, O2) [5] in the same region.
Note, that the electron density /Ne behavior is sufficiently determined by vertical motion of
the neutrals and also on changes in horizontal wind velocity [3] which in turn is
characteristic for tidal motions and comparatively less noticeable for the hydroxyl OH bands
and the green line intensities, eq.1-2.

The tidal motions and its horizontal and vertical velocities and their vertical
propagation can be described by the following equation [2]:
S 2 2
Vg =(U,W)-e?" .co —”t——”z+w (4)
T A,
here Uand W are the horizontal and vertical component of tidal velocity, respectively; ¢ is
time (in hours) and 7 corresponds to period of tidal motion which is 4-8 hour (the terdiurnal
type tides) in our case; z=hA-hois the difference between actual and some initial height and #

is the atmospheric scale height; A, is the vertical wavelength and ' corresponds to some
initial phase of tidal velocity.
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The night behavior of the Hydroxyl OH(8-3) band (panels c), Ol 557.7 nm line (panels b) and red OI 630.0
nm line (panels a) observed column intensities from Abastumani (41.75N, 42.82E) for 2-3 September 1989
(Figure 1) and 13-14 January 1991 (Figure 2).

The Figures 1 and 2 shows an existence of the 4-8 hour periods tidal type disturbances
in the mesosphere-thermosphere regions and their propagation to the ionosphere F2 region
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heights. The Figure 1 and 2 corresponds to different phase of development of the same kind
of tidal motions.

The propagated disturbance in the ionosphere corresponds to decrease of neutral
wind vertical component ( W), eq. (4), or increase of northward wind () phase on the Figure
1. Another plot (Figure 2) shows the similar process in case of 4 hour dallying of phase, when
electron density /Ne is decreased during the vertical downward neutral wind (W<0) or
increase in northward wind velocity (U>0) in the ionosphere F2 region which corresponds
the downward flux in the lower thermosphere (the intensity of the green line increases and
hydroxyl intensity decreases).

Note, that the demonstrated observations correspond to geomagnetically quiet
conditions (the values of daily Ap index 8 and 12 corresponds to demonstrated observation
for 02-03 September of 1989 and 13-14 January of 1991) and other planetary scale
disturbances then tidal motions are less supposed.

3. Conclusion

The existence of the planetary scale characteristic motions in the Earth’s upper
atmosphere by the mesopause region hydroxyl OH(8-3) band, the lower thermosphere green
OI 557.7 nm line and the ionosphere F2 region OI 630.0 nm line intensities observed from
Abastumani, has been shown. There was demonstrated the simultaneous observation for the
mentioned intensities characterized by vertical propagation of 4-8 hour tidal motions during
the geomagnetically quiet conditions, which are considered as the manifestation of coupling
between the lower and upper atmosphere in the Caucasus region. The wavelength of the
terdiurnal motion vertical distribution could be equal to the distance between 557.7 nm and
630.0 nm lines luminous layers (about 130-150 km) or its multiple values (65-75, 32-37 km)
in the considered cases. The source of these tidal motions could be at the Earth surface or in
situ generated in the lower and upper atmosphere.
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BrifBnenue suHaMMCYeCKO# CBA3M MeXAY HIDKHel TepMmocdepoit u
noHocdepHoii F2 o61acTaMu ¢ IOMOIIBIO IPHJIMBHOTO ABIKEHHUA Haf,
AGactymaHu

Hurours I'ygazgse, Iogepasu I. /Jugebyruzse, I'mopra 1. /[ xaBaxuurBurmn
Pesrome

[To naGmomenusm u3 AGactymanu (41.75N, 42.82E) WHTEHCUBHOCTH U3Iy4YeHUS
COOGCTBEHHOTO CBeYeHHS HOYHOTO Heba, B wyacTHOCTH, mojockl rugpoxcwia OH(8-3) us
obacTu Me3omayssl, IMHUI aToMHoro kucaopoza OI 557.7 am u3 HivkHe# Tepmocdepst u Ol
630. Oum u3 moHochepHoit F2 o6iacTy, BHIABIEHBI XapaKTepHbIe BapHAIIMU IBIDKEHUS
IIJITaHETapHBIX MAcCIITaboB B BepxHei aTMocdepe 3eMIIH.

[TpomemoHCTpUpOBaHBl  [JaHHBIE  OJHOBPEMEHHBIX  HAONIOZEHWM  yKasaHHBIX
MHTEHCUBHOCTEH, C XapaKTePHBIMM IPUIMBHBIMH [JBIDKEHUAMM U BEpPTUKAJIbHBIM
pacIpocTpaHeHHeM IIPOAOJDKUTENIBHOCTHIO 4-8 4acoB, UTO paccMaTpHBaeTCsa KaK IPOsABIeHHE
TVHAMUYeCKOH CBA3M MeXIy HIDKHeH UM BepxHell aTMocdepoii u noHocdepoir B KaBkazckom
peruoHe.

[ToxasaHo, YTO B pacCMaTpHBaeMbIX CIydasx, [Jis IPWJINBHBIX ABIKEHUN (C IEePUOZOM
OKOJIO 8 dYacoB), BO3MOXXHO OIIEHUTH [JIMHY BOJIHBI BEPTHKAJIBHOIO PAaCIPOCTPAaHEHUS
IPWIWBHOTO [BIDKEHUs, KOTOpas IPUOIM3UTEIBHO pPaBHA PACCTOAHUIO MEXIY CIOAMHU
manydenus (mpubnausurensro 130-150 xm) mnu ux yactHeIM BenuduHaM (65-75, 32-37 xm).
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Abstract

The analysis of long-term observations in Abastumani (41.75° N, 42.82° E) revealed
differences in the seasonal variations of Galactic Cosmic Rays (GCRs) flux and geomagnetic
activities at cloudless days and cloudless nights. Particularly, in summer, the inter-annual
distributions of the planetary geomagnetic Ap index and Sudden Storm Commencement (SSC)
exhibited minima for cloudless days and maxima for cloudless nights, where GCR flux showed deep
minimum. This feature in the case of SSC was demonstrated for the first time. The long-term trends
of Ap index during summer time also revealed various meanings for cloudless day and night. These
results can be regarded as the effect of cosmic factors on cloud covering in Abastumani, which in
turn may have an influence on climatic variations.

1. Introduction

During the last decade the problem of impact of cosmic factors on cloud cover and its consequences
on global climate has become of an increasing interest [1]. The solar wind, as well as Galactic
Cosmic Rays (GCR) flux, modulated by it, effect the structure of the atmosphere. GCRs are the
main source of ionization in the troposphere and lower stratosphere and they can initiate cloud
condensation nuclei (CCN) [2, 3]. Geomagnetic storms also affect atmospheric structure and

GCR flux [4]. Thus, there should be the interconnection between solar activity, GCR flux and
geomagnetic disturbances.

The active processes on the Sun, like energetic proton events, coronal mass ejections
(CME), solar flares, etc., are followed by decrease of GCR flux in the heliosphere [5, 6]. Since the
active processes happen more often during solar maximum, then in minimum phase, the
variations of the GCR flux are in antiphase with the 11-year solar cycle: it’s decrease is greater
during solar maximum, then during minimum phase [7].

According to Svensmark and Friis-Christensen [2], the lower level cloud covering
correlates with the 11-year cycle of GCR flux and can cause variations of the ion numbers
produced by it, which in turn affect the changes in the amount of CCN [8]. The cloud covering
process is also connected to the temperature and seasonal changes of the atmosphere, in general.
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Various seasonal atmospheric conditions can also influence differently the variations of
the CCN produced by GCR. Therefore, there is a possibility that the inter-annual changes
impact the cloud covering. At the same time, geomagnetic disturbances accompany active
processes on the Sun and modulate GCR flux, which may be reflected on the cloud covering
processes.

The goal of this paper is to reveal possible influence of cosmic factors on the cloud
covering, considering inter-annual and long-term variations of GCR flux, solar activitiy,
geomagnetic Ap index and Sudden Storm Commencement and their relationships, at cloudless
days and cloudless nights in Abastumani.

2. Inter-annual variations of the planetary geomagnetic Ap index, SSC, GCR and solar radio Fio
fluxes at cloudless days and nights in Abastumani

To reveal the influence of cosmic factors on cloud covering we consider the inter-annual
variations of planetary geomagnetic Ap index, Sudden Storm Commencement (SSC), GCR flux
and solar radio flux Fizat cloudless days and nigths in Abastumani.

Fig.1 demonstrates mean seasonal values of Ap index for moderate geomagnetic
disturbances (Ap<49), as well as corresponding normalized GCR flux and solar radio Fio7 flux in
Abastumani during 1957-1993, for cloudless days (white circles) and nights (black circles). GCR

values X (at days with Ap<49) are normalized to their mean X - X,=(X - X)/X.

Fig.1a demonstrates that, for cloudless nights, in addition to the Ap's well-known semi-
annual variations with greatest values in spring and fall [9], it also reveals maximum in summer.
This indicates the influence of cosmic factors on cloud covering. For the same cloudless nights
GCR flux drops in summer as well. This decrease can cause reduction of ionization in the lower
atmosphere and, consequently, the decrease of the amount of cloud formation nuclei, which in
turn results in more cloudless nights.

The reduction of GCR flux in Summer is even more evident for strong geomagnetic
disturbances (Ap>50), which is often accompanied by Forbush decrease of GCR [6, 10]. The
GCR effect on cloud covering appears even stronger since solar radio flux changes (at Ap<49) in
summer for cloudless nights are insignificant.
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Fig. 1. The inter-annual distributions of seasonal mean values of the following quantities at the planetary
geomagnetic Ap<49: (top panel) Ap index; (middle panel) the normalized GCR flux observed by Thilisi
neutron monitor during 1964-1993 and (bottom panel) solar radio flux Fy,7. Dashed lines are for all day-night
periods, dash-dotted lines and white circles — for cloudless days, and solid lines and dark circles — for
cloudless nights at Abastumani in 1957-1993.

We considered the inter-annual distributions of monthly mean values of relative
monthly numbers of Sudden Storm Commencement (SSC) and normalized GCR flux observed
by Thbilisi neutron monitor during 1964-1993, for all, cloudless days and cloudless nights (Fig.2).
Relative monthly numbers of SSC (characteristic frequency of SSC occurence) is a ratio of
number of days (nights) with SSC to number of days (nights), for every month, summed during
1957-1993. Similar to above case, for cloudless nights, the sharp maximum of SSC in June is
accompanied by the deep minimum of GCR flux.

The observed different sensitivity of cloud covering to the cosmic factors during day and
night should affect the radiation balance on the Earth's surface and possibly the climate. To
reveal the influence of cosmic factors on climate change we will consider the long-term trends
of geomagnetic index for cloudless days and nights in the next chapter.
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Fig. 2. The inter-annual distributions of monthly mean values of the following quantities: (top panel) relative
monthly numbers of Sudden Storm Commencement; (bottom panel) the normalized GCR flux observed by
Thilisi neutron monitor during 1964-1993. Dashed lines are for all day-night periods, dash-dotted lines and
white circles — for cloudless days, and solid lines and dark circles — for cloudless nights at Abastumani in
1957-1993.

3. Long-term trends of the planetary geomagnetic Ap index for cloudless days and nights

Like solar activity, the number of geomagnetic disturbances and thus planetary geomagnetic Ap
index undergo changes with 11-year, secular and possibly other long-term periods, typical for
solar variabilities. The considered dataset covers three 11-year solar cycles [11]. In Abastumani,
the monthly and seasonal long-term trends (during 1957-93) in the red line of nightglow
intensity were determined [12]. For this period the annual mean values of Ap index experience a
minor positive trend. Almost the same values are obtained for cloudless days and nights. On
Fig.3 the trend values of Ap for cloudless days, nights and all day-nights at moderate
geomagnetic disturbances (Ap<49) are demonstrated.
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Fig. 3. Long-term variations of the mean annual planetary geomagnetic Ap index with Ap<49 for all day-
nights (dashed lines and triangles), cloudless days (left fig., white circles), cloudless nights (right fig., dark
circles) and their linear long-term trends during 1957-1993.

However, for seasonal mean Ap the trends are significantly different in case of cloudless
nights. In the table, Ap seasonal trends (year™) and errors in 95% confidence are presented for all
day-nights, cloudless days and cloudless nights.

All Ap Cloudless days Ap Cloudless nights Ap

trend +95% c.i. trend +95% c.i. trend +95% c.i.
Feb-Mar-Apr 0.092 0.017 0.136 0.036 0.178 0.065
May-Jun-Jul 0.009 0.014 0.008 0.023 -0.104 0.044
Aug-Sep-Oct 0.056 0.016 0.058 0.024 0.091 0.038
Nov-Dec-Jan 0.070 0.015 0.034 0.033 0.072 0.056

For cloudless days and nights these trend values are significantly different in summer
(May-Jun-Jul): 0.008+0.023 and -0.104+0.044, respectively, with statistically significant negative
number for nights. This negative trend for cloudless nights indicates the decrease of number of
magnetically disturbed cloudless nights and thus the reduction of loss of infrared radiation
emitted by the Earth's surface. This phenomenon may indicate the impact of cosmic factors on
climate change.

4. Conclusion

We obtained different inter-annual variations of planetary geomagnetic Ap index
(Ap<49) and Sudden Storm Commencement at cloudless days and nights in Abastumani. For
cloudless nights, mean seasonal Ap and SSC are the greatest in summer, while it is the smallest
for cloudless days. In the case of SSC, this feature is demonstrated for the first time in the
present paper. So, the effect for weak and moderate geomagnetic disturbances (Ap<49) and
strong ones are similar. The GCR flux decrease is also the greatest in summer.

We obtained that for summer season, the long-term trend of Ap for cloudless nights is
significantly different from the one for cloudless days.
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The obtained different seasonal sensitivity of cloud covering process to geomagnetic
activity and GCR flux changes indicates the impact of cosmic factor on radiation balance on the
Earth's surface. This fact, as well as different long-term trends of geomagnetic disturbances for
cloudless days and nights, also point on possible cosmic factor influences on climatic variations.
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CB3b N0TOKA rAJIAKTHYECKUX KOCMUYECKHX JIyueil 1 TeOMArHUTHOM
AKTHBHOCTH € 00/1a4YHOCTBHI0 B A0DaCTyMaHH

Maiis Toaya u I'ogepazu Aunedynuaze

Abactymanckas Actpoduszudeckas OOcepBaTopust
l'ocymapcrBenHbiii YHuBepcurer Minu

Pesrome

AHanu3 TNPOJNODKUTENBHBIX HAOMOACHWH B AOacTyMaHM BBISIBMJI Pas3iHuusl CE30HHBIX
BapHaIiil MOTOKa rajakTudeckux kocmuueckux jyderd (GCR) m reoMarHUTHON aKTUBHOCTH JUIS
SCHBIX JHEBHBIX U HOYHBIX BPEMEH CYTOK. B UacTHOCTH, B JIeTHee BpeMsi, TOI0BbIE pacipeaeeHHs
TUTAHETAPHOTO TEOMAarHUTHOTO MHJIeKca AP 1 BHe3armHoro Havaita Oypu (SSC) nMmeeT MUHUMAIBHOE
3Ha4YeHHE BO BPEMsI SICHBIX JHEH M MaKCHMaJIbHOE BO BpeMs HOuel. B To jke Bpems, B cilydae sICHBIX
Houed, morok GCR wumeer rinybokuii wmumHEMyM. J[lns SSC 3ta  0coOeHHOCTH OblIa
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IPOJEMOHCTpUpOBaHa BrepBble. IIpogomkurensHple TpeHAbl AP HHIEKCA TaKXKE BbIIBUIM
pasInYHbIC 3HAYCHMSI B JIETHEE BpeMsl JUIsl ACHBIX AHEH W Houell. [lomyueHHble pe3yabTaThl MOTYT
OBITH TPOSIBIICHUEM BIMSHUS KOCMHUYECKHX (PAKTOpOB Ha 00IaYHOCTH B AOacTymaHu, KOTOpoe, B
CBOIO 0Y€pe/b, MOKET UMETh BO3/ICHCTBHE HA KIIMMAaTUYECKHE N3MEHEHMSL.
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Abstract

This work is devoted to study of transient growth and further linear and nonlinear dynamics of planetary
electromagnetic (EM) ultra-low-frequency internal waves (ULFW) in the rotating dissipative ionosphere due to
non-normal mechanism, stipulated by presence of inhomogeneous zonal wind (shear flow). Planetary EM
ULFW appears as a result of interaction of the ionospheric medium with the spatially inhomogeneous
geomagnetic field. An effective linear mechanism responsible for the generation and transient intensification of
large scale EM ULF waves in the shear flow is found. It has been shown that the shear flow driven wave
perturbations effectively extract energy of the shear flow and temporally algebraic increasing own amplitude
and energy (by several orders). With amplitude growth the nonlinear mechanism of self-localization is turned
on and these perturbations undergo self organization in the form of the nonlinear solitary vortex structures due
to nonlinear twisting of the perturbation’s front. Depending on the features of the velocity profiles of the shear
flows the nonlinear vortex structures can be either monopole vortices, or dipole vortex, or vortex streets and
vortex chains. From analytical calculation and plots we note that the formation of stationary nonlinear vortex
structure requires some threshold value of translation velocity for both non-dissipation and dissipation complex
ionospheric plasma. The space and time attenuation specification of the vortices is studied. The characteristic
time of vortex longevity in dissipative ionosphere is estimated. The long-lived vortex structures transfer the
trapped particles of medium and also energy and heat. Thus the structures under study may represent the ULF
electromagnetic wave macro turbulence structural element in the ionosphere.

Keywords: ULF electromagnetic wave, Inhomogeneous geomagnetic field, Shear flow, non-modal
approach, Nonlinear solitary vortex structures.

PACS: 52.35. Mw, 52.35.We, 94.20.W

1. Introduction

In the work presented here, we continue to study a special type of internal waves, which appear in the
ionosphere under the influence of the spatially inhomogeneous geomagnetic field and the Earth’s rotation
velocity (Aburjania et al 2002, 2003, 2004, 2007). So, we are interested in large-scale (planetary) ultra-low-
frequency (ULF) electromagnetic (EM) slow and fast wave motions in the ionospheric medium (consisting of

electrons, ions and neutral particles), which have a horizontal linear scale L, of order 10° km and higher, a
vertical scale L, of altitude scale order H (L, = H). In the mid-latitude E-layer, slow ULF waves have phase
velocities of 1-100 m/s along the parallels, and period variations from several hours to tens of days, i.e. they

have the frequencies in the range of (10‘4 —10‘6) s as it is obvious from the long-term observations
(Cavalieri et al. 1974; Manson et al. 1981; Sharadze et al. 1989; Zhou et al. 1997). In contrast to conventional
planetary Rossby waves, they give rise to a perturbation of the geomagnetic field (a few nanoteslas (nT)) — a
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circumstance that gives evidence of their electromagnetic nature. These waves are generated by the electrostatic
dynamo electric field of polarizationE, =V xH, /¢, where H is the strength of the geomagnetic field, V is

velocity, ¢ is light speed. Observations also show, that at temperate and mid-latitudes of the ionospheric E-
region there are large-scale, relatively fast planetary electromagnetic wave perturbations, which propagate along
the parallels with velocity of order of 2-20 km/s, their periods vary from several of minutes to a few hours, i.e.

they have the frequencies in the range of (10" —10™*) s?, and an amplitude from hundreds to thousand of nT,
as it is obvious from the observations (Al’perovich et al. 1982; Sharadze et al. 1988; Burmaka et al. 2004;
Georgieva et al. 2005). Fast waves are generated by the latitudinal gradient of the geomagnetic field and the

Hall effect and represent a variation of the vortical electric field — E,=VyxH,/c, where

V, =ExH, c/H; is an electron drift velocity. The fast waves are caused by the oscillations of electrons,

completely frozen in the geomagnetic field. The phase velocities of these perturbations differ by magnitude at
daily and nightly conditions in the E-layer of the ionosphere. In the mid-latitude F-layer the fast planetary
electromagnetic wave perturbations propagate east-west along lines of constant latitude with a phase velocity of
several units-tens of km/s; the periods range from a few seconds to several minutes, i.e. they have the

frequencies in the range of (101—10‘3) sand accompanied by strong pulsation of the geomagnetic field

(20—10° nT), as it is obvious from the observations (Sorokin, 1988; Sharadze et al. 1988; Burmaka et al. 2004;
Georgieva et al. 2005; Fagundas et al. 2005). The phase velocity of the fast magneto-ionospheric wave
perturbations in the F-layer does not vary noticeably on the period of a day, but depends on the ionospheric
ionization levels.

These perturbations represent the eigen oscillations of the E and F-regions of the ionosphere and they are
responsible for ionospheric electromagnetic weather formation. Such forced oscillations are observed at impulse
action on the ionosphere from above - at magnetic storms (Haykowicz, 1991), from bellow — at seismic activity,
volcano eruption and anthropogenic activities (Pokhotelov et al. 1995; Shaefer et al. 1999). So, at external
influences these oscillations will be excited or amplified first in the ionosphere as eigen modes of the
ionospheric resonator. Thus, these waves may be represented also ionospheric electromagnetic response on
natural and artificial activities.

Observations (Gershman, 1975; Gossard and Hooke, 1975; Kamide and Chian, 2007) show also, that
spatially inhomogeneous zonal winds (shear flows), produced by nonuniform heating of the atmospheric layers
by solar radiation, permanently exist in the atmosphere and ionosphere layers. Herewith, investigation of the
problem of generation and evolution of ionospheric EM ULF electromagnetic waves at interaction with the
inhomogeneous zonal wind (shear flow) becomes important.

2. The governing equations

We choose our model as a two-dimensional g —plane with sheared flow. Since the length of planetary waves
(A1 >10°km) is comparable with the Earth’s radius R, we investigate such notions in approximation of the
3 —plane, which was specially developed for analysis of large-scale processes (Pedlosky, 1978), in the
“standard” coordinate system. In this system, the X -axis is directed along the parallel to the east, the y -axis
along the meridian to the north and the z-axis — vertically upwards (the local Cartesian system). For
simplicity, the equilibrium velocityV,, geomagnetic field H,, perturbed magnetic field h and frequency of

Earth’s rotation Q, are given by V, = V,(y)e,, Hy(0,0,-H_ cos6), h(0,0,h,), Q,(0,0,Q,cos0).
Here and elsewhere € (e,,e,,€,) denotes a unit vector, H, =5x10" T is the value of geomagnetic field

strength in the pole and we suppose that geomagnetic colatitude 6 coincides with a geographical colatitude 0’ .
In the ionosphere the large-scale motions are quasi-horizontal (two-dimensional) (Aburjania et al. 2002; 2003;

2006) and hydrodynamic velocity of the particles V = (ny,Vy,O) . The fluid is assumed to be incompressible
and therefore a stream function y can be defined trough V = [V, e,]. Medium motion is considered near the
latitude ¢, =7 /2-6,.

Not considering any more detail in the new under review branches of planetary waves (see Aburjania et al ,
(2002-2004, 2007)) we would like to note that beginning with the altitude of 80 km and higher, the upper

atmosphere of the Earth is a strongly dissipative medium. Often when modelling large-scale processes for this
region of the upper atmosphere, effective coefficient of Rayleigh friction between the ionospheric layers is
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introduced. The role of the ion friction rapidly increases at the altitudes above 120 km (Kelley, 1989, Kamide
and Chian, 2007) and its analytical expression coincides with the Rayleigh friction formula (Aburjania and

Chargazia, 2007). Therefore, often during a study of large-scale (10° —10*)km, ULF (10—107°)s™ wavy
structures in the ionosphere, we will apply the well-known Rayleigh formula to dissipative force F=—-—AV,
assuming the altitudes above (80—130)km A ~107° s™*(Dickinson, 1969; Gosard and Hooke, 1975), and the
altitudes above 130 km A =Nv;,/N,,, where N and N, denote concentrations of the charged particles and
neutral particles, v;, is frequency of collision of ions with molecules (Gershman, 1974; Kelley, 1989;

Al’perovich and Fedorov, 2007).

The governing equations of the considered problem are the closed system of magnetohydrodynamic
equations of the electrically conducting ionosphere (Gershman, 1974; Kelley, 1989; Aburjania et al. 2004; 2007;
Al’perovich and Fedorov, 2007). The solution of the temporal evolution of inhomogeneously sheared flow
reduces to solution of the set of nonlinear partial differential equations for y and magnetic field perturbation,

h, (see Aburjania et al. 2002):

8 d "\ O oh
—+V,(Y)— |Aw +(B-V, )| —+C, —+AAw =J(v,Av), 1
(at () j w+(p 0)8x W TAAY =3 Ay) (1)
(G e G- G- ?
Here
8290 1 a ZQOSineo
=220 = T (2=
o] o R&G( 0) R
eN oHy, N eH, _ d¥V(y)
cH
_ N g o aHOzz_ P_sing, <0,
N,Mc 4zeN oy 47reNR
2 2
L0 LD yapy-B.d 2 ®)
o’ oy X oy oy ox

p=N,M s density of neutral particles; mand M are masses of electrons and ions (molecules); e is the
magnitude of the electron charge; ¢ is the light speed. Further we consider a motion in neighborhood of fixed
latitude (6 =6,). The dimensionless parameter ¢ is introduced here for convenience. In the ionospheric E
region (80 —150)km, where the Hall effect plays an important role, this parameter is equal to unity (6 =1). In
the F region (200 — 600) km, where the Hall effect is absent, & turns to zero (6 = 0).

The system of Egs. (1), (2), at corresponding initial and boundary conditions, describes nonlinear evolution
of the spatial two-dimensional large-scale ULF electromagnetic perturbations in sheared incompressible
ionospheric E- and F-regions.

From the equations (1), (2) we determine the temporal evolution of the energy of wavy structures, E( x,y,t)

oy 0
_IVO( ) ‘/’ ‘//dxdy Aj|vz//| dxdy , @
where
L av N 2 4 2N
:E‘(|Vl//|+k|h|)dxdy Vo(y)= O(y):ko ! w—zl, W - 7N 5
n C M

and the potential enstrophy Q of wave perturbations:

Q o1 vhf oh oh oy 8
Q {I{|Aw|2+|k2|Jd ] jvo—add—jvo —W%dxdy—AﬂAwfdxdy. (6)

o ot 2 ?

We note that in the absence of zonal flow (V, =0) and Rayleigh friction ( A4 =0) the wavy structure energy and
enstrophy are conserved.
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Therefore, the existence of sheared zonal flow can be considered as the presence of an external energy
source. One can see, that presented zonal shear flow (term withV,(y) in (4)) feeds the medium with external

source of energy for generation of the wave structures (development of the shear flow instability). In this case it
is necessary the velocity of the shear flow to have at least the first derivative according to meridional coordinate

different from zero (V(;( y)=0). This conclusion can be made by virtue of above used modal (local - spectral)

approach, which can’t give much information about the features of the shear flow instability. But this doesn’t
mean that such instability always arises and remains in such form. This is exactly due to non-adequacy of modal
approach at investigation of the features of shear flows, which is already considered in the introduction. In shear
flows the modal approach can detect only possibility of instability. But for investigation of instability generation
conditions and its temporal development in the ionosphere an alternative approach, namely, non-modal
mathematical analysis becomes necessary. As it will be shown in the section 4 on the basis of more adequate
method for such problems —nonmodal approximation, shear flows can become unstable transiently till the
condition of the strong relationship between the shear flows and wave perturbations is satisfied (Chagelishvili et
al. 1996; Aburjania et al. 2006), e. i. the perturbation falls into amplification region in the wave number space.
Leaving this region, e. i. when the perturbation passes to the damping region in the wave vector space, it returns
an energy to the shear flow and so on (if the nonlinear processes and self-organization of the vortex structure
will not develop before) (Aburjania et al. 2006). The experimental and observation data shows the same
(Gossard and Hooke, 1975; Pedlosky, 1979; Gill, 1982). Thus, non-uniform zonal wind or shear flow can
generate and/or intensify the internal gravity waves in the ionosphere and provoke transient growth of
amplitude, i.e. transient transport the medium into an unstable state. In the section 4 we confirm this view by
using a different, more self-consistent method for the shear flow.

3. Local dispersion relation

Equations (1) and (2) are partial differential equations the variable coefficients of which depend on the spatial
coordinate y. An analysis of the existence of nontrivial solutions by direct expansion of the physical quantities
in Fourier integrals it is impossible even for the initial stage of the evolution of wave perturbations. This is why
we have to use a local approximation by assuming that the coefficients of Egs. (1) and (2) are locally uniform
(constant), (vo = const ). This approach justifies the use of the Fourier expansion in spatial and time variables to

analyze the spectrum of the perturbations described by these equations (Mikhailovskii, 1974).
We represent the solution to Egs. (1) and (2) in terms of the spatiotemporal Fourier expansion of the wave
perturbations:

[y Oy, 00001 = [Tk kg )hCky Ky Texp (i kex+kyy - ot ] fdkydk, (7)

where k is the wave vector and o is the frequency. Substituting representation (7) into Egs. (1) and (2) yields
the dispersion relation

k.Cy
2

2
a~)2+(|t—§ﬂ—§-kXCH+iAJa~)—5- (kxﬂ+iAk2)—t—;cHﬂH 0. (8)

12
Here @=w—Kk,V,. Assuming that the wave number k =(kf +k§) is real, and the frequency is complex,

@=awy—kNp+iy =@ +iy, || <<y, and taking in to account that the velocity C; <0 and Sy <0, we
obtain from dispersion relation (8) the spectrum of linear perturbations

k k2
of (0K [Ou [+ Jor +5[CulL8- A=Al =0, ©

where o = axy — KV, and the damping rate

O -k, |ICy |+ A
y=- ( kx|ﬂH| @) . (10)
(2a;l+ kX2 +5-kx|cH|)

From formula (9) we can determine two wave branches:

K 1/2
a;(()l'z)=kxvo+ﬁ{—5|CH|k2—ﬂi{(5|CH|k2+ﬁ)2—4k2|CH|(5ﬂ_|IBH|)} } (11)
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(i) E-region(s=1).

For E region of the ionosphere, where the Hall effect plays an essential role( o =1), the equations (11) and (10)
obtain the following form respectively:

(12) 2 12
&) Culk+p 1 { 2 2 2 }
=V, — + Culk“+p) —4|Cylk : 12
R ~z{(lCulk?+ ) —4lculk®s (12)
(ke |Ch |+ )A
y=- *'k“ﬂ| (13)
(Za)l+ ;2 +ky |Ch |J
Here 8 = B —|Bu].
Equation (12) describes the propagation ULF planetary electromagnetic waves in the ionospheric E-layer
having two branches of oscillations fast ") (with “+” sign before the radical) and slow @{?) (with “— sign

before the radical). The fast and slow mode (12) is an eigen oscillation of E-region of the ionospheric resonator.
Wave is of electromagnetic origin and can exist in the presence of latitudinal gradient of the equilibrium

geomagnetic field. It is seen that at /8 ~|,|, the first branch &> =k,V, and for second branch we get

k
af?) =k Vo —ke|Cy |~ l:f (14)

In case long wave-length perturbations k? U S /|Cy|, we get from (12) and (13)

C. Byl K2C2|B B k?[C
a)él)=kao—kx[|CH|—| ng H|_ ;2| H|[1_|’;|H ‘7(1)‘2%/15 A, (15)
and
Cy - k?C2
a)(()z):kXVo—kX[kEZJr' HﬂﬂH|+ ;Jﬂﬂ(l_'%']]’ 7(2):_/1- (16)

From these expressions we see that depending on the sign of (5 —| B |) , Tast a)(()l) waves can propagate both

westward and eastward virtually without damping, while slow a)éz) waves are propagating only westward and
are damping substantially (but for more large-scale waves the damping can be weak).

In case of relatively short wave-length perturbations k® Ll 3 /[Cy,|, we get

o =y i+ L (pia)) ], A0 =a, (17)
K Ck
and
(2) _p v [Bal 2Bl @) 1Bl
0)0 —kaO kx |:|CH|+ k2 |CH|k4 (ﬁ |ﬁH |) ' ‘7 ‘~k2|CH|AD A. (18)

As before, we see that depending on the sign (ﬂ—|ﬂH |), slow a)él) waves can propagate both westward

and eastward and are damping substantially, while fast a)(()z) waves are propagating only westward without
damping.

93



(i) E-region (5 =0).
For F-region of the ionosphere, where the Hall effect is absent(6 =0), from (11) and (10) we obtain following
solutions:

k 12
o) i+ K57 4] |, (19)
and
(12)
(12) = — a)l A . (20)
! 20{*) +k B 1 K2
In case long wave-length perturbations k? (1 32 /|CH - Py | , we get from (19) and (20)
k.|Cy - B Cy B k2|Cy, B
oD =KV + «|Cx H||:1_| H / H|k2}’ ‘y(l)‘zm/l[ A, (21)
and
2 B |CH ’ﬁH| k2|CH '/BH| 2 ﬁz
o =k —ky | Lot 1- . ,M >‘z2—/m A. (22)
k B it 4k“Cy By

From these expressions we see that  fast a)(()l) waves can propagate only eastward virtually without

damping, while slow a)(()z) waves are propagating only westward and are damping substantially.

In case of relatively short wave-length perturbations k? I 2 /|CH - Py | , We get

Ky Vi Vi

{1 =k +-21,[C b 1- Co)=2, (23)
@ xVo k{ H P oK 8’_|CH,BH||<2 16|CH,3H|k2 ‘7’ ‘ 2

and

af? =k Vo—k—X JCh B NN i 1- p ‘}/(1)‘=£- (24)
Tk 2k 8\[Cy Bulk® | 16[CH B [K? 2

We see that «f") waves can propagate only eastward, while «{?) waves are propagating only westward.
These waves are weakly damping.

The wave branches (15) and (18) represent the dispersion relations for fast EM planetary waves stipulated
by Hall conductivity (6 =1) and the permanently acting factors in the E-region of the ionosphere —latitudinal
gradient of the geomagnetic field and angular velocity of the Earth’s rotation. The wave branches (21), (23) and
(24) represent also fast EM planetary waves caused by the global factors, acting permanently in the F-region of
the ionosphere —inhomogeneity of the geomagnetic field and angular velocity of the Earth’s rotation. As to the
wave branches (16), (17) and (22), they are of slow magnetized Rossby (MR)-type. In the dispersion of the slow
waves (16), (17) and (22) along with the latitudinal gradient of the Earth’s angular velocity latitudinal gradient
of the geomagnetic field plays the important role, which reduces the phase velocity. The same for the fast waves
(15), (18), (21), (23) and (24) —non-uniform nature of the angular velocity of the Earth rotation stipulates the
mutual coupling of the fast and slow waves, which causes intensification of the dispersion of the fast waves.
Without such couplings, for example, the fast waves (15), (23) and (24) become non-dispersive.

4. Non-modal analysis of the linear evolution of disturbances
In deriving dispersion relations (8)-(11), we used a local approximation; i.e., we assumed that the quantities

V, andVO" are locally uniform (as well as g, fy andCy, as is usually done in the g -plane approximation)

and expanded the physical quantities in Fourier integrals. The applicability of the local approximation to
nonuniform medium and sheared flows is limited (Mikhailovskii, 1974). The results obtained by using this
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approximation are valid only for the initial stage of the evolution of perturbations. In particular, when the
background flow is spatially nonuniform in the meridional direction, applying the Fourier expansion in the y
coordinate is unjustified. According to (Reddy et al. 1993; Trefenthen et al. 1993; Chagelishvili et al, 1996;
Aburjania et al. 2006), a more adequate approach to investigating the evolution of wave perturbations in sheared
flows in the linear stage is provided by a nonmodal (rather than modal, i.e., direct Fourier expansion)
mathematical analysis.

800
E

600}

400

200}

"
0O 50 100 150 . 200

Fig. 1. Evolution of the non-dimensional energy density E(t) (formulae
(45) ) to the initial parameters: |B,[=0.1, B =0.06, k, =0.01,

k,(0)=01, S$=01, C, =1

Therefore, for adequate description of the dynamics of ULF waves interaction with inhomogeneous
ionospheric winds on the basis of dynamical equations (1), (2), the non-modal mathematical analysis will be
used below, which accounts non self-adjointness of the operators in this equations and non-orthogonality of the
corresponding eigen-functions (Aburjania et al. 2006).

In this section, for definiteness, we choose the velocity profile of the sheared flow (nonuniform wind) to
have the simplest formV,(y)=A-y, where A>0 is the constant parameter of the wind shear, which we take
to be positive and independent of y. The non-modal approach begins with a transformation to the convective

coordinates X, =X—Vo(y)t, y; =V, t; =t, that are the coordinates in the local rest frame of the mean flow.
In our problem, this is equivalent to the following change of variables:
X =Xx—Ayt, yp=y, =t (25)

or

0.0 p0 0_ 0 0_0 , 0 (26)
oty o x ox 8y oy 28

In terms of the new variables, Egs. (1) and (2) read

2 2 2 ?
A || ox= \y 2] Xy 2 x° (o 2
0 oy oh
—h-p—"=+C, —=0, 238
B P T )

The coefficients of the initial set of linear equations (1) and (2) depend on the spatial coordinate y. Having
made the above charge of variables, we switch from this spatial nonuniformity Egs. (1) and (2) to the temporal
nonuniformity in Egs.(27) and (28).

Hence, we have reduced the boundary-value problem to the Cauchy problem. Since the coefficients of Egs.
(8) and (9) are now independent of the spatial coordinates x; and y; , we can apply the Fourier expansions in the
spatial variables x;, and y; to the equations, without using any local approximations and can independently
consider the time evolution of the SFHs:
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(X,y1.t) Ky Ky 4
{ " 1} HI ky, dk,, ( 0k ) xexp(iky, X, +iky 2, ). (29)
h(x,.y1.b) h(kxl,kyl ,tl)

Here, quantities with tilde (e.g., ]) denote the SFHs of the corresponding physical quantities.

We substitute representation (29) into Egs. (27) and (28), omit the tilde from the Fourier harmonics of the
physical quantities, and switch to the dimensionless variables

=l ; (Xy):>(ly1), vt ho
@R )
5= 2 key = ki y Ri K, =k, (0) =k Sz k*(7)=k{ +KZ(7);
2]
vos A gl oy =S ooiP(ow(e); (30)
@R oy R

As a result, for each SFH of the perturbed quantities, in the non-dissipative case(v =0), we obtain the
equations

D D .
— _ pk,———ik Cyh=
ﬂ sz(‘r) ! xCH 0, (31)
oh .
——ik +ik,Cyh=0. 32
a7 ﬁ ( ) H (32)

The closed set of Egs. (31) and (32) describes the linear interaction of a ULF PEW with a sheared flow and the
evolution of the related perturbations in an ionospheric medium. After the above manipulations, the wave vector

of the perturbations, k (kyk,(t)) becomes time-dependent,k, (z)=k,(0)—kS-7;k*(z)=(k; +k;(7)), that
is, the wave vector is subject to a linear drift in wave-number space. Because of the time variation of the wave
vector (i.e., the separation of the perturbation scales in the linear stage), the interaction even between the

perturbations that occur initially on very different characteristic scales is highly pronounced (Aburjania et al .
2006).

4.

Fig. 2. Relief and level lines in the rest frame of the vortices ¥(n,y) — Uy,
calculated from formula (55) for =1, k=1, =, =05 (the
longitudinal vortex street).

In wave number space, the total dimensionless energy density E of the wave perturbations, SFHs of which
are determined by Eqgs. (31) and (32), has the form

h 2
EK(7)] =%[|d)(r)|2 N (krz)| ] (33)

0

Correspondingly, from Eq. (4) we can see that, in the presence of a zonal flow with the velocityV,(y), the
energy density of the SFHs evolves according to law

96



dE(z) _\, 0w oy _
=V o SV, (7 )V, (7). (34)

In the absence of a sheared flow (S=0), the total energy density of the wave perturbations in the
ionosphere is conserved, d £(z)/dz =0.

Let us now turn to Eq. (34) to find out what is the result of the evolution of the energy of a wave
perturbation: is it an increase or a decrease in its energy? To do this, we must calculate the right-hand side of
Eq. (34), a task that requires solving Egs. (31) and (32). In this way, differentiating Eq. (31) with respect to time
and using Eq. (32), we arrive at the following second-order equation for the generalized stream

function® = k(7 )y(7):

2
—‘(’jT‘f+P1(r)—‘(’jf+P2(r)a>=o, (35)
where
: k2 . ky(7) .
Pl(z')zlkx(CH —ﬁJ PZ(T):kz(T)[CHﬁ —2iS kﬁ(r)ﬂ} B =B+py.  (36)

Equation (35) can be simplified by introducing a new variable (Magnus 1976). Setting

D=Y exp[-(l/ 2)jPl(r')dr'], (37)
we can transform Eq. (35) to the equation of a linear oscillator with time-dependent parameters
Y +Q%(r)Y =0. (38)
Here, the prime denotes the derivative with respect to time and
;d2y 1. 1
=17 2O=R()-JRE)-FR()~
22 2 2 K (7
.z N RS, . o g( ) 5], (39)
4 k“(7)Cq k“(7) k“(7)

We solve Eq. (38) in the adiabatic approximation (Zel'dovich and Myshkis, 1973) by assuming that the quantity
(1) varies adiabatically with time:

[2(7)| << ‘_(22( r )\ . (40)
Under this assumption, homogeneous equation (38) can be solved approximately. For a flow with S <<1,
condition (40) is satisfied for a wide range of wave numbers, ‘ky(r) = ky(O)—kXSr‘ . In other words, when the
time variation of ‘ky(r)‘ is due to the linear drift of the wave vector in wave number space, condition (40) is

valid throughout the entire evolution of the SFHs. The approximate solution to Eq. (38) can then be represented
as

C .T

Y = exp| —1|.Q2(z'dz' |, 41
20 r{ { (z'd } (41)
where C =const. Substituting representation (41) into formulas (37) and (30), we can construct the solutions to
Egs. (31) and (32):

D(7) _

C .
W(T)_kz(‘[‘)_kz(r)mexp[—l¢(r)]’ (42)
__K(ow(o) Ch i
h(r)= o [Q(T)Jr > 1+k2(r)CH , (43)

Here, with allowance for the obvious inequality |CH | >> ‘ﬁ' / kz(r)‘ , We assume that
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Kl B2 ) e Bl k() K(0)
Q)= 5 (1+k2(‘[)CHJ’¢(T)_kXCHT+kS|:arCt . arct il (44)

X
Inserting formulas (42)-(44) into expression (33) and taking into account the inequalities k? = 472 x107° <<1,

|ﬁH | >p, >0, py <0, C <0, we arrive at the following expression for the normalized energy density of the
Fourier harmonics:

616 1-18| ‘
ka +(ky(0)—3er)1cH

E(7)~1+ : (49)

In the initial evolutionary stage such that k,(0)/k, >0 (when k,(z)>0), the denominator in expression

(45) decreases with time 7, O<zr<7" = ky(0)/(Sk,)=100 and, accordingly, the energy density of the SFHs
increases monotonically and reaches its maximum (which is several times higher than its initial value) at
r=7"=100. On longer time scales,z* <7 <o, the energy density decreases (when ky(z)<0) and

monotonically approaches a value approximately equal to the initial density. In other words, in the initial
evolutionary stage, when k,(z)>0 and the SFHs of the perturbations are in the amplification range in wave

number space, the perturbations temporarily extract energy from the sheared flow to increase their amplitude
several times on the time interval 0< 7 < 7" = ky(0)/(Sky); in the subsequent stage, when ky(z)<0, and the
SFHs of the perturbations are in the damping range in wave number space, the perturbations return the energy

back to the sheared flow on time scales z* < < oo (Figure 1), provided that nonlinear processes have not come
into play and no self-organization of the wave structures has occurred prior to this stage. In a medium with a
sheared flow, such an energy transient redistribution is caused by the fact that the wave vectors of the
perturbations become time-dependent, k =k(z); that is, the scales of the perturbations are partitioned and the

structures occurring on comparable scales efficiently interact with each other, thereby sharing the free energy of
the system among themselves.

So, within a time interval 7 <z* EM ULF wave disturbances redistribute the mean shear flow energy —
draw energy from the main flow (the shear energy) and significantly grow (by several orders).

5. Shear flow driven nonlinear solitary vortex structures

It was shown in previous section, at the zonal flow velocity inhomogeneity, at interaction with the wind the
EULF wave perturbations can sufficiently increase own amplitude and energy and in their dynamics the
nonlinear effects will be appeared. As a rule, considering nonlinearity, steepness of the wave front increase
leading to its breaking or formation of shock wave. However, as it is well known, shock waves do not arise
spontaneously in the ionosphere. This indicates that in the real ionosphere for the planetary-scale motions when
dissipative forces can be neglected, nonlinear effects of the medium must be essential (Aburjania et al. 2003,
2007). As a result, before breaking the wave must disintegrate either into separate nonlinear waves or into the
vortex formations. If nonlinear increase of steepness of wave front will be exactly compensated by dispersion
spreading, then stationary vortex structures will appear in the ionosphere. The more so, as experimental data and
observations show (Bengtsson and Lighthill, 1982; Cmyrev et al, 1991; Petviashvili and Pokhotelov, 1992;
Nezlin, 1994; Aburjania, 2006) that the nonlinear solitary vortex structures may exist in the different layers of
Earth’s atmosphere. Thus, the shear flow energy accumulation in the ionospheric disturbances may be results in
the formation of nonlinear vortex structures. So, the ionosphere medium with sheared flow creates a favorable
condition for formation of the nonlinear stationary solitary wave structures.

5.1. The stationary vortex streets in the nondissipative ionosphere
Vortex streets of various shapes can be generated in conventional liquid and plasma media with a sheared flow
as a result of the nonlinear saturation of the Kelvin-Helmholtz instability (Gossard and Hooke, 1975; Kamide
and Chian, 2007).

Thus, we will seek the solution of the nonlinear dynamic equations (1), (2) (in nondissipative stage,
when A =0) in the form w =y (7n,y), h=h(7n,y), where n=x-Urz, i.e. the stationary solitary structures,
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propagating along x-axis (along the parallels) with velocity U =const without changing its’ shape. In
accordance to Aburjania and Chargazia (2007), system of equation (1), (2) has the solution

)= g (46)
. ' y
Ay o (1)~ L2y -y - [u(y)ay-Uy) @
H

with F(&) being an arbitrary function of its argument and 4=6%/8n%+6%/ dy? Vortex streets have

complicated topology and can occur when the function F(&) in Eqg. (47) is nonlinear (Petviashvili and
Pokhotelov, 1992, Aburjania, 2006).

a

8,
¥

4,

4l

e

20 -0 0

n

c d

o ‘Q i N
o \ //‘ 2N\ / \\
;\| (@\I w/(@\x\, (/(@ )
Y/ // \\\J// \\\\J//
e e \—// 5 / \ /

Figure 3. The level lines and relief of the stream function of vortex solution (55) in the
moving system of coordinates to the parameters: a).y) =1, U=0.1, &, =0.2, «=0.5;

b) \nglu U:O.ll %020.21 K:]-l C) \Vg:l! U=011 $0=0.2; KZO.S; d) \|lg=1;
U=01, &, =02, k=1

In (47) we assume that a nonlinear structure propagates with the velocity U satisfying the condition

U ='%CH . (48)

For this case, choosing Fto be a nonlinear function, F(§)=y/81<2(exp(—2§/y/8) (Petviashvili and
Pokhotelov, 1992; Aburjania, 2006), we can reduce Eq. (47) to

A(wo —Uy) =pok” exp| ~2(yo ~Uy) /w5 | - (49)
Then we introduce the new stream function
Po(1,Y)=DPo(Y)+wo(XY), (50)
and the velocity potential @, (y) of the background sheared zonal flow,
do
Vo(y)= 220, (51)
y
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The stream function of the background sheared flow @,( y ) can be chosen to have the form

@y(y) =y +ys5 In(e oy). (52)
Here, y/8 is the amplitude of the vortex structure, 27/ x kappa is its characteristic size, and 2z / &, is the

nonuniformity parameter of the background sheared flow.
Taking into account formula (50) and using stream function (52), we can write vortex equation (49) as

0,2 K y§
Ay =yo 5| —e 0 -1]. (53)
®o
This equation has the solution (Mallier and Maslowe, 1993)
ch(xy)+y1-a5 cos(xn)
wo(my)=wgIn . , (54)

ch(a,y)

which describes a street of oppositely circulating vortices. Substituting solution (54) and stream function (52)
into formula (50), we arrive at the final solution

o(1,y) =Uy + 8 In[ch(xy )+ /183 cos(xn)] . (55)
Formulas (54), (52), and (51) yield the following expressions for the velocity components of the medium
and sheared flow:

h(xy)
Ve(7,Y)=U +48 > , (56)
§ %Kch(/cy)ﬂ/l—aeg cos(x7)

«/1—ae§ sin(x7) 57)

Vy(7.y) = oK ,
! ch(xy)++1-a3 cos(x7)

Vo(y)=U +ypge oth(ayy). (58)

For &, =1, solution (56) describes a background flow of the type of sheared zonal flow with velocity (58).

For aeé <1, a street of cyclonic-type vortices forms in the middle of the zonal flow with velocity (58) (Figure

2). A solution like that described by formulas (56) and (57), with closed current lines in the form of cat's eyes,
was for the first time obtained by Kelvin.

The vortex structures move with velocity (48). If we take into account that g <0, B =p —| Bu |< 0 as far
as|,BH | >p>0,Cy <0 from expression (48) followsU >0. For E-region the characteristic parameters
N/N, =5x107, @y =eH,/(Mc)010° s, R=64x10°m, 202, =10*rad -s™, we get that
B =20sin6, | RO 0.8x10 " m™ s, |Cy|~10km-s7t, |By|=(N/(N,R))2ysing, ~4x10*ms™t,
Thus, the vortices move with velocity U ~4|C; |>|Cy| along the parallels to the east. Therefore, this velocity

is greater than the phase one of the corresponding linear periodic wavesU > |CH | ~10 km-s™*. So, the vortices

don’t come into resonance with the linear waves and don’t loose energy on their excitation (Stepanyants and
Fabrikant 1992).

For estimation of the linear scale of the vortex structures let’s remember the general formal relation between
the dispersion equation of the linear waves and with so-called modified dispersion equation of the nonlinear
structures (Petviashvili and Pokhotelov, 1992; Aburjania, 2006). This is coupling of the phase velocity of linear

wave V, = o I k with motion velocity of the nonlinear structures U — @/ k —U ; relation of the wave vector k

of the linear disturbances with the characteristic linear scale of the vortexd : — k —d*. Taking into account
this fact for characteristic scale of the fast vortex structures from (14) we get:

1/2
df = M] . 59
[ﬁ (59)

And for the slow Rossby type vortex structures from the equations (16), (17) we get:
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1/2
U
ds =| = . 60
[ﬂj ©

Substituting in these expressions the typical for the Earth’s ionosphere numerical vaIues|CH |z 10 km s,
B~10""m 1571 we find for fast structures d " ~10*km . For slow Rossby-type vortices U ~10 m s tand we
can obtain d° ~10%km.
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Figure 4. The level lines and relief of the stream function of vortex solution (55) in the
moving system of coordinates to the parameters: a).yJ =1, U=0.1, &,=0.5, x=1; b).

v =1, U=01, & =05, k=1;C). yJ =1, U=0.1, &, =09, k=1;d). yJ =1, U=01,
&, =09, k=1,
For magnetic field perturbation from (46) and (55), we can obtain the following estimation:
Ih|~|By|-d, (61)
valid for both the fast and slow modes. For the ionospheric conditions |8y |~ 4x10™"m™s™, thus using the
estimations to carried out above, we my conclude that fast vortical motion generate magnetic pulsations

hf ~107*T, while in case slow Rossby-type vortical motions —h® ~107°T .

Note that nonlinear stationary equation (47) also has an analytic solution in the form of a Larichev-Reznik
cyclone-anticyclone dipole pair and other class of solitary solutions by different profiles of background shear
flows (Petviashvili and Pokhotelov, 1992; Jovanovich et al. 2002; Aburjania, 2006; Aburjania et al. 2003; 2004;
2007).

5.2. Attenuation of the vortex streets in the dissipative ionosphere
In the dissipative approximation (A =0), we switch to the above self-similar variables (7 and y) and take into
account the relationshipo / 0z =-Ud/ dn, which then holds. As a result, we can write Egs. (1) and (2) as
—UiAY’+ﬁ—+CH@+AAy/ J(¥,4%)=0, (62)
on on on
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(Cy —U)%—ﬂHaa—:—a(w,hho. (63)

Equation (63) has the solution

Bu
h(n,y)=—""—%. 64
(m.y) C—U (64)
Substituting solution (64) into Eq. (62), take into account the expression (48) and rearranging the term, we
arrive at a single nonlinear equation:

A
[DUJFUJASU:O’ (65)
where
0 1(o¥w o oW o
D,=—+— ——-——1.
T on Ul onoy oy on

The equation (65) yield a solution as
Y=Y, - exp(—%nj . (66)

Here the zero™ order ¥, is identified with solution (55) (Figure 2). The incorporation of dissipation effects has

modified the solution of the dynamical non-linear differential equation. It can be seen from (66) that friction (or
collision) is responsible for exponential decay of stationary nonlinear vortex structures in space. This street of
vortices can be studied by plotting the stream line function ¥(n,y)(Egs. (66) and (55)). We have free

parameters ‘I’g x anda,, and the velocity of movement of the structures U will be determine by (48).

a — b

20 <10 0 10 20 20 -10 0 10 20

Figure 5. The level lines and relief of the stream function of vortex solution (55) in the
moving system of coordinates to the parameters: a).y? =1, U=06, ®,=0.2, k=0.5;

b). yy =1, U=15, & =02, k=05;C). yj=1, U=5, &, =02, k=05; d). yj =1,
U=10, #,=0.2, k=05;
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Figure3a shows the x=0.5 case and Yfg =1, U=0.1, &, =0.2, while Figure 3c shows the x=1 case.
Three dimensional plots for the same parameters are shown in Figure 3b and 3d. At decrease of the linear scales
of the vortices (with increase of x ) the number of the vortices will increase in the given area of the medium and
their amplitudes will decrease (Figure 3c, 3d).The reduction in x causes a reduction in number of vortices, e.g.,
the x=1stream function plots six vortices (Figure 3c, 3d). We, therefore, note that the number of vortices
increases with increasing «, e.g. the formation of nonlinear structures is attributed to low frequency mode.

At decrease of the linear scale of the background wind inhomogeneity (increasinge,) the linear scales,

amplitudes and steepness of peaks of the vortices decrease accordingly (Figure 4).
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Figure 6. Spatial damping of the vortex structures (the level lines and relief of
the stream function), calculated from formula (66) to the parameters: a).y$ =1,

U=01, &,=0.2, k=03, A=0.0000; b). yj =1, U=0.1, &,=0.2, k=03, A=0.0025;
). wo =1, U=01, &, =02, k=03, A=0.0100;

The street of vortices is in almost stationary frame of reference, it disappears for higher frame velocity
(U>1), i.e. the contribution of logarithmic and hyperbolic trigonometric functions are no longer overcome by
the contribution of linear term viz. Uy in (55) and, therefore, vortex formation is replaced by straight stream
lines (Figure5). Due to increase of the translation velocity (U ) of the structures and the background flows the
scales and amplitudes of the generated vortices will decrease. In case of comparably high velocity background
wind (U >1) the vortex will not be generated at all and only the background flow will remain in the medium
(Figure 5). Further, due to the nonlinear term, the velocity of dispersive waves must be greater than the phase
velocity of a wave which resulted in a bending of the wave front and hence vortices start to form.

The street of vortex disappears in the space for high dissipation rate A (or collision frequency) (Figure 6).
We credence that the dissipation effect has not permitted the vortex formation, but the topography of stream line
function has been modified (Figure 6).
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5.3. Relaxation of the vortex structures in the ionosphere
The real mechanism of dissipation in the atmosphere against the background of baroclinic, nonlinear and
dispersive effects generates in the ionosphere moving spatial structures representing the equilibrium stationary
solutions (54) and (55) of the governing magneto-hydrodynamic equations (1) and (2). For qualitative
estimation of the evolution and the temporal relaxation of stationary vortex structures in the ionosphere, built in
previous paragraphs, the dynamic equations (1) and (2) can be approximately written as the following
Helmholtz’s vortex transfer equation:

%VXV:P—A(VXV), (67)

which describes the generation of nonzero vorticity VxV ((VxV ), = A¥) in the ionosphere under the action

baroclinic vector P (source function) taking in to account the temperature contrasts in the form of advection of
warm and cold, medium dispersion and influence of small nonlinearity. According to the observations (Gill,
1982; Pedlosky, 1982), vector P for low-frequency disturbances is a slowly varying function of time. In this

case the vortex Eq. (67), with the initial conditions of CauchyV ><V|t=0=0 (at the initial moment in the
atmosphere there no vortices) has the bounded solution:

VxV =;(1—e/“). (68)

AP (t)

0 5 10 15 20
t

Figure 7. Relaxation of the vorticity of perturbations, calculated from formula (68) to
the parameters: a). A =0.8, P/A=10; b). A=0.2, P/A=10.

Dissipative effects have an accumulative nature and its action becomes perceptible only after a certain
interval. From Eq. (68) it follow that vorticity will increase linearly with time only at small time intervals
(t<<1/ A) under the action of baroclinicity and some other effects. After a certain time, when the dissipation
effect reaches a specific value, vortex growth speed decreases (the vorticity growth rate decreases) and for the
large intervals of time (t>>1/ A) it tends to constant (equilibrium) value P/ A (Figure 7).The value of

dimensional time T =1/ 4~10°s>24hour can be called a relaxation time of non-stationary vortex street.
Indeed, for the lower atmosphere relaxation time is of the order of twenty-four hours (Gossard and Hooke,
1975; Pedlosky, 1982) and consequently here large scale vortices must be long-lived. Stationary solution
describes the equilibrium between baroclinicity and the dissipation effects (P = A(VxV)). As a result, the

dissipative structure is generated in the ionosphere in the form of stationary street of cyclones and anticyclones.

6. Conclusions

Thus, in the present article we have obtained the simplified system of nonlinear dynamical equations describing
linear and nonlinear interaction of planetary electromagnetic ultra-low-frequency fast and slow wavy structures
with zonal shear flow in the Earth’s dissipative ionosphere. Along with the prevalent effect of Hall conductivity
for such waves, the latitudinal inhomogeneity of both the angular velocity of the Earth’s rotation and the
geomagnetic field becomes essential. Due to spatial inhomogeneity of the Earth’s rotation velocity fast and slow
waves can be coupled. Such coupling results in an appearance of strong dispersion of these waves. Note that,
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without this coupling the fast branches in the both ionospheric E and F-regions lose the dispersion property for
both large and short wave-length perturbations.

Effective linear mechanisms are revealed, which account the transient pumping of shear flow energy into
wave disturbance energy, an extreme intensification (by several orders) of wavy processes, self-organization of
generated wavy disturbances into the nonlinear solitary vortex structures, dissipation relaxation of vortices and
finally the conversion of perturbation energy to heat. A remarkable feature of the sheared flow is a reduction in
the scales of wave perturbations in the linear regime due to the variation of the wave vector of the perturbations
with time k =k(z) and also due to the linear drift of the SFHs of the perturbations in wave number space and,

accordingly, the energy transfer into small scales, i.e., into the dissipative region. The Linear intensification of
EM ULF wave may take place temporarily, for certain values of the parameters of the medium, shear and
waves. This makes an unusual way of shear flow heating in the ionosphere: waves draw up the shear flow
energy and pump it through the linear drift of spatial Fourier-harmonics (SFH) in the space of wave numbers
(subdivision of disturbance scales) to the damping domain. Finally, the friction, viscosity and inductive damping
may convert this pumped energy to heat. The process is permanent and may lead to a strong heating of the
medium. The heating intensity depends on the initial disturbance level and shear flow parameters.

The generation of the slow electromagnetic linear waves in the ionospheric E-region by the gradient of both
geomagnetic field’s, angular velocities of the Earth’s rotation and inhomogeneous zonal wind was shown. Slow
wave propagate in E-region along the latitudinal circles westward and eastward against a background of mean
zonal wind and are the waves of Rossby type. The frequency of the slow waves vary in the diapason of

(10 +107%)s™; period of these waves vary in the range from 2 hour to 14 day; wavelength is about 10° km
and longer, the phase velocity has the same order as the local winds’ do from a few to hundred of m-s™
(V;’ ~(1+100) m-s™). The slow waves experience the strong attenuate by Rayleigh friction between the
layers of the local atmosphere and the damping factor is |7 |= 40107 s™. Though the attenuation would be
weaker for longer large-scale waves with wavelength of about 10% km and the timescale of a week or longer.
The linear slow waves perturb the magnetic field, which has the order of h® z‘47reNVS§

/c (& - transversal

shift of the charged particles). For the value of the phase velocity Vrf =50m-s~* and £=1 km, we have h® ~1
nT. Perturbed magnetic field strength increases up to 20 nT, if transversal displacement of the system & =10 km

and the phase velocity Vs ~10%> m-s™*. Thus, the linear slow electromagnetic waves in the dynamo-region are

accompanied by the noticeable micro-pulses of the geomagnetic field and have the same order as the micro-
pulses caused by S, currents in the same region. The slow waves are generated by the dynamo electric field

Eq =V xH, /c. These waves, on seen, were observed in the experiments (Cavalieri et al. 1974; Manson et al.
1981; Sharadze et al. 1989; Zhou et al. 1997).

Generation of the linear fast planetary electromagnetic waves in the ionospheric E-region by the gradient of
geomagnetic field, the Hall’s effect and inhomogeneous zonal wind was established. These waves propagate
along the latitude against a background of the zonal-mean flow westward and eastward at the speed of a few

km-s™ (fo z(1+7)km-s‘1) in the dynamo-region. The waves have the frequency of order of

(1071 +107*)s™; the periods are in the interval from 4 minutes to 6 hours; wavelength of about 10° km and

—7 s—l

longer. They attenuate weakly and |yf |~0.014~10 . The essential micro-pulses of the geomagnetic field

caused by the fast waves equal to hf z‘ZeNCH/lf ‘ / c~10°nT. They could be assumed as a new mode of the

own oscillations in E-region of ionosphere. Frequencies and phase speeds of fast waves depend on density of
the charged particles. Therefore, the phase velocities of fast disturbances in E-region of the ionosphere differ
almost by one order of magnitude for daytime and nighttime conditions. High phase velocities, as well as their
strong change between day and night preclude the identification of these disturbances with MHD waves. The
fast waves are caused by oscillations of the electrons, completely frozen-in the geomagnetic field and are
generated by the vortex electric field E, =VpxH, /c. These waves were observed in the experiments
(Al’perovich et al. 1982; Sharadze et al, 1988; Burmaka et al, 2004; Georgieva et al, 2005).

It is established, that in the ionospheric F-region inhomogeneity of the geomagnetic field and
inhomogeneous zonal wind generates fast planetary electromagnetic wave, propagating along the latitude circles

to the east or to the west with phase velocity fo ~(5+50) km s™. Frequency of waves is in limits

105



(10-10"%)s*and the waves are weakly damped with decrement‘;/f ‘ ~10%s71. The period of perturbations

varies in a range (1+110) s. Amplitude of geomagnetic micro pulsations, generated by these waves, is about

h' ~10®nT. These waves are new modes of eigen oscillations of F-region of the ionosphere. Such waves as
magneto-ionospheric wave perturbations have been found out in experiments (Sharadze et al 1988, Sorokin
1988, Bauer et al 1995, Burmaka et al 2004, Georgieva et al 2005, Fagundas et al 2005).

The frequencies of the investigated waves vary in the band o~ (10- 10°°) s*and occupy both infrasound and
ULF bands. Wavelength is A~ (10° -10%) km, period of oscillation isT ~ 1 s—14 days. The electromagnetic

perturbations from this band are biological active (Kopitenko et al. 1995). Namely, they can play an important
role as a trigger mechanism of the pathological complications in people having the tendency to hyper tensional
and other diseases. Thus, these waves deserve great attention, as they are to be the significant source of the
electromagnetic pollution of environment.

It is show, that at interaction with the inhomogeneous local wind the EM ULF wave perturbations can
sufficiently increase own amplitude and energy and in their dynamics the nonlinear effects will be appeared.
Dynamical competition of the nonlinear and the dispersion effects at the different layers of the ionosphere
creates a favorable condition for self-organization of the EM ULF disturbances into nonlinear vortex structures.
The self-localization of the planetary ULF waves into the long-lived solitary vortex streets in the non-dissipative
ionosphere is proved in the basis of the analytical solution of the governed nonlinear dynamic equations. The
exact stationary solution of these nonlinear equations has an asymptote y ~ exp(—«r) at r — o, so the wave is

strongly localized along the Earth surface. The translation velocity U of ULF EM vortices is very crucial which
in turn depends on parameters $ and S, . From analytical calculation and plots we note that the formation of

stationary nonlinear vortex street require some threshold value of translation velocity U (48) for both
nondissipation and dissipation complex ionospheric plasma. For some large value of the background wind’s
spreading velocity (U >10) the vortex structures may not be raised at all and only the background wind will be
preserved in the medium (Figure 5). Number of vortices in generated nonlinear structures and a value of
amplitudes of these vortices essentially depend on the size of the background wind’s inhomogeneity —
decreasing the latter — generated vortex’s size and amplitude will automatically decrease (Figure 4). It’s shown
that the space and time attenuation can’t resist the formation of the vortex structures, but affect the topographic
features of the structures (Figure 6, Figure 7). The generated nonlinear vortex structures are enough long-live (>
24 hour) in dissipative ionosphere.

Depending on the type of velocity profile of the zonal shear flow (wind), the generated nonlinear long-lived
vortex structures maybe represent monopole solitary anticyclone or cyclone, the cyclone — anticyclone pair,
connected in a certain manner and/or the pure dipole cyclone — anticyclone structure of equal intensity, and/or
the vortex street, or the vortex chains, rotating in the opposite direction and moving along the latitudinal circles
(along the parallels) against a background of the mean zonal wind (see also - (Jovanovich et al. 2002, Aburjania
et al. 2003; 2006; 2007)).

The nonlinear large-scale vortices generate the stronger pulses of the geomagnetic field than the

corresponding linear waves. Thus, the fast vortices generate the magnetic field hf ~10° nT, and the slow

vortices form magnetic field h® ~10* nT . The formation of such intensive perturbations could be related to the

specific properties of the considering low frequency planetary structures. Indeed, they trap the environmental
particles, and the charged particles in E- and F-regions of the ionosphere are completely or partially frozen into
the geomagnetic field. That’s why, the formation of these structures indicates at the significant densification of
the magnetic force lines and, respectively, the intensification of the disturbances of the geomagnetic field in
their location. Since, the number of the capture parcels is the order of the passed-by (transient), the perturbation
of the magnetic field in the stronger faster vortices would be the same order as of the background field. On the

earth surface located R, ((~ (1+3)-10° km) below the region of the researching wave structure, the level of the
geomagnetic pulses would be less by exp(—R,/4,) factor. A, is the characteristic length of the

electromagnetic perturbations. Since A, ~(10+10%)R, >> R, the magnetic effect on the earth would be less

then in E- and F-regions, but in spite of this they are easily registered too.
We have defined the velocity diapason of propagation for vortical structures and show that vortices move
faster than the corresponding linear waves. This means that if the source (for example, the above mentioned

nonlinear vortex structure) moves along parallels at a velocity greater than Vg‘ax , the source does not come in
resonance with the corresponding linear waves. Nonlinear vortices moving faster than the corresponding linear
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waves can retain their non-linear amplitude, as far as they do not lose energy by radiation of linear waves. It
means, that these sources can not excite a linear wave due to Cherenkov mechanism, and can retain its initial
energy (Stepanyants and Fabrikant, 1992). Thus, these vortex structures can be generated, self-sustained and

propagated with velocity |U| >VF')“""X along the horizontal in any direction.

The motion of medium particles in studied nonlinear vortex structures is characterized by nonzero vorticity
VxV =0, i.e. the particle rotate in vortices. The characteristic velocity of this rotation U is of order of the

vortex velocity U, U, >U . In this case the vortex contains the group of trapped particles (the number of these

particles is approximately the same as the number of transit particles); rotating, these particles move
simultaneously with the vortex structure. Therefore, being long-lived objects, non-linear planetary-scale
electromagnetic vortex structures may play an important role in transporting matter, heat, and energy, and also
in driving the macroturbulence of the ionosphere (Aburjania, 1990; 2011). In particular, the vortex structures
that play the role of “turbulent agents” can be treated as elements of the horizontal macroscopic turbulent
exchanges in global circulation processes in the ionospheric E and F-layers. The coefficient of the horizontal
turbulent exchange can be estimated from the Obukhov-Richardson formula (Monin and Yaglom, 1967):

Ky ~1072d*3m2s™ . Thus, for vortices with dimensions of about d ~10%km at latitudes of about ¢ =50°-55°,

we obtain K; = 3x10°m?s™L. This estimate (which can be regarded as an upper one) shows that, in the global

exchange processes between high and low latitudes, the meridional heat transport from north to south in the
ionospheric E and F-layers should be of macro turbulence nature (recall that, in the ionosphere, the polar
regions are warmer than the equatorial region).

The fast and slow electromagnetic planetary waves are own degree of freedom of the E and F-regions of the
ionosphere. Thus, first of all, the impact on the ionosphere from top or the bottom (magnetic storm, earthquake,
artificial explosions and so on) induces (or intensify) the wave structures of these modes (Aburjania and
Machabeli, 1998). At the certain strength of the source, the nonlinear solitary vortices would be generated
(Aburjania, 1996), which is proved by the observations (Bengtsson and Lighthill, 1982; Chmyrev et al. 1991,
Nezlin, 1999; Shaefer et al. 1999).

Hence, inhomogeneity of the Earth’s rotation along the meridian, geomagnetic field and zonal prevailing
flow (wind) can be considered among the real sources generating planetary ULF waves and vortex structures of
an electromagnetic nature in the ionosphere. Such nonlinear structures can arise permanently and finally may
constitute the strong vortical (or structural) turbulence in the medium (Aburjania, 1990; 2011; Aburjania et al .
2009).
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YITpaHu3K04acTOTHBIE 3JIeKTPOMATrHUTHBIE NOTr01ao0pasylonue
CTPYKTYPbI B HOHOC(hepe cO CIBUTOBbIM TeUeHUEM

Ouaer Xapmmianse, Xaryna Yaprasua

AOcTpaKT

PaGora mnocBslleHa M3y4eHMIO TPAH3UEHTHOIO HAapacTaHWs M JalbHeWlleld JMHEHHOW u
HEJIMHENHON TuHaMuKe yinbTpaHu3kodacToTHbIX (YHY) mnanerapHbIX anekTpoMarHuTHbIX (OM) BoH
B JMCCHUIIATHBHOM Bpalaromeics HoHocdepe B NMPHUCYTCTBUU HEOAHOPOIHOTO 30HAJIBHOTO BETpa
(coBuroBoro teuenus). Ilmanerapusie OM YHY BonHBI TreHepupyIOTCA IIpH B3alMOZAEHCTBUU

noHOCGhEPHOI Cpeibl C IPACTPAHCTBEHHO HEOJHOPOJHBIM I'€OMarHUTHBIM II0JIeM. AHAaJIU3UpyeTcs
3G GEeKTUBHBINA JTUHEHHBIH MEXaHU3M I'€HEpalud U YCWIEHHUS IIaHeTapHbIX DM BOJH B CIIBUIOBBIX
teyeHusix. [lokazaHo, 4TO 3T BOJHBI A(P(EKTUBHO YEpPHAIOT SHEPTHI0 CIBUIOBOTO TEYCHHS W
CYIIECTBEHHO YBEIMYUBAIOT CBOIO AaMIUIUTYAy M DSHEpruro Mmo anredpaifueckomy 3akoHy. C
YBEJIMYEHUEM aMIUIUTY 16l BO3MYIIIEHUI BKIIFOYAETCS HEJIMHEWHBIA MEXaHU3M CaMOJIOKAIN3aluH U 3TH
BO3MYILEHUS CaMOOPTaHMU3YIOTCA B BHJAE CUIbHOJNOKaIM30BaHHBIX YHY OM  HenuHenHbIX
YEIMHEHHBIX BHUXPEBBIX CTPYKTYp, OOYCIIOBICHHBIX HEJIWHEBIHBIM YKPYYEHHEM INPOPHIIsL
BO3MylIeHHsA. B 3aBucumocTH 0T BHAa NpoduiIsi CKOPOCTH CABUIOBOIO TEUYEHUs HEIMHEHHbIE
CTPYKTYpbl MOTYT OBITh KaK YHCTO MOHOIOJBHBIM BHUXPEM, TaK U BUXPEBOW JOPOKKOW M BUXPEBOU
LeNnoYkod Ha (oHEe HEOAHOPOJHOrO0 30HAJIBHOrO BeTpa. Kak moKa3bplBalOT aHAIUTHYECKHE U
YUCJIEHHBIE HCCIIEe0BaHus, 11 (OPMUPOBAHUS CTAllMOHAPHBIX HEJIMHEHHBIX BUXPEBBIX CTPYKTYpP
HeoOXouMa OIpEeIUICHHOE 3HAYeHHEe CKOpPOCTH IIepeHoca Kak B JHMCCUIIATUBHOM Tak U B
HEe/IMCUTNIATUBHOM HOHOC(hepHO 1azMe. M3yueHa BpeMeHHbIE U TPOCTPAHCTBEHHBIE XapaKTEPUCTHKU
3aTyxaHusi BuUxped. J[aHa OLlEHKa XapakTepHOrO BPEMEHHM 3aTyXaHUs BUXPS B JAUCCUIIATUBHOMN
noHocdepe. JlonroxxkuByume BUYPEBBIE CTPYKTYPbl MEPEHOCAT 3aXBayeHHbIE YacTULM, TEIJIO HU
SHEprut0 B cpene. TakuM o00pa3oM pacCMOTPEHHbIE CTPYKTYpPbl MOTYT OBITh CTPYKTYPHBIMU
anemeHnTamMu Y HU OM makpoTypOyaIyHTHOCTH B HOHOChEpE.
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Abstract

In the article are examined tests, conducted for study of the phenomenon ‘of quantum
behavior” of the electrons in experimental physics.
Has been expressed a supposition that any type radiation of the substance, including light,
comprises of two constituent parts: radial and wave radiation. They are variants of qualitative
matter and energy, which spread in space with a great speed without mingling in each other.
Radiation doesn’t comprise of charged particles having mass of immobility. Their occurrence
takes place during propagation of radiation in space.
Electron is a particle and not a wave-particle as this is stated by leading scientists of quantum
mechanics.

As it is known, a substance being in a certain state, has ability to radiate energy, field
having electromagnetic qualities or substance stream (or simultaneously both) and also in a
different conditions — to absorb energy and modify.

All good of the modern civilization (radio transistor, television, computer, metro and all
transport facilities working on current and other) became possible after was ascertained that
electromagnetic forces transmit in space by means of fields and variable magnetic field causes
variable electric fields in space (and vice-versa).

Modern physics, in the theory of elementary particles, ascertained that even when
neither particle is found in space, vibrations of electromagnetic field take place; in the vacuum
appear and disappear elementary, so called virtual particles, which in certain conditions have
ability to transform into real particles. And modern quantum electrodynamics already describes
a process of light radiation and absorption by the electrons being in the atom composition.

Did physics come to such important result? As it is known light represents a minor, but

an important part of broad spectrum of substance radiation.
During several centuries the scientists were trying to determine what does light represent —
corpuscles or waves. Over the time of the entire history of science development opinion
concerning nature of light was periodically changing. M. Planck’s discovery of quantum of
energy and action at the frontier of XX century to a certain extent changed opinions on light,
but dualism in this issue has not been exterminated to the end. Corpuscules were changed by
light quantum - photons. Scientists could examine events concerning propagation of light only
from the wave standpoint and light influence on substance (photoeffect, Compton event) was
being defined only on the basis of opinion concerning corpuscules and photons [1. 2].

Photon is a quantum of electromagnetic field — elementary particle, participating only in
electromagnetic interaction and does not participate in a weak and strong interaction. Thus, a
certain unusual picture is obvious: one and same object (light or y radiation) simultaneously
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behaves as a particle so as a wave. De Broglie supposed: as light waves have qualities of the
particles, it’s possible that particle electron has a wave quality, i.e. it, as light, is characterized by
dualism [3]. Many physicists accepted a wave-particles reality. Though it wasn’t easy because as
we know, wave is indeterminable in space and a particle is concentrated at the point. But, it was
evident that these incompatible modes together were giving a full reflection of microworld
reality [2].

There appeared a standpoint that quantum event doesn’t subordinate to the ordinary
logic. Heinzerberg in the theories reflecting microworld brought in algebra of matrix graphs, on
which is written probability of events and not any values reflecting an event. He relied on the
conception of electron as a particle and processes, as quantum interruptibility [2]. E.
Schrodinger selected another way. He created wave mechanics for the microworld, which he
described by ordinary order of mechanics description: he was conceiving an electron as a wave
and vibrations - as continuous process.

Exists standpoint concerning quantum mechanics that by using probability we beautify
our personal uncertainty in circumstances and ignorance of nature history. And nature itself
really knows to absolute precision. Classical physics never had doubt about it. [4]

Nils Bohr in scientific disputes with the colleagues often indicated: “It’s time to come to
an agreement that we do not understand something important!” [4]. By bringing in a
complementation (complementarity) principle to the microworld physics, N. Bohr attempted to
make incomprehensible clear. He stated that from the classical standpoint, qualities with
difficulty connecting with the reality do not exclude but fill each other.

And Heinzerberg with the same purpose mathematically deduced a law of correlation of
ambiguity, which is equal to the statement that nature is not at all exact [2. 3].

Author of the present article considers that he has enough solid foundation to express
the following opinion: it’s the physicists’ opinion on existence of wave particles in nature, in
particular, conception of electron as of wave-particle, does not correspond to the facts, as they
rely on the incorrect analysis of the experimental results, which is caused by difficult theory
existing on light nature. We shall attempt, to the extent possible, to confirm this consideration.
We consider that at the initial stage, for this will be enough to consider many tests conducted
by the physicists in the past with the purpose of study of the electron behavior and conclusions
inferred proceeding from them. “Feynman’s lectures on physics” will assist us in this [5].
Chapter 37 of the book under the title “Quantum behavior” starts with detailed examination of
the tests conducted by bullets, waves and electrons and analysis of the received results.
Physicists believed that for comprehension of the electron behavior is necessary to opposite
with them a behavior of solid particles and water waves. That is why they used first one then
second conception to ascertain what would happen in certain conditions.

Common scheme of the above mentioned tests was as follows. Researchers in different
experiments used sources of solid particles, waves and electrons (machine gun in case of solid
particles, water launder and waves “source” — object which vibrates by means of small engine in
perpendicular direction of the water surface and causes sphere waves in it — in case of water
waves and electronic ejector — in case of electrons). Proper flows received from them were
preceded by impermeable wall; in the middle part it had two clefts of identical size situated not
so far from each other, in which flow, coming from the source, ran without obstacles. An
absorbing structure was placed after the wall. In the test conducted by the bullets, the role of
the absorber was fulfilling breastwork, in the experiment conducted on water waves — sand bar,
in electrons test — metal plate. A detector (sand box, waves’ height (intensity) measurer and
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particles counter (for instance Geiger counter) was fastened to them. It was possible to move a
detector along the wall and ascertain probability of hit of the substances under research in
points, distant from its centre by various distances. (In case of water waves was interesting
determination of distribution of the waves’ intensity on the axle).

Fig. 1
On figure 1 are given results of the conducted research — received corresponding curves.
Received curves apply to two types; first type curve is received in case when
interference does not have place in the test. Second type curve (2) in case of water waves is

received when after the waves come through two clefts takes place diffraction and interference.
Curve 3 received in the issue of the test conducted with electrons turned out to be similar of the
waves and curve received in case of the waves is similar of the curve 2, i.e. electrons revealed
wave nature and gave us interference picture. On the basis of the examined result was made
conclusion that electron is “wave-particle”. After much discussions, concerning how could
electrons give received picture of distribution on absorbing surface, the test was repeated with
the slight difference that behind the first wall, between two clefts, was placed a source of
strong light so that to precise ways of electrons movement. It is known that electric charge has
a quality to disperse light fallen on it. That is why light dispersed by electron falls in to the
observer’s eye and the latter will see where the electron passed. Was received unexpected
result: curve 3 changed type and resembled curve 1. When lamp was turned off, again appeared
interference picture, curve 3 resembled curve 2. Was made a conclusion that electron, when it
is observed, behaves in other way and it is possible that “electron is something very delicate”.
“It is not within our power to explain how it works” — says Feynman, “we just can tell you what
did the tests show” [5].

Heinzerberg admitted that in the discussed test is revealed a principle of indefiniteness.
Feynman writes in his lectures: “Complete theory of quantum mechanics, which we use today
during description of atoms and i.e. entirely substances, depends on correctness of a principle of
indefiniteness, but, if anytime we will be given a possibility “to destroy it, quantum mechanics
will start giving non-agreed results and we will be forced to exclude it from the row of correct,
proper theories on nature events”. And one more pessimistic conclusion “from the lectures™ “no
one has yet found solution of this puzzle (here are supposed results of the last examined test,
author’s note). Thus, now we are forced to limit ourselves by probability calculation. We say
“today®, but doubt is serious that all this is already constant and cracking this nut is not within
the power of a human’s teeth as such is nature of the objects”.

Partially differing author's opinion is offered in this article for consideration concerning
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the nature of light, also the events related to light and some puzzles resulting from the
aforementioned experiments, in particular the behavior of electrons, which "is not like
anything" according to the physicians' opinion.

In classical science it was considered that physics studies the events, where "the essence of
substance is not changed", although, yet in the seventeenth century I. Newton in his "optics"
together with other significant views was paying attention to the issue of light and substance
interaction, he wrote: "can light turn into substance and vice versa ?". As for modern physics, it
studies the events, during occurrence of which "the essence of substance" is changed more
deeply, than during chemical reactions. Such is a transformation of electromagnetic radiation
into particle, which has non-zero immobility mass. The test has shown that the photon of
significantly fast (more than the determined amount) vibration is transformed into a substance -
positive and negative electrode.

On the basis of the considered in the article experiments, and taking into account the
opinions, stated by the leading scientists of classical and modern physics concerning the nature
of light and related to it events, it is possible to draw a conclusion as follows.

Any kind of radiation of substance, and inclusive of light, is of a difficult composition. It
contains two parts simultaneously: radial and wavy radiation. They represent two different
kinds of matter and energy. They include some charged particle of immobility mass, therefore it
is proper to talk about double character of radiation - wavy and radial.

Radiation is spread in the space at the known speed c=300 000 km/sec.

Fig. 2

Schematic figure of light waves and rays.

On the figure 2 is given the aforementioned scheme of propagation of light. At those
points of the space, where the ray crosses the ridge of wave, which possesses maximal meaning
of energy, by adding of these two energies (radial and maximal wavy) are created the
conditions, in order to originate a solid, charged particle (or through hardening a virtual
particle, or through discharging an electrode from any atom). Probably, they would not have an
initial speed (or it would be smaller than the speed of light), and they would be easily gripped
by the ridge of light wave (like a rake on the ridge of sea wave) . Therefore, the trajectory of
electron movement will get a wave form, i.e. the electron will reveal the feature, which it does
not possess as usual. This can explain a diffractional picture of the electrode movement after
passing two gaps, obtained in the aforementioned tests. Therefore, the conclusion is drawn as
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follows: an electron is a particle and it is not "a wave-particle" or as it has been called by the
scientists "microcentaur”, which surprised the physicians of the twentieth century by its
incomprehensible movement.

E. Schrodinger stated that "a moving particle is nothing but foam on wavy radiation". It is
difficult not to remember the issues, which were considered by N. Bore due to the definition of
"wave-particle", brought in physics: "may be the nature does not need certain initial conditions
for its existence on the micro-level?" and one more - "aren't they "coordinate-void”?". The
famous physicians in their debates and discussions tried to approach the truth about the
movement of those charged particles, which showed up in the related to light events.

Let’s remember I. Newton's idea on the nature of light: "I think that light is something
that is differently propagated from luminous body. We can assume that light is a material
emanation or movement, or an impulse, which causes movement, or something else... I admit
only, that light consists of rays, which are different from each other by circumstances, amount,
form or strength, as well as sand granules and lake waves differ". By the contemporaries'
presenting of I. Newton, light atoms differ from substance atoms only by "rapidity" and
"smallness". As S. I. Pavlov informs us, later I. Newton put forward a compromise hypothesis
using the priorities of emissive and wavy ideas. .E. Newton's true conception on light was the
merging of corpuscle and wave faces. Modern physics has come to an analogical conclusion;
light represents the merging of photons and waves. Thereby, the ideas stated by us concerning
the nature of light should not be unacceptable for the modern physicians.

Taking into account all the aforementioned opinions, let's consider the experiment
conducted for studying the behavior and nature of electrons, the result of which has created a
big puzzle for the physicians and led them to the conclusion that we will never explain why is
happening the event, which has occurred during the test: why was changing the curve,
reflecting the allocation of electrons, on the electrons absorbing plate as a result of the bulb's
switch on and off , and why was it receiving the face, characterizing sometimes solid particles
and sometimes waves.

exe)

Fig. 3

The picture, depicting the scheme and the renewed results' analysis of the experiments,
conducted for studying the behavior of electrons.
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On the figure 3 is given the scheme of these experiments. It represents a tungsten wire,
placed in the metal box, which is warmed by current. The front side of the box has a hole.
Negative current is led to the wire, and positive current is led to the box. As the
experimentators assume, the wire radiates electrons upon its heating, which by affecting the
box walls obtain rapidity and some of them break out of the hole. Electrons have got a certain
speed, at which they move and when they approach the front wall of the box with two holes,
they break out of them and reach a detector, i.e. the counter of charged particles. As it was
mentioned above, the curve of electrons allocation on X axis appeared to be depicting the
interference.

According the aforementioned assumption, in the electron weapon from the tungsten
wire, upon its shot, will radiate light as waves and rays, and not electrons. They appear in the
space upon propagation of light on the ridge of wave and move together with this ridge. Thus,
along their X axis, the curve of allocation will receive a face of wave, i.e. it will be depicting the
interference.

When the aforementioned experiment was repeated with the difference that between the
gaps and the absorbing walls was placed the source of strong light, it showed own picture of
electrons' allocation on the absorbing walls by its radiation and emerged electrons. As the light
waves did not break into two different gaps, they did not undergo interference and non-
interferential picture was obtained. The second source of light was stronger that the first one, it
was better than the first one and covered the interferential picture, received from it. Moreover,
the direction of the propagation of lights waves and rays in the space, existing between the first
and second sources, is opposite to each other and thus the electrons, coming from the first
source could possibly not reach the counter.

Hopefully, on the basis of the aforementioned hypothesis it would be possible to explain
the results of a number of other experiments and to formulate a new theory on the nature of
light.

The fact that the substance, existing in a certain condition radiates energy, which in its
turn, upon propagating in the space, affects the virtual particle, emerging from vacuum, and
creates a new solid particle possessing charge and immobility mass - electron, really deserves
the physicians' attention. It is not excluded that better studying of these events will lead us to
the source of origin of world and evolution.
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K Bompocy o npupojae uziay4eHus

O. Jlomasn
Pe3rome

B crathe paccMOTpeHBI OIBITHI, MPOBEIEHHBIE B 3KCHEPUMEHTAIBHON (HU3MUKE C LEJbI0
U3Yy4YEHHs "KBAaHTOBOI'O NOBENEHHUA" €JIEKTPOHOB. BBICKa3aHO MPEANOI0KEHUE O TOM, YTO BCSIKOTO
BHJA M3JIy4€HHE M B TOM YHUCIIE CBET, COCTOMT M3 JBYX COCTaBISIONIMX YaCTEW: JIy4€BOrO M
BOJIHOBOTO M3nydeHHA. OHHU MNpencTaBisAOT co0Oi JBa pasiMYHBIX BHJA TOHKOW MaTepuu Hu
sHeprun. OHU paclpOCTPAHSAIOTCS B IPOCTPAHCTBE C OOJIBIION CKOPOCTBIO HE CMEIIUBAACH JIPYT C
apyroM. M3myueHue He COAEpKHUT B ceOe 3apsHKEHHBIX, MMEIOIIMX Maccy Mokos yacTull. OHu
BO3HUKAIOT MPHU PACIPOCTPAHEHUU W3IIyYEHUIN B MPOCTPAHCTBE. DJIEKTPOH SBJISETCS YacTHIIEH, a
HE BOJIHO- YaCTHUIIEH, KaK 3TO OOBSBISAIOT BEAYIUE YU€HbIe KBAHTOBOI MEXaHUKH.
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Abstract

Today, research of different geophysical medium shells’ stability is one of the actual
problems. We paid our attention to the vertical motions of different fluids heated from below: in the
first part there are theoretical aspects of the problem, in the second, experimental part, — original
fluid bubble boiling method of modeling of vertical one-dimensional two-phase flow. Supposed
laboratory method considers vertical motion of heated from below fluids — main element of
convection, which plays important role in extraordinary natural phenomena (thunderstorms,
volcanoes, gazer, mantle-plumes, tectonic motions, ionosphere continued waves, solar wind,
magnetic storms etc.), and named by us as “bubble boiling method of fluids”. Preliminary
experiments of modeling of fluid convective motions were successfully conducted at the base of
Institute’s thermobarochamber. Results were many times repeated and controlled in detail. Graphic
and table materials represent in next paper of this issue. Because the convective motions presents in
all geophysical shells and analogically the subjects, practical and theoretical activity of the Institute
collaborators are connected with each other, perhaps it will be possible to develop and expand it
further together.

1. Introduction

This paper focuses on some cases of instability processes taking place in nature, laboratory,
and technique. Laminar flows in porous materials and turbulence are similar in the sense that full
detailed description of their motion analytically is impossible, and in case of porous materials are
added the difficulties connected with the complexity of the geometry [1-18].

The purpose of study of both abovementioned problems consists in mathematical description of
flows by means of properly averaged variables. The “theory” of currents in the porous materials
essentially is based on generalization of Darcy’s empirical observations [1, 4]. We paid our
attention to the vertical motions of different fluids heated from below: in the first part there are
theoretical aspects of the problem, in the second, experimental part, — original fluid bubble boiling
method of modeling of vertical one-dimensional two-phase flow. Supposed laboratory method
considers vertical motion of heated from below fluids — main element of convection, which plays
important role in extraordinary natural phenomena (thunderstorms, volcanoes, gazer, mantle-
plumes, tectonic motions, ionosphere continued waves, solar wind, magnetic storms etc.), and
named by us as “bubble boiling method of fluids” [5-18]. Preliminary experiments of modeling of
fluid convective motions were successfully conducted at the base of Institute’s thermobarochamber.

2. Convection of magnetized, non-conducting fluid [2]
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Magnetized liquid is colloidal suspension of suspended particles in fluid-carrier (water, kerosene,
transformer fluid and others). In Oberbeck—Boussinesq approximation, the equations of complex
gravitational and magnetic convection are following [2]:

—

—+(V- v)v_—inwv V+fl—a -T,))g+£2M(T,H)VH,

Po Po

v.v=0, T 4y.vT —av?T, VxH =0, v-((umjﬁj:o,
at H
p=pll-al=T,)l, M=M;-K([T-T;)+z(H-H,), (2.1)

where V, p, T, T,, @, a, G, H, y,are respectively the vector of velocity, pressure, temperature,
temperature at which p = p,, coefficient of volume expansion, coefficient of heat conduction,
acceleration due to gravity, magnetic field, magnetic permeability, M, = M(T,,H,), Mis an
intensity of magnetization of fluid, K =aM(T,,H,)/dT, is pyromagnetic coefficient,
7 =0M(T,,H,)/ 6H is a susceptibility of fluid, p, = p(T,), the model is correct at small changing
of the temperature and magnetic field near T, and H,, respectively. The term MVH is conditioned

by magnetic properties of the fluid and characterizes its interaction with the magneto-gradient field.
At M =0 or VH = 0 the system (2.1) coincides with the model of usual natural convection model.

3. Convection of conducting fluids [3]

Let us consider case when the direction of the impressed magnetic field coincides with the
vertical. The relevant equations are:
20 ) ow
=xV0+ nveh, + H—,

at A ’ oz
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where 0, w, (, &4n, x, n, v are the temperature, vertical velocity, vorticity, current density,
temperature conductivity, electrical resistivity, kinematic viscosity, respectively.

4. Kelvin-Helmholtz instability in porous media: the Darcian flow [4]

Laminar flows in porous materials and turbulence are similar in the sense that full detailed
description of their motion analytically is impossible, and in case of porous materials are added the
difficulties connected with the complexity of the geometry [1-12].

The purpose of study of both abovementioned problems consists in mathematical description of
flows by means of properly averaged variables. The “theory” of currents in the porous materials
essentially is based on generalization of Darcy’s empirical observations [1, 4].

Consider parallel flow of two immiscible fluids in an infinite, fully saturated, uniform,
homogeneous, and isotropic porous media with constant porosity (¢) and constant permeability ().
The two fluids are incompressible and have constant properties.
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After linearization of these equations and neglecting nonlinear terms for typical normal mode of
wavenumber k in the x direction in the real part of potential of velocity and the disturbed interface
the resulting equation for w is slightly more general than the characteristic equation obtained by [5]
IS
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here in general ® is the complex number ® = o, +i®, .

Is it possible to consider Kelvin-Helmholtz instability as a trigger mechanism of light
earthquakes? When heating of considered medium from below and Kelvin-Helmholtz instability

happen concurrently we must know the numerical value of the Rayleigh number Ra>10° (for
turbulence).

5. Subvertical accumulation of earthquakes hypocenters — seismic “nets” [5]
Having studied data of JMA catalogues of Japan earthquakes, Vadkovsky obtained compact

(in space and time) accumulation of earthquakes centres (see Figs. 1a, 1b). Because of distinctive
vertically oriented cylinders form Vadkovsky named them seismic “nets”.
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Fig. 1a. Formation of the seismic “net” Fig. 1b. Formation of the seismic “net”
in region of the Island Hokkaido, [5]. in region of the Island Hokkaido, [5].
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a

Fig. 2 Distribution of hypocenters of earthquakes: (a) in Caucasus (3d view under angle of
vision 45%), [6]; (b) in Caucasus (vertical plate), [6].

Similar investigations were made for Georgia, too, and obtained on the base of great number of data
of light earthquakes both 3D structure of distribution of hypocenters of earthquakes and subvertical
seismic “nets”(see Figs. 2a, 2b).

That seismic “nets” will attract very serious attention of scientists, working on the problem
of convective motion because of striking likeness between the vertical distribution of hypocenters
of weak earthquakes and vertically oriented chain of air bubbles moving upwards in boiling water
(see Figs. 4- ). In search of seismic “nets”, the 3D, visual, analytical methods of grouping of the
earthquakes, technique of investigation Markov’s chains, and fractals multitude were used. The data
time interval (7 years) is too small one to tell with confidence in space-time characteristics of the
“nets”. Nevertheless, geometry and speed of formation latter enable to judge on the possible role of
fluids in the process of their formation, since neither melt nor, of course, any solid phase cannot
have such high mobility.

It is possible to say, that the seismic “nets” phenomenon one can with confidence include them into
a group of one-dimensional vertical flows, studying by supposed below fluid bubble boiling method
(see).

6. Neotectonics: Remarkable plates convergence [7, 8].

Following fragment from [8] is interesting not only for geologists.

“Recent geodynamics of Georgia and adjacent territories of the Black Sea-Caspian Sea region, as a
whole, are determined by its position between the still-converging Eurasian and Africa-Arabian
plates” (Fig. 3a). Analogical picture of block rotation rates, volcanic arcs, and distribution of
epicentres and hypocenters of earthquakes in Australia (Fig. 3b) (as result of interaction between
the Australian plate and the Pacific plate (Fig. 3c)).

Furthermore, according to geodetic data of Caucasus, the order of rate this convergence is ~ 20-30
mm/yr (Fig. 3a). The same order convergence rates showed in Fig. 3b (the authors of [18], when
interpreting of rotations represents following examples of there calculations: 200, 100, and 20
mm/yr for Japan, Ligurian Sea, and North Island, respectively).

All of these examples of natural extraordinary convective phenomena we consider only from
the standpoint of vertically directed convective one-dimensional flows, caused by Archimedes’
buoyancy force. It discoveries in the form of thermals in atmosphere and ocean, mantle plumes in
the liquid core of the Earth, etc. We tried to visualize considered process of heating fluid below and
illustrate this report correspondingly, as far as possible. Simultaneously, to describe it from new
point of view we suggest experimental method. Proceeding from essential peculiarity of these
extraordinary phenomena, we began to study peculiarities of bubble-boiling process of chemical
solution (glucose) of different density. Method allowed obtain some important thermodynamical
and thermochemical properties of boiling solutions, clearing and confirming some of natural facts.
Therefore, the first was named by us “fluids bubble-boiling modelling laboratory method”.
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Fig. 3. Present-day GPS- derived station velocities: (a) — the zone of interaction of the African,
Arabian, and Eurasian plates from data spanning the period 1988-2005, [7]; (b) GPS velocities
field in the North Island and northwestern South Island based on a decade of observations [18];

(c) according to [18] beneath Wanganui Basin might be the general case of young active continental
margin before back-arc extension and volcanism begin. It is noteworthy that this area (Fig. 3a)
contains sites of the strongest Caucasian earthquakes — 1988 Spitak (Armenia) and 1991 Ratcha
(Georgia) [8].

Continuing this phrase, we note that because of small Reynolds number there is possibility
of laboratory modelling of such motions fluids in the mental (details of theory and experiment see
in [14]). Then, for good reason one may contend that this tectonic rate field is directly / exactly
connected with molten mantle convective motion. The latter was considered in detail in our
article [14].

It is necessary to note that represented in Fig. 4b and Fig. 4c volcanoes in detail studied in
the article [15]. There was calculated volume of materials discharged during the main phases of
volcano’s activity during the 1955-2009 (Kamchatka). Authors of [16] studied explosive activity
with great variations in the frequency and energy of explosions; magma as it was moving along the
conduit was stratified to form a set of vertical filaments; the leading explosive mechanism during
that period was a fragmentation wave that was produced in a gas-charged, viscous, porous magma
during decompression. One notices that the shape of some shock waves in air indicates the
occurrence of air blasts above the crater (in our modeling bubble-projectile boiling of fluid (!)). The
air blasts have been caused by combustible volcanic gases such as carbon monoxide and hydrogen
(CO and H,) which entered the atmosphere in sufficient amounts (see Fig. 4b).

Fig. 4. (a) — Subglacial volcanic eruption [17]; (b) — eruption of volcano Bezymyannyi
[Internet]; (c) — eruption of volcano Kluchevskaya Sopka — [Internet].

Fig. 4c shows two interesting cases of independent convective thermals (plumes) — small cumulus

cloud and volcano’s first burning hot muddy-gas eruption, — the phenomena, which we model in
laboratory by fluid bubble boiling method (see below).
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I1. Fluids bubble-boiling modelling laboratory method: intensive one-dimensional vertical
convective motion (extraordinary phenomena of nature)

A. Purpose and scope of this method.

Preliminary experiments of laboratory modeling of fluid thermo-chemical convection
were carrying out at Thermo-baro-chamber of Institute of Geophysics. There were observed
and measured: (1) differentiation of solutions; (2) generation layers with boundaries containing
high concentration of accumulated pollution; (3) thermodynamic parameters changing in space
and time; T, Q, S, p, P, V, o, B, v, x, Ra; (4) the many-layer fluids system and ( 5) formation
and velocity of Stokes’ size bubbles at the bottom of heating vessel with water sugar solution,
oil, (6) their fast vertical motions in the mass of slow ascending infinitesimal air bubbles;
(photography and video-recording) They were photographed during bubble boiling of chemical
solution.
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Fig. 5a. Structurs of fluid heated from below: Fig.5b. A schematic illustration of the vertical
fluid; bubble; bubble-slug; slug; slug-annular; directed main geothermal flows; hot gazer (left);

annular; dispersed-annular; drops; vapor. main boiling fluid Na-ClI, pH neutral; hot steam,
Approximate sequence flow structures in surface oxide, solutions; oxidation; zone of
vertical evaporator tube [9]. precipitation [10].

B. Calculated clouds. Computer calculations have correctly reflected the vertical one-dimensional
two-phase flows of convective motions in nature (compare Figs. 6a-b and Figs. 7a-b), one of which
is given in [12] (Emanuel (1989) [12])
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Fig. 6. Vertical structure of Emanuel’s hurricane model: “(a) — deep clouds transfer mass from the
subcloud layer to the top layer; shallow clouds exchange entropy between the lower troposphere
and the subcloud layer without producing a net mass flux; (b) illustration of airflow in a developing
Emanuel’s tropical cyclone model; for a cyclone to spin up, lower tropospheric

air above the boundary layer must flow inward; this air has a relatively low moist entropy, and if

it were to ascend directly into the vortex core, the core entropy would reduce, the core would cool,
and the cyclone would decay. Instead, the air descends within shallow clouds, within precipitating
downdrafts, and outside of clouds because of Ekman suction. This descent of relatively dry air
reduces the entropy of subcloud layer. The vortex core can become warmer than its environment
only if the surface fluxes are large enough to offset this drying effect on the subcloud air parcels
flow inward in the lower troposphere, sink downward in downdrafts , receive entropy from the
ocean, and then ascend in deep convective clouds” [12].

C. Natural clouds (photographs, Thbilisi, Georgia. — by A.G.).

Fig. 7. Convective clouds, thermals, moving slowly: (a) westward (Tbilisi, 14/08/13; 12:29);
(b) eastward (Thilisi, 11/08/13; 11:01).

Together Figs. 1-9 illustrate complete result of action of vertically oriented well-known
Archimedes buoyancy force in nature.

a b
Fig. 8. Three-layer thermodynamic system — glucose syrup layer (bottom), thick intermediate
bubbles and population (IP) layer, oil layer (it’s well seen group of large air- bubbles), thin
intermediate bubble and IP layer, and air-steam layer (top): (a) photograph shows oblique
view of the solution topography; (b) photograph shows view from side (after 2 min).

Here and below photographs show side views of the solution in glass vessel.
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a b

Fig. 9. Photographs show the same thermodynamic system as in Fig. 8, but here glucose solution
colored by coffee: (a) it is well seen two large air bubbles fast vertically ascend upward (~ 40 cm/s);
(b) large bubbles made their way through the thick intermediate bubbles and population (IP) layer
(after 14 sec).

Conclusions

Here was used wide interval of solution density; thanks to suggested method of bubble boiling
for laboratory investigation of thermo-chemical convection between existing layers were
obtained intermediate layers with high concentration of accumulated pollution; discovery of
second kind discontinuity of temperature-time dependence at the point T (t)of intensive

infinitesimal air bubbles formation till the point T, (t)of solution bubble boiling (note, that
To(t) -Ty; (t)is linear, and T, (t)-T,,(t)is near to parabolic). Analyze and discussion of physical

aspects of this point and elliptic curve are given in our joint paper of this issue of JGGS/2013-2014.
Preliminary experiments of modeling of fluid convective motions, which were successfully
conducted at the base of Institute’s thermobarochamber, must be continued.

Acknowledgment. Author thanks Cand. Phys.-Math. Sci. Nodar Tchiabrishvili for active
participation and discussion of results of original laboratory experiments.
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00 onHOMEpPHBIX ABYX-()a3HBIX/MHOI0-KOMIIOHEHTHBIX KOHBEKTHBHBIX
JABUKEHHAX KMAKOCTel B Pa3JIMYHBIX reo(pu3nyecKux cpefax: 1a00paTopHbIi
MeTO/l MOJEJIMPOBAHMSA MY3bIPHKOBOI0 KMIICHUS JKUAKOCTH

A. U. I'Benecuanu

Pesrome
B mHacrosmieit paboTe OCHOBHOE BHHMAaHHE COCPEJOTOYEHO Ha BEPTHUKAIBHBIX
KOHBCKTHUBHBIX IBUXCHUAX pa?,J'II/I'-IHBIX FGO(i)I/BI/ILIeCKI/IX cpez[, noz[orpeBaeMHx CHI/I3y. HCpBaH
yacTb paboOThl — TEOpeTHYecKas; BTOpas — OSKCIepuMeHTalbHas. [Ipeanaraercs HOBBI MeETOJ
na60paT0pH0r0 MOI[GJ'II/IpOBaHI/ISI KOHBCKTHUBHBIX I[Byx-(i)aSHI)IX MHOTI'O-KOMITOHCHTHBIX I[BI/I)KGHI/Iﬁ B

CCTCCTBCHHBIX YCIIOBUAX (06.]13.1(3, BYJIKAHBI, reﬁ3epbl, MCHTIJI-IINIIOMC, TE€KTOHHW4YeCKHe CIABHIHU,

noHOChepHble HeIpephIBHbIE BOJIHBI, COJTHEYHble BCIIBIIIKYM, MarHUTHblE Oypu X T.O. ),
Ha3BaHHBIH HaMM METOJAOM IIy3BIPBKOBOIO KHUIEHMs XHAKOCTH. [lomydeHsl oOHan&xuBaromue
pe3yabTaThl MPEABAPUTEIBHBIX SKCIEPUMEHTOB, MPOBEIEHHBIX Ha 0a3e IKCIEPUMEHTAIBHOIO

KOMIIJICKCAa TCpMO6apOKaMepLI I/IHCTI/ITYTa FCO(bI/ISI/IKI/L HOCKOJIBKY KOHBEKTHUBHBIEC JIBHMKEHUA
IIPpUCYTCTBYIOT BO BCeX I‘eO(‘l)I/ISI/I‘IeCKI/IX O6OJIO‘IK3X, d TEeMAaTHKd, IIPpAKTHYECKad U
TeopeTn4deCKad OeATEJIPHOCTh COTPYIHUKOB MHCTUTYTA IIPAMO MJIM KOCBEHHO CBA3dHABI C HUMHU,
TO MO>XHO OBIJIO GBI Ha4YaThIe HnCCiIesO0BaHNA COBMECTHO PACIINPUTH U PA3BUTH AaJjIe€e.
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Abstract

It is used method of fluid bubble boiling with purpose of laboratory modeling of thermo-
chemical convection in different geophysical mediums [1]. Preliminary experiments were
carrying out in the abovementioned work. Here was used more wide interval of solution
densities. Thanks to suggested method of bubble boiling for laboratory investigation of thermo-
chemical convection were defined more precisely before obtained results: differentiation of
solutions; generation layers with boundaries containing high concentration of accumulated
pollution; second kind discontinuity of temperature-time dependence in the point of
infinitesimal air bubbles formation, after which the straight line character of it turns into like
parabolic one before achievement the bubble boiling point.

1. Introduction

In this report, on the base of the experimental complex — Thermobarochamber of Mikheil
Nodia Institute of Geophysics — for the first time it is obtained new results on modeling of
thermals origin and following formation of cumulus clouds in the atmosphere and other
geophysical fluids, convective motions giving rise mantle plumes, volcanoes, thermal waters
etc. Investigation of these thermo-chemical convective motions, connected with extraordinary
phenomena of nature (thunderstorms, hailstorms, volcanoes, relative motion of plates,
earthquakes etc.), is one of the most actual scientific and socioeconomic problems. Difficulties
of numerous experimental, numerical, and theoretical studies of these processes have led
scientists to the necessity of carrying of corresponding laboratory experiments [1]. Here was
used wide interval of solution density; thanks to suggested method of bubble boiling for
laboratory investigation of thermo-chemical convection between existing layers were obtained
intermediate layers with high concentration of accumulated pollution; discovery of second kind
discontinuity of temperature-time dependence at the point T () of intensive infinitesimal air

bubbles formation till the point T, (t) of solution bubble boiling (note, that function T(t) in
interval T,(t) - Ty (t)is linear, and in T, (t)-T,, (t)is parabolic). All authors unanimously declared

that appeal to the laboratory experiment is only right way for successful solution of the difficulties
connected with this problem [1-10].

2. Scheme of device and characteristics of thermodynamic system
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There are provided and analyzed results of joint laboratory experiments by method of fluid
bubbly boiling in modeling of the process of thermals formation in different geophysical
environment, in particular, of cumulus clouds, differentiation of under-cloud /over-cloud ranges etc.

Below, Fig. 1 shows the scheme of device for modeling of vertical one-dimensional two-phase
thermal motion.
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Fig. 1. Scheme of the experimental device: 1 — electrical heater;
2 — laboratory auto-connected transformer; 3 — voltmeter;
4 — chemical retort; 5 — glucose solution; 6 — thermometer.
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Fig. 1 shows the minimum of necessary instruments to conduct experiments with high accuracy
and completeness of information about all parameters of the system. Although, this scheme is very
simple, however, as proved during careful and repeated experiments, we establish some important
phenomena accompanying boiling process (reflected partly in the figures and tables).

I11. Bubble-boiling method: Preliminary experimental results

In chemical retort, firstly, clear water (at initial temperature 10°C, density po = 1.00 g/cm®) was
used as object of investigation, and then — series of glucose solution with following values of
density: p; = 1.04 glem®, p, = 1.08 g/cm?, ps = 1.13 glem®, ps = 1.18 g/cm?, ps = 1.23 glem®, pg =
1.29 glcm?®, p7 = 1.35 glem?®, pg = 1.41 glem®, po = 1.47 glem®.

Fig. 2 shows graphical dependence of temperature water (in °C) on time (in min.). It is evident
two stages in the processes of heating both clear water and considered glucose solutions. One can
see as straight lines in case of clear water, po = 1.00 g/cm?, just at temperature Ty = 80°C (Fig. 2a),

and glucose solution of maximal density, ps = 1.47 g/cm®, at temperature Ty = 40°C (Frig. 2b),
undergo discontinuity of second kind, respectively. Shaded sectors show the degree of curves
deviation from linearity, respectively. These two points of discontinuity, Ty, are joined by straight
line in Figs. 2a, b.

Table 1 contents results of measurements of temperature changing with time beginning heating
of clear water (po = 1.0 g/cm®) and glucose solution (pg = 1.47 g/cm®) from T = 10° C to the point of
boiling T = 100° C. Difference is evident: in intervals of temperature AT = (10 -50)° C (first five
cases of measuring) time of clear water heating is twice more than in case of glucose
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Fig. 2. Temperature-time dependence of fluid heated below: (a) — clear water
(po = 1.0 g/cm®); (b) — glucose solution (py = 1.47 g/cm?).

solution maximal density; then the values of these times approaches to each other, nevertheless, the
difference between them remains and equals to At =5 min at the boiling temperature T = 100° C. In
the same relations are the quantity of clear water and the solution heat, respectively. Here also in the
first five cases Q of the clear water twice more then Q of the glucose solution, these values
approach to each other still the boiling point T = 100° C, where difference between them equals to
AQ =4500 cal.

Table 1. Dependence of temperature interval of clear water and glucose
solution of maximal density on time and intensity of heating.

Clear water, Glucose solution,
po = 1.0 g/em® po = 1.47 g/cm®
Tempera | Time Heat | Tempera | Time Heat
Ne |tureT°C |t,min| Q,cal |tureT°C |t min| Q,cal
S
0 10 0 0 10 0 0
1 20 4 3600 20 2 1800
2 30 8 7200 30 4 3600
3 40 13 11700 40 6 5400
4 50 17 15300 50 9 8100
5 60 22 19800 60 14 12600
6 70 26 23400 70 18 16200
7 80 31 27900 80 24 21600
8 90 37 33300 90 30 27000
9 100 45 40500 100 40 36000

All 10 points of above mentioned solution densities represent in Fig. 3. It is well seen smooth
passage of the curve from point to point before the point s = 6 (i.e. ps = 1.29 g/cm?®), after which the
temperatures of discontinuity (Tqc), for last four values of density of sugar solution (ps = 1.29 glem®,
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p7 = 1.35 g/lem®, pg = 1.41 g/lcm?, and py = 1.47 g/cm®), coincide (Tges = Tde7 = Tdc,s = Tqc, o) and
equal to 40° C.
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Fig. 3. Temperature of discontinuity, Ty, dependence on
the density of clear water (pg=1.0 g/cm®) and densities
of glucose solution (ps, glem®), (s = 1,2, ..., 9).

Fig. 4 and 5 shows the maximal difference between clear water and glucose solution of density
Pg = 1.47 g/lcm®,
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Fig. 4. Temperature dependence of glucose solution heated below
upon heating flux: (a)— clear water (pg = 1.0 glem®); (b) —
glucose solution (pg = 1.47 g/lcm®); (circles denote temperatures
of discontinuity, Tqc(t), corresponding to ps, (§=0,1,2,...,9).
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Fig. 5. Temperature-time and heat flux-time dependence at fixed density
of solution p; (solid lines): (a) corresponds to clear water (s =0, pg =

1.0 g/cm®); (b) — to maximal density of glucose solution (s =9, po=1.47
glem®); (c) -T,. (t) temperature of discontinuity corresponds, including

clear water, to all values of density, ps, (S=0, 1, 2,...,9), (dashed line).

Table 2. Dependence of clear water and glucose solutions entropy for 10°C
of temperature intervals on the density, ps, of solution.

Density of Intervals of temperature, AT, °C
Ne solution, | 40-50 | 50-60 | 60-70 | 70- | 80-90 | 90-100
S Ps: 80
g/cm Entropy, AS = AQ /T, cal / °C

0 1.0 630 900
1 1.04 450 | 585 810
2 1.08 495 495 | 630 720
3 1.13 405 504 | 675 900
4 1.18 360 405 450 | 580 900
5 1.23 360 405 450 | 630 900
6 1.29 360 360 360 450 | 640 900
7 1.35 270 270 370 450 | 675 900
8 1.41 360 360 60 450 | 630 900
9 1.47 315 360 405 450 | 540 900

Below, by construction of Fig. 6 we wish to sum up results of our preliminary experiments on
modeling of convection process which are in any liquid and gaseous geophysical environment or, in
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short, to describe whole process of heating and boiling glucose solution from beginning to the end.
As concerns Table 3, it adds the data of Tables 1- 2 and Figs. 2-5, too.
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Fig. 6. Entropy-temperature graphic dependence of glucose solution
with density pg = 1.47 g/cm®using AT = 10°C intervals. Dashed line
shows deviation of the solid line from linearity after point (40-50, 0.8).

The graphic dependence between the entropy increase (AS = AQ/T) and selected from ((10-
100) °C) range 10°C-step temperature intervals is represented in Fig. 6.

Temperature intervals (10-20, ...) along the abscissa axis correspond to the respective
temperatures of discontinuity. Detailed analysis of the entropy growth dependence on temperature
of the glucose solution with density pg = 1.47 g/cm® shows that the value of entropy is indicator of
system’s state at transfer from one condition to the following one. At that moment, corresponding to
the temperature of discontinuity, Ty , the system (solution) transfer from state of great number of
least vapour bubbles, slowly ascending thermal-plumes (first stage — bubbly flow) to the state of
bubble slug.

Table 3. Main heat characteristics of different density glucose solutions from
the beginning of heating the glucose solutions to the bubbly boiling process.

Ne | Temperature Entropy, AS = Correlation Correlation
sol | intervals, T,°C | AQ/ T, kcal / °C | AS100°C/ AS2°C | AS100°C/ AS4°C
1 10-20 180 3600/ 180 =

2 20-30 360 =20

3 30-40 540 3600 / 540 =
4 40-50 810 =6.6

5 50-60 1260

6 60-70 1620

7 70-80 2115

8 80-90 2700

9 90-100 3600

133



It is interesting to compare our results (Figs. 2-6 and Tables.) with Nukiyama’s Fig. 7.

R
Il
L/

Fig. 7. Boiling of water at 100°C on the electrically heated
platinum wire. Maximal flux for bubbly boiling (Nukiyama (1934), see [3]).
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Comparison and analysis of our results on clear water and nine cases of sugar solution densities
(Figs. 2-6, Tables ), and Nukiyama’s (1934) ones (Fig.7) on only clear water, showed their
accordance with each other. In both cases heat fluxes was the same order (~ 2.0 W/cm?, in our case,
against 3.14 W/cm? of Nukiyama (1934)); moreover, the angles of deviation from linearity between
dashed and solid lines in Fig. 6 and between AB and BC parts of the curve of Fig. 7 are nearly the
same.

Fig. 8. Photographs of convective clouds with individual towers (Thilisi, Georgia).— by A. G.

Fig. 8 shows typical cumulus clouds over outskirts of Thilisi: it is well seen as cloud towers
visualize the atmospheric thermals — individual and groups of cloud towers; heat flux over the hilly
partly wooded territory (and in the winter sea) is about ~ 100 W/m? [7-9]; our modeling heat flux
equals to 2 W/cm?; Parameters of convective clouds are following: vertical middle velocities of—
about 3-5 m/sec, near the base of cloud dimensions.
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kind consent to provide these experiments in the laboratory of Thermobarochamber of Mikheil
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JIabopaTopHOE MOICTHPOBAHUE MPOIIecca TEPMUKOOOPA30BaAHUS
B aTMOoc(epe METOJOM My3bIPHKOBOTO KUTICHUS YKUIKOCTH

A. U. I'Benecuanu, H. I'. UnaGpumsunmy,
Pestome

B nmanHo# pabore Ha 0a3e komriuiekca TepmoOapokamepbl MHCTUTYTa T€O(pU3UKU BIIEPBBIC,
MCTOAOM 1IY3BIPBKOBOTO KHUIICHHA JKUAKOCTH, CTaBATCA W AHAJIU3UPYIOTCA COBMCCTHBLIC
AKCIEPUMEHTBl TIO0 MOJCIHUPOBAHUIO TEPMOXHMMHUYECKONH KOHBEKIIMHU, Tporiecca 00pa3oBaHUs
TEPMHUKOB B Pa3jMuYHbIX Ie0(QU3HMUECKUX CpelaX, B YaCTHOCTH, 00pa3oBaHMs Ky4eBbIX OOJIAKOB,
paccioeHusl moao0NayHol | oOyiayHOW cpen u mp. MccnenoBaHre KOHBEKTHBHBIX JIBUKCHUM,
CBSI3aHHBIX C OSKCTPAOPIWHAPHBIMHU SIBICHUSMH TPUPOABI (IITOPMBI, BYJIKAHBI, JBUKCHUE
TCKTOHUYCCKUX IIIMT, 3EMIICTPACCHUA U I[p) ABJIACTCA OAHUM M3 CaAMBIX AKTYAJIbHBIX HAYYHBIX H
COITMOPKOHOMHUYECKUX Tpo0ieM. TpymIHOCTH YHCICHHBIX OKCIEPUMEHTOB, YHCICHHBIX U
TEOPETUYECKUX MCCIICJOBAHUN OSTUX MPOLECCOB IMPHUBEIM YUYEHBIX MHpa K NPHU3HAHUIO
HEOOXOJMMOCTH  TMPOBEACHUS COOTBETCTBYIOUIMX JIA0OPATOPHBIX SKCIepuMeHTOB. [locnenHue
HMCIOT HE€ TOJIBKO HNPHUKIAAHOC, HO W CaMOCTOATCIBbHOC 3HAYCHHC. Hpe}IHO)KCHHI)IM METOAOM
My3bIPHKOBOTO KHUIIEHUS IS JIAOOPATOPHOTO MOJCITUPOBAHHS TEPMOXHUMHYCCKON KOHBEKIIUU ObLI
MOJIy4YeH Ps HOBBIX pe3yiabTaroB (See [1]). s mmpokoro auama3oHa IUIOTHOCTEHW pacTBOPOB B

XOZle KpPUBBIX 3aBUCHMOCTH Temieparypsl 1(t) u suTpomuu S(T) oOHapyKeHbl TOUKH pasphIBa
HeTpepBIBHOCTH BTOpoTo poja (B auamasone (40-80)° C), moce KOTOpOit KPUBbIE OTKIOHAIOTCS
OT HAYaJIBHOTO JIMHEHHOTO XO0Ja, M3TrMOAIOTCA M IMapaboIndecKW IPHOIIDKAIOTCA K TOYKe

xumenus 1000 C.
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Abstract

Modeling of the Black Sea waters dynamics (Russian zone) was conducted within the
framework of the European ARENA and ECOOP projects and Russian project JISWO on the
basis of Princeton Ocean Model (POM). Nowcasting and three days forecasting of the Black
Sea dynamics was carried out in a daily mode with horizontal resolution of ~1 km along the
Russian coast of the basin. Examples of calculations are presented and their comparison with
space remote sensing and in situ (hydrological measurements) data is fulfilled, results of model
validation are discussed. Model data reproduce observed real dynamic structures. Increasing a
spatial permit of processes allows reproduce in calculations the detail of hydrological structure,
which do not principally find displaying in large-scale models (vortexes with horizontal spatial
sizes ~10 km). The model and the observed vertical profiles are very similar. Synoptic eddies,
reflected inthe modeled salinity field show a high correspondence in the spatial size
and horizontal location with satellite images. The comparison of modeled temperature field with
satellite data also demonstrates their qualitative agreement. The conclusion that the
proposed modeling technology can adequately monitor the variability of the waters of the
region with the spatial and temporal resolution, unattainable using only field data,
can prove important for operational oceanography.

1. Introduction

Numerical modeling of the Black and Caspian seas dynamics was fulfilled in the State
Oceanographic Institute of Russian Federation (SOI) within the framework of European ARENA
(2003-2007 years) and ECOOP project (European COastal-shelf sea OPerational observing and
forecasting system, 2007-2010 years) and National project JISWO (Joint Information System on
World Ocean) and has continued to the present.

A well-known numerical Princeton Ocean Model (Blumberg and Mellor, 1987, 1991),
adapted for the regional conditions, was used. As is known, the POM model is based on full
system of the equations of hydrodynamics of the ocean with a free surface and Boussinesq,
hydrostatics, liquids incompressibility approximations (vertical sigma-coordinate). The
turbulence model with level 2.5 closure, based on the turbulence hypotheses of Rott-
Kolmogorov generalized by Mellor and Yamada (1982) for the stratificated stream is used for
vertical mixing parameterization. For horizontal diffusivity - the scheme of Smolarkevich is
used.
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The purpose of the paper is a description of automated system of nowcasting and
forecasting of hydrophysical parameters which built during ECOOP and estimation of quality of
modeled fields. The system output in the Russian part of the Black Sea is described. These
results were obtained in close co-operation with other participants of the project, particularly
with the Marine Hydrophysical Institute of National Academy of Sciences of Ukraine,
Sevastopol (MHI). The comparison of observations and modeled fields is also presented below.

2 Russian zone of Black Sea forecasting system

A first version of the Black Sea coastal forecasting system has been developed in the
framework of Europian ARENA project (Kubryakov et al., 2006-2011; Kordzadze et al., 2008,
2011), Fig.1. The formal parameters of the numerical regional model in this case were the
following: the grid for calculation which covered the Russian zone of the sea had dimension
305x105 points and lay in borders of 44.0°-45.16° northern latitude and 36.33°-41.0° east
longitude. The horizontal grid step was equal ~1200 m. The 25 vertical layers were thickening
exponentially from the middle layers to the surface and to the bottom of the sea for the best
resolution of the surface and bottom border layers. At the task of boundary conditions, nested
grid technology (one-way nested grid model without a feedback) was used (Kubryakov, 2004),
see below. Thus, necessary data on the open liquid borders of area were delivered by a basin-
scale model of circulation of MHI (Demyshev and Korotaev, 1996), (Dorofeev and Korotaev,
2004).

i MHI Ukraine

~ NMA Romania :

gia
(ALADIN Family)

| : Sea Surface Elevation Current Velocity Sea Water Temperature and Salinity

< Regional Model POM

Fig. 1. System of nowcasting and forecasting of Black Sea water dynamics.
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Calculations for the Russian zone of the Black Sea were carried out in the test mode for
debugging of technology. The results of the design were compared with the information of in
situ (CTD) and remote (SST) observations. An example of these results is shown in Fig.2-5.

One of the first calculations was carried out for the period of 7 June until 14 June 2003.
The result of calculations of a field of speed and corresponding in time satellite picture (NOAA)
of sea surface temperature (SST) is shown in Fig.2. As seen in Fig.2, the model reproduces both
anticyclonic vortexes located on the slope zone with a characteristic horizontal scale of ~80 km
(Az;), and vortexes diagnosed according to the contact and satellite measurements eddies with a
scale of ~15 km (Azy).

NOAA-16
9 Jun 2093
23:59 GMT

435

-

Az,

40

Fig. 2. Comparison of the modeled results (currents) with satellite image. The dotted line
allocates area of modeling.

Comparison of modeled results with in situ data has been performed by using the contact
measurements (CTD) obtained by R/V Akvanavt of “Shirshov’s” Institute of Oceanology (IO
RAS) in July 2005. In Fig. 3, the regions of R/V Section and modeling are shown.

For example, the difference in the distributions of salinity sections constructed from the
modeled and in situ data (Fig. 4) can be described as follows. The anticyclonic deflection of the
isolines takes place both in CTD and modeled distribution of salinity. Along the section it has the
same location. The halocline in the observed data is expressed more clearly than in the modeled.
The isolines with equal values in the modeled data are about 20 meters deeper than in situ. In
general we can note the qualitative agreement between the modeled and in situ data.
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Model

z=100 m
21 July, 00-00 hours

37.5° 38.5 39 39.5 40
o Salinity (section) R/V Akvanavt

R/V “Akvanavt” 100

July 2005 \

200

250

300
m 0 50 100 L

Fig. 3. Region of R/V Akvanavt section and modeling area.

Salinity (section) Model , Salinity (section) R/V Akvanavt

50 50 21.5
100 100 20.5
150 150 19.5
200 200 18.5
250 250 17.5
300 300 16.5
w0 20 40 60 Kinm 0 20 40 60 km

Fig. 4. Comparison of the modeled results (salinity) with in situ data (R/V Akvanavt),
sections.
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Comparison of modeled spatial distributions of salinity with satellite image received during the
R/V Agquanavt cruise, shows a spatial displacement modeled salinity anomalies caused by
anticyclonic eddies, with respect to remote data (Fig. 5). But qualitatively, the modeled vortexes
correspond to the satellite image and their spatial sizes are the same (Azz Azy).

38°F 39°F NOAR-17

22 3tl 2005
18:498 GMT
45°N

Gelendzhik
®

Tuapse
®

Sea Surface Temperature

Fig. 5. Comparison of the modeled results (salinity) with satellite image (SST).

Resume of intercomparison between the Russian coastal zone nested model data and the
data obtained during the ARENA project (R/V Akvanavt cruises and sattelite data) may be
follows. Results of modeling are in general physically identical, increasing a spatial permit of
processes allows reproduce in calculations the detail of hydrological structure, which do not find
displaying in large-scale models. In particular, the eddies with horizontal spatial sizes ~10 km.
Model calculations reproduce observed real dynamic structures. Their spatial position not wholly
well complies with observed data. The main features of calculate parameters have a good
correspondence with a measurements.

Thus, calculations of coastal circulation of waters of Black Sea by a nested grid method
have shown the reasonable consent of the received results with available representations about
dynamics of waters in considered area. The received conformity of results of modeling
calculations to data in situ and remote supervision gives to hope for an opportunity of
satisfactory realization of monitoring of hydrophysical fields in coastal area of Black Sea on the
basis of use of the described technology for the developed series of regional models (Kubryakov
et al., 2006).
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Note, the debugging of technology before (and during) ECOOP project was done in close
collaboration and cooperation with colleagues from other near Black Sea countries, and
especially MHI. In particular, in terms of nesting and the parameterization of surface heat flux.
These questions are highlighted in the work of our colleagues (Kubryakov et al., 2004-2011,
Kordzadze et al., 2008, 2011) and will not be shown in this article.

During the ECOOP project the calculations were carried out daily for about 2 years,
making it possible to obtain a large amount of simulation results. The formal parameters of the
numerical regional model according to the terms of the Project in this case were the following:
the grid for Russian zone of the sea had dimension 304x254 points and lay in borders of 43.0°-
45.26° northern latitude and 37.25°-41.0° east longitude. Horizontal resolution of regional model
is ~1 km at 18 vertical sigma-layers (Table 1). The number of vertical layers was limited by
computational possibilities (the task was to provide daily the forecasting for 3 days ahead). The
sigma-coordinates was follows: 0,-0.004,-0.009,-0.013,-0.022,-0.034,-0.046,-0.058,-0.079-0.11,-
0.171,-0.268, -0.366,-0.463,-0.561,-0.78,-0.902,-1. We did not notice any problems with
calculation of the pressure gradient forces using the terrain -following grids. The conditions at
the lateral boundary: free slip for the flow and zero normal fluxes of salt, heat and momentum.

The cold intermediate layer (CIL) of the Black Sea in this case was resolved and well
expressed not only by regional POM, but by the basin scale z-model (Dorofeev and Korotaev,
2004).

Main Type Vertical Grid size | Number of | Time step
features of models coordinates grid points
Basin scale model IMHI-model [Fixed levels in
(MHI) with  remotefthe vertical z-| ~4900 m [237 x 131 x 35 600 s
sensing dataldirection
assimilation
Northeastern POM-model [Terrain 120s
Russian Coastal following - (baroclinic
Zone Regional coordinates ~1000 m [304 x254 x 18 mode)
Model 3s
(barotropic
mode)

Table 1. Main features of global and regional models.

As in ARENA case, nested grid technology was used. Necessary data on the open liquid
borders of area were calculated by a basin-scale model of circulation of MHI. MHI model uses
satellite data assimilation of altimetry and sea surface temperatures and also meteorological data
(wind stress, flows of heat and mass) received from the National Meteorological Administration
of Romania within the framework of the European cooperation (Fig. 1). The SOI receives the
necessary border conditions for the regional Russian model in a daily mode from the MHI server
and makes nowcasting and forecasting (for 3 days) calculations of thermohaline structures and
water dynamics of the region. The initial data for the forecast is generated daily as a result of the
MHI Black Sea Forecasting Operational System work (BSFOS).
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Values of parameters in nodes of regional models were calculated first with the use of
horizontal linear interpolation of the values in the adjacent nodes of a basin-scale grid, and then
by means of splines using vertical interpolation. Total fluxes through the section border in
regional and basin-scale models strictly coincided. Both normal and tangential components of
baroclinic velocity are specified by the coarse basin scale model interpolated fields, but after
application of transport constraint to preserve coarse basin scale model transport. So

tang __ yytang
U POM — U COARSE

U normal =U normal QCOARSE
CORR INTERP

INTERP

In boxes where water flowed into the high-resolution area, values of temperature and salinity
were set. In points where water flowed out, the condition was used:

a_es_
on  on

For the barotropic mode of normal component of barotropic speed on eastern and western
borders, the following conditions were used:

normal __ normal g
Upom  =Uconrse + 5X/ﬁ(77pom ~ Tcoarse ) )

where ¢=1 for the eastern border and &= -1 for the southern border; » — sea level. The subscript
"coarse" specifies a large-scale model. CORR - corrected; INTERP - interpolated; Q - is the total
mass flux through the lateral liquid wall.

The atmospheric forcing was the same as for MHI model, and the same with bathymetry,
but interpolated to the regional grid. The atmospheric data was received from MHI ftr-server in
common “CoarseFilds” files of boarder conditions. The impact of the river flow was considered
to be not essential in Russian zone of Black Sea.

The process was fully automated in SOI and includes four stages (Fig. 6):

- receipt of initial information from the MHI ftp-server by internet;
- realization of model calculations;

- visualization of the results of calculations (temperature, salinity, current velocity, sea
level);

- transmission of results to the SOl server and website and for use in the national JSIWO
program (Fig. 7).
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ftp:\\ mhi.net.ua http:\\ www.oceanography.ru

Internet i'
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Preparation of )
boundary conditions Regional model
for SOI model POM

Mk Visualization "\ '
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HTTP:/WWW.OCEANOGRAPHY.RU/

INDEX.PHP/RU/uépHoe=mope/
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#) CemmapN2EMOPAHdOc  ~ & benovo, X

Fig. 7. Example of modeled results shown on the SOl website (in Russian).

It is interesting to compare the results with the measured data, in situ and remote, to
assess the quality of modeling of dynamics and the thermohaline structure of waters in that Black
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Sea region. Comparison of modeled results with in situ and remote data has been performed.
Contact measurements (CTD) obtained by R/V Professor Shtokman of “Shirshov’s” Institute of
Oceanology (IO RAS) for the period of 9 March until 2 April 2009 were used. In Fig. 8, the
regions of R/V Survey and modeling are shown.

(«r‘? N ﬁ% i\w > > / = >

g 2\ v
éw‘\ér/’( r‘?\v;/w ) ;f:« /\:’:I\g—\{’g

Station 5
Cross-section

—— Vessel’s cruise & A

Model section | > \,

Region of modeling \

e B \

Fig. 8. Region of R/V Professor Shtokman survey and modeling area.

It should be noted at the beginning that some characteristics of water in the region in
March should be reflected in the measurement data and modeling (Blatov and al., 1984). The
vertical structure is an upper quasi-homogeneous layer (UQHL, several tens meters), thermo-
halo- pycnocline below to depths of 500 m and the underlying quasi-homogeneous layer. The
main feature of the vertical structure of the waters of the Black Sea is the so-called cold
intermediate layer (CIL) with the axis at depths of 50-100 m depending on the point of
observation. Rim Current has extending along the continental slope, roughly along the isobath
1200 m, and produces a general cyclonic circulation in the sea. In the area of the continental
slope, the eddies with spatial scales of ~ 100 km are also observed, and directly in the shelf-slope
zone - anticyclonic eddies with horizontal dimensions are about 10 km (see Fig. 2). These
dynamic characteristics are reflected in the distributions of isolines in the cross-sections. Note
also that the salinity is a major contributor to the spatial distribution of the density of Black Sea
water, determining its dynamics. Therefore, profiles, sections and maps are constructed from the
values of salinity, the most informative in analyzing the features of water dynamics in the region.
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Fig. 9. Vertical profiles of temperature (T), salinity (S) and density (D) for Station No. 5 from
CTD data (black) and modeling (red).

Vertical profiles built both from CTD and modeled data reflect the typical vertical
structure of waters in the region in March (Fig. 9, for hydrological Station 5), in particular, the
presence of the upper quasi-homogeneous layer (UQHL) with a capacity of ~ 40 m, the cold
intermediate layer (CIL) with the axis at a depth of 60 m, the main pycnocline to depths of 500
m and the underlying quasi-homogeneous layer. The vertical profiles of salinity and density are
of the same type because the water density in Black Sea is mostly defined by
salinity. Qualitatively, the model and the observed profiles are very similar. For the salinity
difference in values of the order of ~0.1%, for the temperature there is the same order in
degrees °C at depth. A maximum difference in temperatures is observed on a surface —
approximately 1.5 °C. As the research of colleagues from MHI showed, this failing can be
decreased by including the penetration of short-wave radiation (Kubryakov and al., 2011). But
during the experiment we did not include this effect in SOI technology because do not receive
the necessary information about the heat flows.

Distribution of thermohaline characteristics at a cross-section perpendicular to the coast
(see Fig. 8) is typical for the Black Sea, and shows a decline in the depth of isolines from coast
to the center of the sea, caused by a general cyclonic circulation (Fig. 10). The section shown in
Fig. 7a is built from asynchronous CTD-data made by R/V Professor Shtokman in the period
10/03/2009-13/03/2009. Figure 10b is built from model data corresponding to the points and
times of ship observations. Comparing Fig. 10a and b, we can conclude that the salinity
distribution in sections are similar and have similar quantitative values. As the differences can be
noted, large vertical salinity gradients in halocline on the cross-section, which was built from
CTD-data. But reducing the spatial discreteness of the model data in cross-section is well defined
deflection contour lines in the slope (right side of Fig. 10c) due to the presence of the
anticyclonic vortex with the spatial size of ~ 10 km (see Fig. 11a). Analysis of a similar section
for the temperature gives the same results. A similar distribution of isolines on the edge of the
continental slope of Black Sea is fixed often from CTD data of many hydrological surveys with a
small horizontal step (~1 km).
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Fig. 10. Distribution of salinity on a cross-section (see the Fig. 5), obtained from CTD data (a)
and model data (b, c).

Synoptic variability in space and time is clearly expressed in the model calculations of
water dynamics in the region. As an example, the model velocity fields corresponding to the
beginning and end of hydrological survey R/V Professor Shtokman is shown in Fig. 11, and the
model temperature and salinity fields corresponding to the beginning and end of section in the
period 10/03/2009-13/03/2009 is shown in Fig. 12, 13. With regard to estimates of the degree of
differences of model and measured values, then, due to high degree of asynchrony of the
hydrological survey, comparison between measured (in situ) and modeled data does not make
any sense. Therefore, the estimations of quality of modeling are possible using remote
sensing. Examples of comparisons of modeled data with satellite observations are shown in
Fig. 14, 15.

Thus, synoptic eddies, reflected inthe salinity field (model) and the concentration of
chlorophyll A (satellite image) show a high correspondence in the spatial size and horizontal
location (Fig. 14). As noted earlier, the salinity fields to better reflect the dynamics of the waters
of the Black Seain comparison with the fields of temperature. As well as images of
chlorophyll are the bestto fix the dynamic structures and their evolution thanthe SST (Sea
Surface Temperature) images. Unfortunately, the analysis of of conformity the salinity fields and
satellite images has only qualitative character. To obtain quantitative characteristics of
the spatial accuracy of model estimates makes sense to use a fields of sea surface temperature.
For example, the RMS of the difference between the model and the measured SST in area of
modeling for 2 July, 2009, was equal to RMS=1.1°C (Fig. 15) and it is typical value. The
comparison of modeled temperature field, shownin the Fig. 15, with satellite data also
demonstrates their qualitative agreement. But using some standard methods to assess the quality
of the model output in extended period of time was not performed, because modeled and
observed sea surface temperatures have a big difference. The reasons have been described above
(heat flux).
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As seen in the figures presented, some shift of location of T, S anomalies in modeled

calculations concerning supervision takes place. For elimination of this effect, data assimilation

in a local model can be used (now it can only be assimilated in a basin-scale model).
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Fig. 11. Model fields of sea currents at a depth of 10 m 10/03/2009 (a) and 02/04/2009 (b).
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Fig. 12. Model fields of temperature at a depth of 0 m 10/03/2009 (a) and 13/03/2009 (b).
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Fig. 13. Model fields of salinity at a depth of 0 m 10/03/2009 (a) and 13/03/2009 (b).
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Fig. 15. Satellite image (SST) and modeled sea surface temperature at 2 July, 2009.

It is also interesting to analyze how the magnitude of the errors of forecasting (Fig. 16) is
dependent on the time of forecasting. This is done using the information about temperature and
salinity at the moments of contact measurements (for Station 5). For temperature, the minimum
number of errors takes place in the case of 1-2 days forecasting (except the depths below CIL,
where variability is considerably low than within UQHL). In the upper layers, the forecasting is
closer to measurements than nowcasting (0 days in the Fig. 16). It is worth mentioning the
considerable errors of modeled temperature in the upper layer. For salinity, the maximum of
errors is located in the range of depths about 100-200 m (main halo- pycnocline). In the upper
layers, the presence of local maximum of errors when forecasting for 2 days is distinct. But in
general, a forecasting for 1 day (and at some depths for 3 days) does not yield or excels
nowecasting in quality.
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Fig. 16. Differences (absolute value) between measured and modeled temperature (a) and
salinity (b) as a function of time of forecasting (1-3 days, O is nowcasting). Station 5.

The reasons for such results could be following:

a) Nowcasting during the Project was carried out by the model for the time span of 1 day.
Possibly, this time is not enough and it is necessary to increase that up to 2 days.

b) In addition, dynamic features of interaction between the currents and bottom relief and
adaptation with the wind stress likely show up during the forecast, which finds the
display in the variability of profiles of temperature and salinity.

Conclusions

During the Project, the automated system of modeling the dynamics of water of the
Russian zone of Black Sea was created. It allows generation of physically adequate results of
calculations of thermohaline structure of water and current fields. Such calculations are
performed in nowcasting and forecasting (3 days) mode.

Results of modeling are in general physically identical. Increasing a spatial permit of
processes allows reproduce in calculations the detail of hydrological structure, which do not
principally find displaying in large-scale models (vortexes with horizontal spatial sizes ~10 km).

Model data reproduce observed real dynamic structures. The model and the observed
vertical profiles are very similar. For the salinity difference in values of the order of ~0.1%,,, for
the temperature there is the same order in degrees °C at depth (but not at a surface). Synoptic
eddies, reflected in the modeled salinity field show a high correspondence in the spatial size
and horizontal location with satellite images. The comparison of modeled temperature field with
satellite data also demonstrates their qualitative agreement. The typical RMS of the difference
between the model and the measured SST was equal to RMS=1.1°C.
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Some shift of location of T, S anomalies in modeled calculations concerning supervision
takes place. For elimination of this effect, data assimilation in a regional model can be used.

In addition to a satisfactory qualitative and quantitative agreement between the model
data, CTD and remote measurements of the dynamics and water structure in the Russian Black
Sea area, another result is important. On the basis of this experiment, the conclusion that the
proposed modeling technology can adequately monitor the variability of the waters of the
region with the spatial and temporal resolution, unattainable using only field data,
can prove important for operational oceanography.
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YuciieHHoe MoJeJTUpOBaHre TMHAMUKHU BOJ Poccuiickoro cekropa UepHoro
MOpPSl B PaMKax 3aJa4 ONePATHBHOU OKeaHOrpaduu

Anekcannp B. I'puropses, Auapen I'. 3anenun

MopnenupoBanue nuHaMuKu Boja YepHoro Mops (poccuiickas 30HA) IPOBOAMIIOCH B paMKax
esponeiickux npoektoB  ARENA u ECOOP u poccuiickoro mpoekra JISWO Ha ocHoBe
[Mpuncrtonckoit mMoaenu okeana (POM). JluarHo3 u MmporHo3 AuHaMukd YepHoro mops Ha 3
CYyTOK TPOBOJWIICS B €XEAHEBHOM pPEXKHME C TOPU3OHTaJIbHBIM paspemieHueM | kM ams
poccuiickoil 30HBI OacceliHa. IIpuBoasiTcs NMpUMEphl PacuyeTOB W UX CPABHEHHME C JIaHHBIMU
JMCTAHIMOHHBIX (CIYTHUKOBBIX) W IN-SitU (THAPONIOTHYECKUE HW3MEPEHHs) HAOII0ACHUI,
00CYX/IaloTCsl pe3yabTaThl BaIMJAIMKA MOAETH. MoJenpHble JaHHBIE BOCIPOU3BOIST
HaOMOlaeMble  pealbHble JUHAMHYECKHE CTPYKTYPbl. YBEIUYEHHE MPOCTPAHCTBEHHOTO
paspeuieHns MO3BOJSIET BOCIPOU3BOAMTH JETANNA THIPOIOTUYECKON CTPYKTYpHl (BHXPH C
TOPU30HTAILHBIMH  TIPOCTPAHCTBEHHBIMH pasmepamMu  ~10 kM), KOTOpPBIX B MPUHIIMIIE
HEBO3MOXXHO OIKCAaTh B KPYIMHOMACIITAa0HBIX MOJENSIX. MojenbHble W HaOII0gaeMbIe
BepTUKaJbHbIE Npoduian odeHb cXonHbL. IlpocTpaHCTBEeHHBIE pa3Mepbl M TOPU3OHTAJIbHBIE
MIOJIOKEHHUS CHHONITUYECKUX BUXPEH, KOTOPBIE MPOSBISIFOTCS B MOJEIBFHOM II0JIE COJICHOCTH,
HaXOJATCS B XOpOILIEM COOTBETCTBHMM CO CIYTHUKOBBIMH HU300pakeHUsMU. CpaBHEHHE
MOJIEIFHOTO TEMIEPAaTYpPHOTO TOJsI CO CIYTHHKOBBIMH JIAaHHBIMH TaK)XKe JIEMOHCTPHPYET UX
KOJINYECTBEHHOE COBIA/ICHUE.
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