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ABSTRACT: The adoption of e-health offers affluence medical benefits, unfortunately source of
effective data is poorly protected, it is also susceptible to dangerous threats and attacks. While the
volume of medical data dictates the use of technology, a failure of e-health systems to include security
survivability as apriority in making e-health systems compromise easier. With this numerous security
issues, the system can suffer more and never recover to assure users on their mission mandate.
Despite efforts to secure Kenya’s cyber space by assuring Kenya electronic transactions and online
services such as e Government and health, system survivability and security attacks continues to
jeopardize e-health confidentiality, credibility, reliability and availability for both providers and
users. Therefore, it is important to understand issues around system survivability after attack rather
than just security. Overall, this paper will try to come up with a system survivability issues for
fighting information systems crime in the health sector in Kenya. Specifically, this research study will
seek to outline the major system survivability threats and vulnerabilities within health sector in
Kenya.
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1. INTRODUCTION

Survivability is defined as the ability of a system to provide essential services in the presence of
attacks and failures, and to recover full services in a timely Manner. According to M. Farrukh Khan,
Raymond A. Paul, in Advances in Computers, 2012) . Survivability has been considered as a key
inherent property of a reliable system. A survivable system continues to function, despite the presence
of malicious attacks or arbitrary faults. The fact that a system has well-defined functions and correct
implementations does not guarantee that the system is survivable. Some damages, which are resulted
from novel, well-orchestrated malicious attacks, are simply beyond the abilities of most system
developers to predict. In those situations, even a strong system with well-established security could
possibly be compromised.

Globally Information technology is a very important tool in any current organization. Today
organizations are driven by emerging technologies of which when implemented improve the welfare
of clients and changes how people interact and promote social participation. These new technologies
improve the productivity and competitiveness of organizations while opening up new areas to be
explored and creating business and job opportunities as hold forth by Shenoy, A., & Appel, J. M.
(2017).".

In Africa, many countries have reported the upsurge of digital threats and malicious activities. The
threats has been as a results of sabotaged public infrastructure, losses from digital fraud and illicit
financial flows, and national security breaches involving espionage and intelligence theft by militant
groups. While the individual governments on the continent seem to be very slow to appreciate the
importance of the concept of information systems safety, the regional political body, the African
Union (AU) seems to be making some gains in raising awareness and advocating for better cyber
safety, to the continent’s ministers of Information and Communications Technology. The African
Union Commission (AUC) put out a call for experts to join its African Union Cyber Security Expert
Group (AUCSEG) based on a resolution by its executive council and also created Africa Cyber
Security collaboration and coordination committee to advise the AUC and policy makers on Cyber
strategies, with many other specific tasks. Call for experts, AU, (2018)

This study determines the nature and characteristics of threats, assess the emerging threats and
vulnerabilities that influence the health sector in Kenya and more specifically Referral Hospital
hospitals. A qualitative review was undertaken by a literature search of the survivability and
vulnerabilities to identify threats and the factors influencing system survivability attacks in healthcare.
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In this paper, we examine the major system survivability threats and factors influencing them in
healthcare facilities. The rest of the paper is organized as follows, 1. provides emerging survivability
threats and vulnerabilities in the health facilities, Factors Influencing system survivability attacks in
healthcare is provided in section I11, section IV discussion and conclusion.

2. EMERGING SYSTEM SURVIVABILITY THREATS AND VULNERABILITIES IN
THE HEALTH FACILITIES

There are several issues that make health care security more complicated and have increased
vulnerability over time (Burns, 2016)". In addition to this proliferation in emerging technology, many
healthcare companies tend to use obsolete systems in many fields, such as Window XP, which has not
been supported since 2014. (Milliman, 2016)Y, enabling hackers and malware to easily avoid
detection, for example, the recent WannaCry attack. The propriety nature of medical device software
means that healthcare IT teams may not be able to access the internal software in medical devices, so
they rely on manufacturers to build and maintain security in those devices which were lacking. There
is also a problem with lack of funding for security and system survivability, while hospitals and other
organizations spend funding to become more integrated; they do not spend enough time and money to
keep software updated and systems safe (Kotz et al., 2016)"'. This is exacerbated by a lack of industry
expertise on system survivability security resulting from a general lack of technology and the
prohibitive expense of security personnel. In summary, a rapid shift to electronic health records and
interconnected devices, along with historical and ongoing lack of investment in survivability of
systems and a lack of understanding of health personnel ’s safety work behaviors have made the health
sector vulnerable to attacks.

Although healthcare has vulnerabilities to exploit, attackers need to be motivated to commit attacks.
Motivation includes the potential for financial and political benefit and possibly taking life in a
cyberwarfare process. Economic benefit is the highest of those motivations. Data on health care is far
more valuable than any other data. The value can exceed €888.05 for a complete set of medical
credentials (Sulleyman, 2017). Stolen medical identification may be used by claiming somebody ’s
identity or insurance records to access health care and prescription drugs. Uses extend to organized
crime perpetrating sophisticated fraud. Fraudsters have earned billions in the last few years by filing
fraudulent claims and dispensing drugs to sell on the dark web (McCarthy, 2016). Sometimes there is
even sufficient information in medical records to open bank accounts, secure loans or obtain
passports.

Effects of Cybercrime on Healthcare: The health sector has seen a drastic increase in the amount
and scale of data breaches in the last few years. Breaches lead to financial loss, reputational loss and
reduced patient safety. Report indicates the average cost of missing or stolen medical records
containing confidential and sensitive information is massive (Seh AH, 2020)'%, and continued
advertisement associated with large breaches may jeopardize patient trust which may result in less
willingness to share data (Whitler, 2017)Vi. This is especially problematic for patients with conditions
such as sexual or mental health conditions being stigmatized.

Despite warnings issued and the availability of security patches, the scale of the WannaCry attack was
exceptional, with over 300,000 computers worldwide demanding that users pay ransoms on bitcoin
(Scott & Wingfield, 2017)*. A number of hospitals have experienced system wide lockouts, patient
care delays, and loss of function in connected devices such as MRI scanners, and refrigerators for
blood storage. This attack was not directed specifically at healthcare organizations, yet the damage
was widespread. Other ransomware targeted specifically the healthcare sector.

Many malware attacks have led to major incidents, such as healthcare trust suffering an unspecified
cyber-attack which results in the shutdown of IT systems and scheduled operations and outpatient
appointments being cancelled for days (Evenstad, 2016)*. Medjack (Medical Device Hijack) is attack
that was detected to inject malware into unprotected medical devices for lateral movement through the
hospital network (Storm, 2015)*. The infected medical devices creates poor ties in hospital safety
defenses, including diagnostic equipment (including MRI machines), therapeutic equipment (e.g.,
infusion pumps), and life-supply equipment (including ventilators).
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Simulated attacks by ‘White Hacker’ have highlighted that there are other vulnerabilities which mean
“Medical devices are the next security nightmare”. There is potential for attacks similar to what used
to be considered science fiction. For example, brain jacking where a suitable device could be inserted
(Pycroft et al., 2016). Simulated attacks on devices such as pacemakers and defibrillators, insulin
pumps and pumps for drug infusion have been carried out. These attacks have remotely controlled
machines to modify surgery or send lethal doses of drugs. Though currently only simulated such
attacks may occur (Klonoff, 2015)%". Risks will continue to increase if cybersecurity has not been
designed from the start of the product or project lifecycle.

Ransomware and other Malware: Malware is a serious problem across all industries, however, in
healthcare, a malware infection can mean life or death. Healthcare operates an intricate series of
interconnected reporting and services. The interlocking network that communicates information on
our behalf to better our health is especially vulnerable to ransomware and other malware attacks. In
the aforementioned NHS WannaCry attack, hospitals are forced to close their doors to new patients,
and existing patients’ treatment are interrupted because of an inability to access records. The HHS
‘Wall of Shame’, which lists healthcare data breaches data breaches affecting almost millions of
individuals. Healthcare is among the leading cyber-criminal-targeted industries (Kruse et al., 2017)*V.
Breaches may be caused by hacking, malware and threats to insiders. While insider threats are issues
created by employee errors or deliberate actions (e.g., responding to phishing emails, a social
engineering attack to extract login credentials or launch a malware attack, erroneous security settings,
password misuse, loss of laptops and sending unencrypted emails). This thus becomes a moderating
factor together with DDOS and ransomware attacks.

Ransomware exploits vulnerabilities to hijack monetary benefit infrastructures for target information
technology (IT). Because of the nature and value of information, access to medical information allows
cyber criminals to commit identity theft, medical fraud, and extortion, and to illegally get controlled
substances. Medical information’s utility and versatility, extensive centralized storage of medical
information, relatively weak IT security systems, and the expanding use of healthcare IT
infrastructure all contribute to an increase in cyber-attacks on healthcare institutions. Research
suggests that an individual 's medical information is 20-50 times more valuable to cyber-criminals
than personal financial information (Kruse et al., 2017). As such, cyber-attacks targeting medical
information are increasing 22% per year (Kruse et al., 2017). Ransomware uses a hybrid encryption
system that combines the two cryptographies to create an asymmetric cryptosystem in which data is
encrypted using a randomly generated symmetric key, which is then encrypted using a public key
where one party has the appropriate private key (Krishy, 2018)*. The cyber-criminal uses the private
key to decrypt the symmetric key to decrypt the data back "into “plaintext” and give the key back to
the victim, who can then use it to access their device again (Krishy, 2018). When encrypted, the code
is unavailable and indecipherable. The user receives a pop-up notification that requires a ransom
payment (usually in untraceable digital currency such as bitcoin) in exchange for the decryption key
(Pope, 2016)™.

Often, Ransomware does not destroy data but will lock up data before a ransom is paid (Richardson &
North, 2017)*", Even if the infection with ransomware is removed the data can remain encrypted. But
it is necessary to remember that the mere infection of a ransomware computer does not suffice. To get
an encryption key and report its results, the ransomware has to communicate with a server
(Richardson & North, 2017). This includes a server hosted by a corporation that avoids criminal
activity and ensures anonymity for the attackers (called Bulletproof Hosting). These businesses are
often located in China or in Russia (Richardson & North, 2017).

During a ransomware attack, malware is injected into a network to infect and encrypt sensitive data
until a ransom amount is paid.

Ransomware attacks are a growing threat amongst healthcare providers according to an analysis last
year. More than 1 in 3 healthcare organizations globally fell victim to a ransomware attack in 2020.
The reason for its prevalence is that hackers understand how critical it is for the healthcare sector to
minimize operation disturbances. During a ransomware attack, healthcare victims panic, fearing the
regulatory  consequences that follow the theft of patient data. Data Breach
Investigations Report (DBIR).
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Phishing: Like all industries, healthcare is at risk from phishing. According to Data Breach
Investigations report (Verizon, 2023)" around 66% of malware was initiated as an email attachment.
Although the WannaCry ransomware was unlikely to have begun its life in an email, much malware
continues to be executed via phishing. However, phishing emails and texts are also a threat to
personal data, including login credentials.

The National Health Information Sharing and Analysis Center have recently reported that the
healthcare industry is at the most risk of fraudulent emails. However, little is being done to combat
this, with 98% of healthcare organizations not taking the first steps in helping to prevent phishing by
setting in place Domain-based Message Authentication, Reporting & Conformance (DMARC).

Insider threats: Insider threats to hospital resources are a concern across the board and can be carried
out by patients as well as staff and can be both malicious and accidental. The HIMSS Cybersecurity
Survey (2017), found that Insider threats were deemed to be worrying enough to set up specific
programs of protection by 75% of respondents.

Spoofing: Spoofing is when someone hides their identity to evade detection for their wrong acts and
pretends to be someone else in an attempt to gain trust and get sensitive system information. The
common spoofing done by changing the hardware or MAC address is called MAC cloning, changing
the IP address or the unique identity on the network is called IP spoofing, and impersonating as
someone else in their digital communication is called email spoofing.

Information-gathering attacks: Information gathering is the practice of attacker gaining priceless
details about probable targets. This is not an attack but only a pre-phase of an attack and is totally
passive as there is no explicit attack. Systems including computers, servers, and net-work
infrastructure, including communication links and inter networking devices, are sniffed, scanned, and
probed for information like whether the target system is up and running, what all ports are open,
details regarding the operating system and its version, etc. Some of the information-gathering attacks
are sniffing, mapping, vulnerability scanning, phishing, etc.

Password attacks: The simplest way to achieve control of a system, or any user account, is through a
password attack. If the personal and behavioral details of the victim are known, the attacker starts
with guessing password. Frequently, the attacker uses some form of social engineering to trace and
find the password. Dictionary attack is the next step in password attacks and is automated.

Virus: Computer viruses are the most communal threat to the computer users. Computer viruses are
malicious software designed to blow out from one computer to another through file transfer,
piggybacks on genuine programs and OS, or e-mails. The email attachments or downloads from
particular websites contaminate the computer and also other computers on its list of contacts by using
the communication network. Viruses influence the system security by changing the settings, accessing
confidential data, displaying unwanted advertisements, sending spam to contacts, and taking control
of the web browser According to Thomas C. (2009), the viruses are identified as executable viruses,
boot sector viruses, or e-mail viruses.

Worms: Computer worms are fragments of malicious software that reproduce swiftly and blow out
from one computer to another through its contacts, again spreading to the contacts of these other
computers and so on and reaching out to a large number of systems in no time. Captivatingly, worms
are prepared for spreading by exploiting software vulnerabilities. Worms display unwanted
advertisements. It uses up tremendous CPU time and network bandwidth in this process thereby
denying access to the systems or network of the victim, creating chaos and trust issues on a
communication network.

Trojans: Trojans are programs that appear as perfectly genuine but, in reality, have a malicious part
embedded in it. Trojans are spread usually through email attachment from the trustworthy contacts
and also on clicking on fake advertisements. The payload of Trojans is an executable file that will
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install a server program on the victim’s system by opening a port and always listening to that port
whereas the server is run on the attacker’s system. Hence, whenever the attacker wants to login to the
victim machine, they can do so by means of the backdoor entry making it hidden from the user.

Spyware and adware: Spyware and adware are software with a common property of collecting
personal information of users without their knowledge. Adware is intended to track data of the user’s
surfing behaviors, and, based on that, pop-ups and advertisements are displayed. Spyware on the other
hand gets installed on a computer and gathers information about the user’s online activities without
their knowledge. Spyware contains key loggers that record every-thing typed on the keyboard, making
it unsafe due to the high threat of identity mugging.

Botnets: A collection of compromised systems or bots acts as a team of infected computers under the
control of a bot master to remotely control and send synchronized attacks on a victim host. This army
of bots, agents, and bot master constitute a botnet. Botnets are used for sending spams and also for
distributed denial of service attacks.

Denial-of-service attacks: Denial-of-service (DoS) attacks as the name suggests denying users from
accessing or using the service or system. This is mainly done by overwhelming the bandwidth, CPU,
or memory wherein the access to the network of the victim machine or server offering the service gets
denied. DoS attacks thus interrupt the service of a computer or network systems, making it
inaccessible or too inferior in performance.4.16 Distributed DoS In distributed DoS (DDoS) attacks,
the victim is targeted from a large number of individual compromised systems simultaneously. The
DDos attacks are normally done with the help of botnets. The botmaster is the attacker who indirectly
attacks the victim machine using the army of bots or zombies. DDoS attacks occur when a large
number of compromised systems act synchronously and are being coordinated under the control of an
attacker in order to totally exhaust its resources and force it to deny service to its genuine users. It is
the upsurge in the traffic volume that loads the website or server causing it to appear sluggish
(Thomas C. 2009)

3. FACTORS INFLUENCING SYSTEM SURVIVABILITY ATTACKS IN
HEALTHCARE.

Top Management should be responsible for informing their employees of the importance of systems
survivability, make it efficient for people to participate, take ownership and manage their
responsibilities (Abbas et al., 2015)*%. They also ought to invest in a solution that benefits everyone
and finally monitor performance. Further, organizational resources come in whereby organizations
lack industry expertise on survivability attacks resulting from a general lack of technology and the
prohibitive expense of security personnel.

Game theory models the attacker and system administrator s fundamentally selfish and aggressive
actions and analyzes the potential strategies bringing in the human aspect of cyber security (Shiva &
Sankardas, 2010). Securitization theory suggests there is currently a general perception that there is a
lack of awareness and information in Kenya on systems security matters, leading to IT literacy as an
individual factor. For systems survivability, intersectionality can help us better understand how
system attacks issues are not just technical but are both legal and governmental, and cultural and
economic, and so on which leads to policy formulation of IT policies for cyber security.

Based on the above from the literature review, the researcher aimed at reviewing organizational and
individual factors, coupled up with mediating factors to come up with a framework for system
survivability. From this, the researcher aimed to develop and validate a framework that addresses the
human factors, organizational culture, and IT policies side of system survivability in the health sector.

Increased use of Cloud computing and online security

Cloud computing is being taken up by healthcare as it offers benefits such as improved access to data
and cost efficiency. The use of Cloud computing within healthcare is set to soar, however, cloud
computing brings its own risks (I Kravchenko, 2021). Data within cloud repositories need to be
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correctly protected, according to Open Web Application Security Project (OWASP) guidelines.
Protecting data at rest and during transit across web services requires not only robust encryption
measures but also appropriate and effective authentication, such as second factor and risk based.

Internet-enabled healthcare attacks (Internet of Things - 10T devices)

Healthcare has embraced Internet-connected devices in a bid to use health data to improve patient
outcomes. Apps like OpenAPS which are an optimized data-driven insulin delivery system and
internet enabled activity trackers which help in cancer treatment are paving the way for the 10T to
improve healthcare. However, the 10T has known security and privacy issues. Many healthcare based
loT devices aggregate personal data which is then stored in a cloud repository and used to analyze
conditions, treatments, among others. Security issues such as DDoS attacks like the massive Mirai Bot
(NJCCIC, 2016), which are based on 10T devices, are a potential threat that could disrupt treatment.
The protection of personal data to prevent exposure is another. Redundancy issues are also another
area of concern, as more hospitals become dependent on Internet-enablement of systems.

Lack of Data Encryption

Protecting sensitive business data in transit and at rest is a measure few industries have yet to
embrace, despite its effectiveness. The health care industry handles extremely sensitive data and
understands the gravity of losing it which is why HIPAA compliance requires every computer to be
encrypted (Thakur, K., Hayajneh, T., & Tseng, J. 2019)*

4. CONCLUSION

Some of the survivability crimes and threats are wrongdoing that are executed utilizing PCs or are in
any case identified with them. Access to boundless information over the world is great yet it
accompanies its reasonable portion of issues. In this paper, we have explored the principal
vulnerabilities and risks that target health systems survivability and proposed a comprehensive system
survivability model to address these challenges. Through the analysis of a case study and a review of
relevant literature, we have developed a model that can be adopted for use as a strategy to overcome.
By adopting this model, organizations can enhance their ability to identify and mitigate vulnerabilities
in their environment, thereby improving their overall security posture.
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ABSTRACT: Several Enterprises are adopting Enterprise Networks due to their benefits like remote file
storage, resource sharing, and improved communication. Due to a large number of target groups, cyber-
attackers have exploited vulnerabilities in the Enterprise Networks to launch cyber-attacks on these
networks thus resulting into data theft and financial losses to the enterprises. In this study a Dynamic
Enterprise Network Cyber Security Analysis Model that considers the ever changing components of
enterprise networks was developed and implemented on windows operating system. Purposive sampling
was used to select key informants with technical knowledge about cyber security. Primary data was
collected using closed-ended guestionnaires and secondary data was collected from analysis of scholarly
articles, books, conference papers, and journals. Expert opinion guided the testing and implementation of
the developed model.

KEYWORDS: Enterprise networks, Cyber Security, Analysis Model, Dynamic

1. INTRODUCTION

Of recent the use of smart phones, internet and computers is so popular in our lives. This is both for
individuals and organizations. As of 2024 there were 5.35 billion internet users worldwide which is
66.2% [1] and according to [2] there are 6.93 billion smartphone users worldwide.

Organizations and enterprises have embraced networking of Computers thus coming up with Enterprise
networks. This is attributed to the benefits like resource sharing, remote file storage, and improved
communication that come with the networking of computers. However, since access to the server
computer affects activities of all computers on the network, cyber-attackers have highly targeted
networked computers by exploiting network vulnerabilities thus plunging enterprises into huge financial
losses and data losses. Most of the attacks have been as result of errors on the enterprise employees’ part.

Cyber-attacks can lead to significant financial losses for large enterprises. The exact amount of losses
varies depending on various factors such as the nature of the attack, the size of the organization, the
industry sector, and the effectiveness of the organization's security measures. Some notable examples of
large enterprises and the losses they have experienced due to cyber-attacks include;

In 2013, Target, a major U.S. retailer, suffered a cyber-attack that compromised payment card
information of approximately 40 million customers. The attack also exposed personal information of
around 70 million customers. The breach cost Target an estimated $162 million, including expenses
related to investigation, remediation, legal fees, and settlements [3].

In 2014, Sony Pictures Entertainment experienced a highly publicized cyber-attack attributed to North
Korea. The attack resulted in the theft and release of sensitive company data, including employee
information and unreleased films. Sony Pictures estimated the total cost of the attack to be approximately
$15 million, including remediation efforts, investigation, and legal fees [4].

In 2017, Equifax, one of the largest credit reporting agencies, experienced a massive data breach that
exposed personal information of approximately 147 million people. The breach resulted in significant
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financial losses for Equifax, including legal settlements, remediation costs, and damage to its reputation.
The estimated total cost of the breach exceeded $1.4 billion [5].

In 2017, Maersk, a global shipping company fell victim to the NotPetya ransomware attack, which
affected its IT infrastructure worldwide. The attack resulted in significant disruptions to Maersk's
operations, including the shutdown of critical systems and the loss of data. The company reported losses
of around $300 million due to the incident [6].

According to the Police Crime report for 2020, Shs. 15 billion was lost through cyber fraud. According to
NITA-U, the fraud mostly targeted mobile money and bank operated internet services [7].

It's important to note that these are just a few examples, and the financial impact of cyber-attacks on large
enterprises can vary widely. Additionally, the true cost of a cyber-attack may extend beyond immediate
financial losses, including reputational damage, customer loss, and regulatory fines.

In a bid to mitigate such attacks enterprises have employed solutions like basic cyber security trainings
for all employees, password rotations, 2 factor authentication, and password security policies but in vain.
Due to an increase in situations like cyber-attacks, civil and criminal proceedings, and other industry
events, process models were presented and created [8] to address the challenge of Enterprise Network
Cyber Security vulnerabilities for example Attack Tree model [9], Attack Graph model [10], STRIDE
model and many others. However, the limitation to these models and the aforementioned enterprise
solutions is that they work for static networks yet most of the enterprise networks currently are dynamic
i.e. the load on the network changes over time, packets to be route come and go, objects in an application
are added and deleted constantly, more workstations are constantly added to the network with the increase
in the number of employees.

According to [11], the graphical security model-based analysis which would offer a fair solution has
several problems that need to be addressed and future research in the areas of adaptability, scalability, and
lack of empirical data is suggested. This renders the existing enterprise network security models
ineffective.

With such prolific increase in malware attacks targeting Enterprise Networks due to presence of many
network vulnerabilities in them which are exploited by cyber-attackers, there is a need to have an
Enterprise Network with up-to-date cyber security risk countermeasures. Therefore the major contribution
of this study is to develop a Cyber Security Analysis Model that caters for dynamic networks.

2. METHODOLOGY

The methodology that was applied in this research is Design Science Research (DSR). This is due to the
fact that DSR is a commonly used and recognized method of producing artifacts in the field of
information systems research. It provides a methodical framework for creating objects like constructs,
models, procedures, or instances. As a result, it is suitable for designing a DENCAM. DSR is also useful
for identifying and implementing feasible solutions within a challenging context [12].

In designing a DENCAM, the following six (6) steps of DSR were followed:

Step 1: Identify the problem and Motivate.

There is an increase in Enterprise networks as a result of several attacks targeting Enterprise Network
Systems. Therefore there is need to increase security of the Enterprise Networks such that they are more
resistant to such attacks.

Step 2: Define the Objectives

To analyze the security of Enterprise Networks.

To enhance the security of Enterprise Networks.

To simulate several attacks on enterprise networks and observe how the networks counteract them.

Step 3: Design and Development

SolarWinds ipMonitor network monitoring tool was used to monitor the changes in the network
components. The new changes in the network components were noted.

MITRE ATT & CK matrix was used as a knowledge base to identify cyber threats to the network and
mitigate them. More emphasis was put on the new changes on the network.
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Fig.1. MITRE ATT & CK matrix

Step 4: Demonstration

Simulation attacks were launched on the enterprise network using Cymulate threat emulator.

Step 5: Evaluation

The response to the attacks by the Enterprise Network was noted and the Enterprise Network observed to
see whether it has behaved as expected.

Mitigations to the Enterprise Network security were put in place for instance security settings of the
system will be enhanced to combat such threats in the future.

Step 6: Communication

The research findings were communicated through publishing them.

2.1. Study Area and Period. The study was carried out in Eastern and Central Uganda in the districts of
Wakiso, Jinja, Mukono, Buikwe, lganga, Luuka, and Busia. The study was carried out for a period of 16
months from September 2022 to December 2023.

2.2. Sampling Strategy and Sample. Purposive sampling strategy was used on 56 respondents from 10
enterprises with Enterprise Networks. This is because the required data had to be got from specific
Enterprise Network stake holders. In the sample enterprises, Enterprise Managers, Enterprise Network
administrators, Enterprise Network users, and Enterprise technicians were targeted.

2.3. Data Collection Methods. Survey using semi-structured questionnaires were used to gather data
about Enterprise Network stakeholders, and the Enterprise Networks themselves. This is because such
guestionnaires allow respondents to give detailed responses and also cater for the varying levels of
expertise of the respondents. Experimentation data collection method was used to demonstrate the
readiness of the Enterprise Networks to combat cyber threats.

2.4. Data Analysis and Presentations. Qualitative data was analyzed using Qualitative Content Analysis
method because it evaluates patterns within a certain piece of data; and also can be used to identify the
frequency with which an idea is shared by the respondents. Quantitative data was analyzed using SPSS
tool because it can be used to identify trends, develop predictive models, and also to draw informed
conclusions.
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2.5. Ethical Consideration. Informed consent; the selected respondents and study population were
informed of the study and gave their consent before the study commenced. Voluntary participation;
participants in the study voluntarily accepted to participate in the study without coercion or duress. Do not
harm; the study and the outcomes of the study were designed in a way that they do not harm the study
population. Confidentiality; sensitive information about the sample population was and will never be
revealed. Anonymity; the identities of the respondents and sample enterprises were concealed.

2.6. Environmental and Gender implications. This study had minimal negative impact on the environment
since the survey questionnaires used were collected after the study for recycling. Also at the end of the
study a tree was planted at each of the sample enterprises to help reduce on the carbon dioxide content in
the atmosphere. Gender equality and equity was a major determinant in selecting respondents in this
study.

2.7. Model Development

2.7.1. Steps in the model. The process of developing the model starts by checking whether the device
being analyzed is powered on. If the device is not powered on, then it should be powered on. Once it is
confirmed that the device is powered on, it is then checked for network connectivity. The device should
be networked if not, then it should be connected to a network. Not just any network but the network of the
enterprise in which the device belongs. SolarWinds ipMonitor (Network monitoring tool) is then run to
start monitoring the Enterprise Network for changes in its components. Once there are changes, the
anomalies and threats are detected MITRE ATT & CK provides the required up-to-date threat knowledge.
Lastly, incident Response is immediately implemented as shown in figure 2 below.

Is device powered on? NO
I

a network

Al Y

YES
h 4

Use ipMonitor for Network monitoring

Is there any change in the
components of the network?

NO

YES
v

Detect Anomalies and threats

v
Refer to MITRE ATT & CK for Threat
Knowledge
k2

Analyze Attack Tactics and Techniques
k2

Implement Incident Response

( STOP )

Fig.2. Dynamic Enterprise Network Cyber Security Analysis Model
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2.8.2. Experimentation. The device being analyzed for Cyber Security threats was powered on and it was
ascertained that it was connected to its Enterprise Network. SolarWinds ipMonitor network monitoring
tool was used to determine the changes in the components of the network. The interface Solarwinds
ipMonitor was as shown in figure 4 below.

3. RESULTS AND DISCUSSION

3.1. Demographic Characteristics. 67 questionnaires were sent to the field of study, however, only 56
were returned fully answered representing a response rate of 83.58%. 58.9% males and 41.1% females
responded to the survey; 39.3% of the respondents are in the age bracket of 20 — 39 years while 1.8% in
the age bracket of 50 — 59 years. Most of the respondents were from government enterprises representing
62.5% and the remaining 37.5% from private enterprises. 67.9% of the respondents have university
degrees while 1.8% have certificates.

3.2. Validity Test. Content Validity Test was used to determine the validity of the questionnaire. Experts
were consulted and on examining the tools agreed that 80% of the questions raised can help achieve the
objectives of the study. In order to examine the validity on each of the constructs rated against Enterprise
Network Cyber Security factor analysis, Principal Component Analysis with varimax rotations was used
and the results for each construct were desired and satisfied the analysis as shown in tables 2, 2, and 3
below. KMO was used to determine whether the responses given by the sample are adequate or not. 0.5 is
the recommended minimum (barely accepted) KMO value [13]. All responses satisfied this condition as
shown in tables 4, 5, and 6.

Tab.1. Component Factor Loading on the construct of Vulnerabilities

Component Matrix?

Component
1
Availability of a formal incident response plan Jq47

Biggest Cyber Security challenges for the .747
organization

Extraction Method: Principal Component Analysis.

a. 1 components extracted.

Tab.2. Component Factor Loading on the construct of Threat Intelligence and Detection

Component Matrix?

Component

1
Ways of Handling Security incidents/breaches .902
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Frequency of vulnerability assessment testing 902

Extraction Method: Principal Component Analysis.

a. 1 components extracted.

Tab.3. Component Factor Loading on the construct of Security Controls

Component Matrix?

Component

1

Rating of organization's network security measures .831

Number of times security awareness training is conducted .724

Source of latest Cyber Security threats and trends .634

Security measures in place .385

Extraction Method: Principal Component Analysis.

a. 1 components extracted.
Tab.4. KMO value for Vulnerabilities

KMO and Bartlett's Test for Vulnerabilities

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .500
Bartlett's Test of Sphericity Approx. Chi-Square 715
df 1
Sig. .398
Tab.5. KMO value for Threat Intelligence and Detection
KMO and Bartlett's Test for Threat Intelligence and Detection
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .500
Bartlett's Test of Sphericity Approx. Chi-Square 26.935
df 1
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Sig. 000

Tab.6. KMO value for Security Controls

KMO and Bartlett's Test for Security Controls

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .582
Bartlett's Test of Sphericity ~ Approx. Chi-Square 23.334
df 6
Sig. .001

3.3. Reliability Testing. According to [14], reliability is the extent to which a questionnaire provides
consistent results. That is to say the ability of a questionnaire to obtain true information. The
guestionnaires were pre-tested using a small sample population which was not included in the study. Test-
retest reliability test was used to determine the consistence of the questionnaire. Cronbach’s Alpha test for
internal consistence was used on each item of the instrument. Cronbach’s Alpha value of 0.653 was
obtained which according to [15] is moderate reliability thus making the items of the instrument
consistent.

Tab.7. Reliability statistics

Reliability Statistics

Cronbach's Alpha N of Items
.653 16

3.4. SWOT Analysis. The SWOT analysis was done by analyzing related literature about Enterprise
Network Cyber threat models and comparing the developed model with the existing models. Table 8
below shows the results from the comparisons.

Tab.8. Comparison of the developed (DENCAM) with the existing models

Model Ability to detect | No false positives | Caters for scalable | Caters for

new threats networks Dynamic
networks

Signature-based X X X X

detection

Anomaly-based v X X X

detection

Behavior-based v X v X

detection

Machine learning- | v/ X X X

based detection

Intrusion X X X X

Detection Systems

(IDS)

Intrusion 4 X X X

Prevention
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Systems (IPS)

Network  Traffic | v/ X X X
Analysis (NTA)

Security X X v X
Information  and
Event
Management
(SIEM)

Threat v X v X
Intelligence
Platforms

User and Entity | v/ X v X
Behavior
Analytics (UEBA)

3.5. Experimentation

The device being analyzed for Cyber Security threats was powered on and it was ascertained that it was
connected to its Enterprise Network.

SolarWinds ipMonitor network monitoring tool was used to determine the changes in the components of
the network. The interface Solarwinds ipMonitor was as shown in figure 3 below.

ipMonitor

Dashboard Davices Reports Configuration Help v~ (&) Mugoya.shariff (Logout)

Q SCAN FINISHED. View Scan Results

My Network

Do more with ipMonitor

You have 0 devices that are unmonitored,

You need an additional @ monitors ta monitar these devices,

\
46

Avallable
Monicors

0

Unmonitored
Devices

- Monitored Devices _ Used Monitors
N unmonitored Devices MMM available Monitors

My Network Contents
NAME DEVICE TYPE
o All Managed Devices goup "
goup 7
deviee 7
goup 7
Orphaned Objects goup "

Devices With Down Monitors

No Devices have been found with Down Monitors

() Add Widgets #° Change Columns
Getting Started

To rearrange dashboard resources

Move resources to their new location by dragging them by their title text,

To add a map to the dashboard
Select Add Widgets, click Map Resource. This adds the default group map to the dashboard,
From the Widget menu In the map titlebar, click Select Map. This lets you change the map to
that of a specific group.

To see the NOC view of a device

From the My Network Contents resource, click the NOT icon (8] for the device,

Map: My Network

AW B e G,

9

s ‘
AMPLE MAP

Top 10 Devices by CPU Utilization

NAME LOAD (%)
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No Devices have been found with Down Monitors B

© IpMonitor Host L —
Summary Counts for Devices & Monitors

DEVICE / MONITOR COUNT TOP 10 Devices by Plng

Monitored Devices NAME RESPONSE TIME
B 10.128.33.94 119ms I
B 101283395 111ms I |
@ 10.128.331 ms ]
B 101283310 oms [

nn Monitors

Top 10 Devices by Disk Utilization

NAME FREE (%)

© o o w o o o w o o w

@ ipMeonitor Host
< 60.27% N ]
D 7732 I ]

Fig. 3: Beginning interface of SolarWinds ipMonitor

Cymulate threat operator was used for simulation attacks. The SolarWinds ipMonitor scanned all the
devices in the Enterprise Network and the results were as shown in figure 4 below.

ipMOI‘IitOI Dashboard  Devices  Reports  Configuration  Help v ‘{,u Mugoya.Shariff (Logout) 'Z

®

Q SCAN FINISHED. View Scan Results

Express Discovery Scan Results

/) Scan Complete

Items already found and added:
Review items already added below. You may choose to manually add more monitors below.
User experience monitors must be added manually because critical information in each monitor is specific to each network environment

= PING - Added 4 monitors

@ 10.128.33.10 PING on 10.128.33.10
@ 101283394 PING on 10.128.33.94
@ 10.128.33.95 PING on 10.128.33.95
@ 10128331 PING on 10.128.33.1

Go to Dashboard

Free Tool. Contact SolarWinds to upgrade.

Fig. 0: Results of Scan

4 monitors were added to the network making it a total of 46 monitors in the Enterprise Network as
shown in figure 4 above.

Scan results for each of the devices in the enterprise Network were as shown in figure 5 below.
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N ¥ SCAN FINSHED. Ve Scon s

GROUPS « My Network () Summary 3] Detals [U§ Map [a] NOC Vien

Search v

Fadd v Discovery v A edit v () enable (@ Disable  [J] suspend v Delete v
v @ My Network

© Al Managed Devices

3 Subnels D DISPLAY NAME PARENT DEVICE STATUS  TYPE LAST RESULT AVAILABILITY ~ COVERAGE DURATION
» @ Default SmartGroups
Groups
@B ipMonitor Host
? Orphanad Objects 0 © Al Managed Devic ost System Group  Dependencies: 1 Lost
D @ Default SmartGrow ost Group Members: 1 Lost, 7 Uj
D 2 Subnets offline System Group
O @ orphaned Objects offline System Group
Devite
O [ ipMonitor Host  ipMonitor Host up Device Members: 4 Up

Fig. 5: Scan Results for the whole network

The scan results for the Host device was as shown in figure 6 below.

GROUPS €| WyNetvark> {3 Summary (3} Detalls 4§ Map [g] NOCV
ipMonitor Host
Search.. v
@add v @ Discovery v Aty (enatle @) Disable [[] Suspend v | Delete v

@) My Network
@ 21 Vanaged Devices
5 Subnets D DISPLAY NAME PARENT DEVICE STATUS  TYPE LAST RESULT AVAILABILITY  COVERAGE ~ DURATION
b @ Defaut SmartGroups
o Moniters: (Tep 100)
& {nMonitor Host

? Orphaned Objects

D @ ipMonitor [CPL-Pr ipManitor Host up pu rit: 13ms; usage: 2178 100.00% 36 mins, 16 sect 36 mins, 16 5¢
D @ ipMonitor Host [ IpMonitar Host up memory rtt: Oms; avail: 24 GB, : 100.00% 36 mins, 16 sect 36 mins, 16 5¢
D @ ipMonitor Host Dri ipManitar Host up drive space rtt: Oms; space; 149 Gl 100.00% 36 mins, 16 sect 36 mins, 16 5¢
D @ ipMonitor Host Dri ipManitor Host up drive space rtt: Oms; space: 528 GI 100.00% 36 mins, 16 sect 36 mins, 16 5¢

Fig. 6: Scan Results for Host device

Report from the scan of the whole network for changes in its components were given as shown in figure 7
below.
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ipMonitor  Dashboard  Devices  Reports  Configuration  Help v (&) Mugaya.shariff (Logout

@ scan FINISHED. View ScanResuls ()

\l My Reports € Device Reports \[J Group Reports \© System Reparts
ioMonitor Host Resources Group CPU Utization CPU Utilzafion System Stafus
ipMonitor Host Resources Manitars Disk Ufilization Disk Utilization
‘9{‘ Add e report Interface Trafiic Interface Trafic
Memory Utiization Memory Utiization
Monitor Availability Manitor Availability
Wonitor Downtime Monitor Dovnfime
Ping Avallahilty Ping Availahiity
Ping Response Time Ping Response Time

Fig. 7: Scan Report for the Enterprise Network

Cymulate Seenari impaigns  Findings  Reports [ Quick start

Recommended

[ Cymulat

¢

My dashbozrds

Fig. 8: Cymulate dashboard
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Fig. 9: Cymulate Simulation report

4. CONCLUSION AND RECOMMENDATIONS

In this study, an Enterprise Network Cyber Security Analysis Model that considers the constant changes
that occur in the components of the network (DENCAM) has been developed. It uses network monitoring
tools (e.g. SolarWinds ipMonitor) to monitor the changes in the components of the network, then uses
MITRE ATT & CK as a knowledge base for the latest cyber threats and how to combat them. The
Incident Response recommended by MITRE ATT & CK is then implemented. The model was tested and
validated through experimentation.

Future research should focus on developing a model that can be applied on all operating systems besides
Windows operating system.
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ABSTRACT: An essential component of the educational system is e-learning. this study delves into
the potential risks and threats that e-learning systems face from unauthorized access by third parties
and ways to protect data from unauthorized use, alteration, and reuse in a variety of e-learning-related
circumstances, this work presents a systematic literature review on phishing techniques. it also takes
mitigation techniques for phishing into account. as a result, the component and the threat posed by the
information security component are presented in this study. in addition, important information
security techniques for safeguarding e-learning systems are suggested at the conclusion of this paper.
today, cybercrime remains a continuous danger. this paper gives an overview of the different types of
phishing attempts and how they work. we come across new forms of cybercrime every day, along
with its dire repercussions. as a result, there are numerous ways for hackers to pilfer sensitive and
important data in addition to money. we also provide ideas and tactics that should be taken into
account while creating mitigation plans. mitigation strategies primarily rely on human-centric
approaches, secure e-learning systems, machine learning and neural networks, deep learning, and
cryptography. as new phishing attacks emerge, new strategies will continue to develop to counter
them.

KEYWORDS. E-Learning; Phishing; cybercrime; threat; Security, Cryptography.

1.0 INTRODUCTION

There is seldom a week that goes by without news about hackers assaulting companies, governments,
colleges, and people all across the world. If we were to learn about all these online crimes, we might
decide to quit using the internet altogether, which would be extremely inconvenient for us. The
current study’s review is likewise predicated on (Das et al., n.d.) where the hazards are actual, albeit it
can be challenging to gauge their scope. It's not always about stealing money; sometimes it's about
stealing ideas. The scope of intellectual property (IP) theft on a global scale is unprecedented (Eze et
al., 2018). E-learning platform have a particular issue with IP theft. Since educational systems
frequently fall behind in terms of technology and qualified employees, they are soft targets for
cybercriminals (Ennu et al., 2018). Security breaches of E-learning networks can have serious
repercussions, costing colleges millions. This study's aim was to identify cyberthreats and the most
likely places where online learning systems would be vulnerable to attack. Instead of fully avoiding
the internet, it is crucial that we understand the many kinds of cybercrimes and how to prevent
becoming a victim of them. According to (Drzani, 2014) a fundamental definition of cyber crime is
any criminal activity involving the use of the internet or cyberspace as a means to carry out the
intended dishonest conduct for financial gain or other forms of dishonesty. Cybercriminals target
particular computers, the most prevalent cybercrimes today include pharming, phishing, skimming,
eavesdropping, and DOS attacks. Phishing is a form of online fraud in which the attacker poses as a
reliable source (Catal et al., 2022). The attacker uses temptations that the victim is likely to succumb
to in an attempt to seduce them and sensitive information about the victims, including credit card
numbers or login credentials is typically stolen by these attackers (Das et al., n.d.) and (Desolda et al.,
2021). This occurs when the victim clicks on a link sent by an attacker posing as a legitimate entity or
when they give information to the attacker over the phone. The intrusive party collects user
information and utilizes it maliciously against the victim by seducing the victim and promising false
rewards. Annually, there is a rise in security events and breaches that target the human aspect of
cybersecurity. Phishing attacks are a popular type of cyberattack that prey on people's ignorance of
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cybersecurity. Phishing occurs when a perpetrator deceives a target into doing an action that is
detrimental to both the victim and the system. It also involves attempts made without authorization to
pose as a reliable source in order to gain sensitive information. These definitions make it evident that
phishing is a fraudulent endeavor, albeit the attackers' motivations differ. Typically, its goal is to
obtain financial information, steal sensitive data, and get access to system credentials. Phishing is
additionally utilized as a vector for other assaults, including ransomware attacks. Recently, phishing
attacks have targeted businesses, with malware containment costs, lost productivity costs, credential
containment costs, and ransomware costs looming in its path (Abdillah et al., 2022).

This paper is organized as follows. First, the introduction gives a brief summary of the significance of
cybersecurity in today's digital world, with a focus on e-learning platforms. It increases public
awareness of the frequency of cybercrimes and their possible impacts on people and businesses. To
emphasize the importance of the issue, it also cites pertinent studies.

Materials and Methods contains a list of the selection criteria for research publications, databases
consulted, search terms utilized, and platforms or frameworks for data extraction and analysis.

The meaning of our results and how they relate to earlier research are covered in the results and
discussion section.

The conclusion highlights the importance of phishing attacks and summarizes the major findings of
the research.

2.0 MATERIALS AND METHODS

This approach describes the systematic literature reviews (SLRs) of phishing techniques, Risks and
threats associated with e-learning systems and mitigation strategies against phishing attacks. As
phishing attacks become one of the top cyberattack trends, the research community has worked hard
in order to lesson the difficulties caused by phishing assaults (Chen et al., 2022) and (Alaubaci et al.,
2024). Consequently, numerous research publications have emerged, shedding light on various aspects
of phishing phenomena, user responses, and potential remedies (Prosen et al., 2022) and (Nadeem et
al., 2023). In recent years, a series of literature reviews (SLRs) have been conducted and published,
serving as comprehensive summaries of existing knowledge and guiding future studies in this field
(Dima et al., 2022) and (Altaher, 2021). Notably, the selection of research papers for this study
employed the VOSviewer tool, which considers word clusters, frequency, and impact factors to
facilitate data extraction. VOSviewer's user-friendly interface enables the identification of significant
clusters of key terms, which in turn inform the grouping of research activities and subsequent
publications exploring various data relationships. The sources utilized for bibliometric information
include Web of Science, Pubmed, digital libraries, Scopus, and search engines like Google, all of
which are highly reputable.

Internal
DATA network of Phishingtools
victim

Fig. 1. Process of phishing

While numerous evaluations have recently been published, providing comprehensive descriptions of
phishing attempts and encompassing both non-technical and technical protective measures, not all
assessments have focused on the types and underlying reasons behind these attacks. The review
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conducted by (Catal et al., 2022) highlights machine learning-based phishing detection techniques as
its primary finding. This review thoroughly examines and evaluates strategies, information sources,
records, feature selection methods, deep learning (DL) algorithms, assessment factors, verification
methods, and the execution structures employed throughout the system's learning model life cycle.
Additionally, the review identifies challenges associated with phishing detection and proposes
potential solutions. The challenges and potential solutions are discussed in the review conducted by
(Abdillah et al., 2022). The review focuses on the most common phishing assault vectors, sources of
data, and detection methods employed to counteract phishing attempts. Additionally, the review
examines the techniques utilized for rating performance in phishing attacks. The findings are
presented in Table 1, which represents the Phishing Attack Incident from 2020 to 2022, as reported by
Wise Online. The table provides information on the targeted industries and the percentage of phishing
attacks in each industry for the years 2020, 2021, and 2022. Furthermore, Figure 2 illustrates the
phishing attacks in the industry.

Tab.1. Online report by Wise

Targeted 2020 2021 2022

industry
Webmail 20.80% 29%  29%
Financial 14.20% 15% 14.20%
Payment 33% 32.90% 33.90%
Logistics/Shipping | 3% 3.20% 3.20%
Telecommunication | 3.20% 3% 3%
Cloud Storage 4% 4.10% 4%
Others 12.80% 12.80% 12.70%

Most targetted industry for Phishing attacks

QOthers

Cloud Storage e
Telecommunication |
Logistics/Shipping -

Payment

Financial

webmail

000%  500% 1000% 15.00% 20.00% 25.00% 30.00% 3500% 40.00%

2022 m2021 2020

Fig. 2. Wise online report of phishing attack incident from 2020 to 2022

(Safi & Singh, 2013) conducted an examination of the literature on various methods for detecting
phishing websites, information sets, and quantitative assessments of performance, including machine
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learning-based methodologies. They also explored the use of natural language processing (NLP) to
identify phishing emails and NLP-based methods for this purpose. (Desolda et al., 2021) and (Arshad
et al., 2021) reviewed the literature on phishing and anti-phishing techniques, with a particular focus
on the human element in phishing assaults. They discussed human-based ways to mitigate phishing
attempts and user-based interventions.

analysis ,tificial

leep feature engineering

Security, .«

algorithms
electronic crime __ ..
tools - social , ,
mobile intelligence

Nishing s =

— &) data
ypersecurty |LEATNING|internet cyper -

software. COMPUTEr vt | o computing

)

resouree machine gttacks . information
email  attack authentication detection
niform malicious online

Fig. 3. Utilizing VOSviewer, a word cloud was created based on keywords from authors and index
terms

It is worth noting that the current classification schemes proposed by (Chanti & Chithralekha, 2019)
and (Apandi et al., 2020) were not utilized in this literature review. These classification methods have
limitations in classifying a wide range of data and are restricted to specific attack vectors. As a result,
they are not applicable in the context of anti-phishing strategies. Furthermore, we examined the author
keywords and index phrases for every publisher in order to find trends for categorizing anti-phishing
tactics. To see the terms ranked by frequency, make a word cloud similar to the one shown in Figure
3. Figure 3 depicts the introduction of pertinent terminology for categorizing mitigation, including
"algorithm,"” "system," "tool," and "learning.” with regard to categorizing mitigation tactics. Still, they
do not represent the entire taxonomy of mitigation techniques taken into account.

2.1 TECHNIQUES OF PHISHING

Middle-Man

This form of attack involves an unauthorized individual, known as the attacker, covertly intercepting
the communication between the parties involved. The attacker gains illicit access to the transmitted
information, manipulates it, and then forwards it to the intended recipient. As a result, the message is
altered, and its original content is neither authentic nor genuine.
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Attacker

Receiver

Fig. 4. Middle-Man

Email Phishing

Scams Attackers may go to great lengths to craft seemingly genuine emails to trick victims into
providing the requested data (Sallaum et al., 2022). The attacker uses the original logo of the fake
company and her signature to appear valid (Muutode & Parwe, 2019). Attackers also manipulate
victims by mentioning urgency. For example, a phishing email could indicate that something is going
on to pressure user to take necessary action as soon as possible. This leaves victims vulnerable and
gradually becoming victims. Example as seen in fig. 5 below:

Attacker sends an email to the victim

Attacker
Victim
’\ Attacker collects

Attackers ssseswe victim's credentials Victim clicks on the email

uses victim's =T and goes to the phishing

credentials website
to access a
website

Phishing website

L J

Legetimate website

Fig. 5. Example of e-mail Phishing

Spear Phishing

Spear phishing involves targeted attacks directed at specific organizations or individuals for
predetermined purposes (Ciangaxatapu et al., 2020). This technique requires in-depth knowledge of
the target, including their operational structure. By tailoring the phishing attempt to the specific
characteristics of the target.

Dear 92703255XX,

Your ASC XXXXXHKX4598 Can

Be credited with N395000.
Check Now - n.n1m.in/1z87 v T&C*

Fig. 6. Spear Phishing example
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Phone Phishing

Phone phishing encompasses fraudulent messages that appear to originate from banks or network
operators. Victims may receive SMS notifications claiming that their SIM card has expired, urgent
updates to their bank details are required, or a new service has been activated on their device (Ibrahim
et al., 2020). These messages often prompt the recipient to access a specific webpage, thereby
exposing them to potential attacks.

7.

Play Rummy FREE!
N 11,000 as Welcome Bonus

Win Real Money!

Fig. 7. Phone Phishing example

Pharming (Domain Name Server-based Phishing)

Another form of phishing is pharming, which involves the manipulation of domain name servers to
redirect victims to fraudulent websites. This can result in data or financial loss for the victim (lbrahim
et al., 2020).

Search engine indexing phishing

Search engine indexing phishing is another type of phishing that involves the use of attractive
advertisements and offers to mislead victims with broken links or IP addresses.

Get Business Loanin 3
days
upto N99,75,450/-

Confirm Details »

Fig.8. Search engine indexing phishing
Games, Social Networks, and Prizes

Games elements on certain websites encourage users to play particular games, ssimilar to "wheel
games" or "three questions games” (Eze et al., 2018).
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Play these games &
Earn N30,000

Download App!

Fig.9. Example of games, Social Networks, and Prizes

Impersonation by creating a fake user

Creating fake users and using them as a way to make offers look genuine and gain the victim's trust is
another way to carry out phishing attacks. These fake user accounts are essentially JavaScript code
embedded as plugins on these phishing sites (Luminita, 2011). They trick victims into believing that

someone has won the prize, and then take further steps.

[g e
n L e L S

Fig.10. Fake user

Sharing and Spreading

When you “earn" these games and rewards, the Website invites you to share more links with your
social contacts through various social networks such as WhatsApp, Facebook. This is done to increase

the attack's propagation range and increase the size of the target network.
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FOIL 1LOW THESE STEPS TO GET
Y OUR COUPON CODE

CONGRATULATION ! YOU WON A FREE
BASKET OF CADBURY CHOCOLATE

1T.SHARE IT WITH 20 OF YOUR FRIENDS
GROUPS THROUGH WhatsApp (CLICK ON THE
WhatsApp ICON BELOW)

2 AFTER SHARING CLICK ON "CONTINUE"

3. YOU WILL GET THE COUPON CODE WITHIN
TMINUTE

< WhatsApp

CONTINUE

Fig.11. Sharing and Spreading example
2.2 RISKS AND THREATS ASSOCIATED WITH E-LEARNING SYSTEMS

This section provides an overview of the main cybersecurity risks associated with online systems and
distributed e-learning systems. Important participants in the e-learning system are (Li et al., 2020):
Writer

As you know, writers can provide access to books and journal articles to a wide range of students. you
can evolve to iimplement the content of these documents. Only registered students have access to
these lecture notes, term papers and exam papers, So it is the writer's duty to protect the data from
unauthorized use, alteration and reuse in various e-learning related situations.

Educators

Discussions are an important part of each course lesson. One form of discussion is an online forum.
An advantage of online forum discussions over oral discussions is that all documents are stored
electronically on a server. However, storing discussion, digitally poses a significant risk to the privacy
of students and educators, but in any educational system, maximal interaction helps clarify
understanding for both students and educators. In the long run, only robust security mechanisms can
trigger this kind of interaction. In the examination system, the examination questions and
guestionnaires are standardized, and the academic freedom of individual faculty members may be
restricted, and the risk of the examination is directly linked to misconduct. Additionally, educators
should be concerned about assessment availability and non-repudiation prevention, and the risk of
students receiving unaltered questionnaires.

Entry

All entry must be aware of all documents they receive from the Institute, educators, or other students.
Because if an intruder has processed a questionnaire or other important documents, it must be
considered that a problem occurred during the inspection. User IDs and passwords, in many attacks,
provide an excellent opportunity for attackers to prevent authorized learners from accessing eLearning
servers. Phishing tricks learners into entering sensitive information into fake websites that look like
genuine e-learning websites.

Administrator

There are many risks associated with e-learning platforms, including fraudulent individuals
impersonating students and creating tests on behalf of registered students, or assisting in the creation
of online exams without authorization. Legal issues such as copyrights, online tests, and sending
official documents can therefore be a big problem for these participants. In this case, the administrator
must handle course enrolment and, if necessary, cancellation of enrolment. Enrolling a given student
in multiple courses poses a risk to the entire organization. You should have a plan for testing your
backup and recovery processes. Otherwise, it will be difficult to create a plan.
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2.3 STRATEGIES OF MITIGATION AGAINST PHISHING ATTACKS

To combat phishing attacks effectively, it is essential to incorporate interpretations of terms developed
through literature analysis. Anti-phishing systems encompass software and tool-based strategies,
including standalone systems, programmatic design approaches, and mitigation tools. Models and
frameworks play a crucial role in defending against phishing attacks, encompassing activities to
mitigate such attacks and machine learning-based models to enhance anti-phishing capabilities.
Additionally, human-centered mitigation strategies focus on improving the ability of individuals to
identify and respond to phishing attempts.

By considering these modifiers, a comprehensive solution can be developed to address the challenges
and risks associated with e-learning platforms and phishing attacks.

This text provides guidelines and recommendations for enhancing skills related to e-learning security.
These include organizing anti-phishing training sessions and conducting assessment quizzes.
Additionally, key concepts and techniques that should be considered when developing strategies to
mitigate security risks. The study revealed that the main concepts and technologies utilized in
mitigation strategies are machine learning, neural networks, deep learning, cryptography, human-
centric approaches, and secure e-learning systems (Chiew et al., 2019).

In response to growing threats, researchers have developed a number of measures and solutions to
improve e-learning security. This section summarizes relevant discussions in the literature (Chang,
2016). Thanks to new technologies, e-learning has become more user-centric and secure.

Biometrics

Despite the availability of authentication technologies such as passwords, smart cards, digital
signatures, and digital certificates, there is still a risk of unauthorized access by malicious individuals.
For instance, rogue students may misuse passwords while submitting assignments, participating in
surveys, or downloading course materials. Biometric authentication offers an additional layer of
security in such scenarios. The advantage of biometric computer authentication lies in its reliance on
unique personal characteristics, making it difficult to replicate or steal (Ciangaxatapu et al., 2020).
Digital Rights Management

Digital Rights Management (DRM) is a crucial aspect of managing intellectual property rights in the
digital realm. Various stakeholders, such as writers, artists, scholars, for-profit companies, and
consumers, have distinct motivations for implementing DRM. Writers and artists seek control over the
usage of their creative works, scholars aim to ensure proper attribution, for-profit companies support
business models that rely on licenses and fees, and consumers desire a legal and cost-free
environment. It is important to note that rights themselves are not inherently technical but are shaped
by laws, beliefs, and practices. However, technology plays a pivotal role in facilitating the
transmission, verification, interpretation, and enforcement of digital rights (Ibrahim et al., 2020)
Watermarking

One effective solution for implementing DRM is watermarking. This technique allows for the
inclusion of hidden copyright notices, as well as audio, video, and image signals within digital content
(Chang, 2016). For instance, in the context of e-learning systems, watermarking can safeguard the
multimedia database server from unauthorized use. By employing watermarking, certain e-learning
information remains invisible to viewers, the risk of hacking is significantly reduced. E-learning
platforms typically consist of diverse web-based applications that exhibit high interoperability and
share similar authentication models. In a typical scenario, a student accessing an e-learning
application is required to provide a "shared secret,” such as a password or PIN number, along with
their student ID. The password is securely stored in the database through a one-way hash function
during registration. During the verification process, the student's submitted password is hashed and
compared with the stored hash value. This authentication mechanism ensures the legitimacy of the
student.

Distributed Firewall Solution

Software application that protects corporate network servers and end-user computers from unwanted
intrusions such as distributed firewalls is considered server-based security. The difference between
personal firewalls and distributed firewalls is that the latter have important advantages such as
centralized management, logging, and sometimes granular access control (Muutode & Parwe, 2019).
These features are necessary for implementing corporate security policies in large organizations.
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Encryption

The purpose of confidentiality is to prevent disclosure of information or data to unauthorized
individuals or organizations. One of the techniques in this aspect is encryption (Drzani, 2014).
Cryptography plays an important role in the design and implementation of almost every kind of
electronic system. Various cryptographic tools are required to implement security in Internet-based
transactions. Encryption is a technology of data transformation Applications in inconsistent,
encrypted, or unintelligible formats. This includes research into mathematical algorithms related to
information security such as data integrity and authentication. Symmetric key cryptography and
asymmetric key cryptography are two other important encryption types.

Tab.2. Suggested policies based on preventative and detection techniques for people and
organizations

Principal Category Directives

Put endpoint security in place. - Install endpoint protection. - Develop a technique for
identifying threats to intelligent networking.

Update computers' hardware and software on a regular basis.
Use firewalls, email blocks, browser extensions, and the
most recent version of antivirus software.

Make use of intrusion detection systems for hosts (HIDS).
Follow the security instructions provided by the vendor.

Put access restrictions in place. Put limitations on access in place. Install tripwires for
websites.

Use administrator authentication that requires several factors,
such as Microsoft Multi-Factor Authentication (MFA).
Employ email authentication with DMARC.

Observe login instructions.

Observe security guidelines Respect security protocols.

Adjust company policy to allow for anti-phishing and
targeted security training, especially for individuals who pose
a risk to others.

Establish reporting protocols.

Preserve efficiency. - Create and maintain password protection guidelines.

- Discuss potential threats, compromise indicators, and
internal best practices.

- Establish backup plans

- Provide privacy-respecting data processing and sharing.

- Provide a Standard Solution (SS) that would enable an
experienced writer to draft several sets of guidelines and then
utilize them again.

Put device policies into action. - Establish and set aside money for life-cycle management so
that aging equipment can be retired and not easily replaced.

- To maintain an up-to-date list of all allowed and illegal
devices on the network.

Create a policy in collaboration with internal and external
manufacturing stakeholders to enable timely updates.

- Develop a patching plan to minimize equipment failures.
Before buying, take into account how long you think the
devices will last.

Remember the guidance. Verify every call that is received for the authority.

- Refrain from sharing information unless you expected to
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hear from the other person.
- Employ cybersecurity specialists.

Given the dynamic nature of attackers and the possible sensitivity of data, a key issue for future
exploration will be the difficulty in giving comparable evaluations among various phishing detection
algorithms due to the lack of established benchmarks and reference datasets (Ozcan et al., 2023).

3.0 RESULTS AND DISCUSSION

The discussion revolved around the techniques employed by attackers to carry out phishing attacks,
wherein a third party covertly intercepts data exchanged between parties and gains unauthorized
access to valuable information within e-learning systems. The risks and threats associated with key
participants in the e-learning system were also examined, along with strategies to safeguard data from
unauthorized use, alteration, and reuse in diverse e-learning scenarios. Additionally, mitigation
measures against phishing attacks, particularly those relying on software and tools, were explored.
These measures encompassed stand-alone systems, programmatically designed methods, and tools
aimed at mitigating the impact of such attacks.

Numerous researchers have endeavoured to develop different approaches for detecting and protecting
against phishing attacks, yet these efforts have often resulted in significant losses. Systematic
literature reviews (SLRs) were conducted to assess the effectiveness of various countermeasures
against phishing attempts, given the gravity of the situation.

The research on phishing has witnessed a notable surge, particularly in terms of the methods
employed by attackers and the domains they target (Bhavsar et al., 2018). According to Table 1 and
Figure 2 of a comprehensive online study conducted between 2020 and 2022, phishing attacks were
most prevalent in areas such as payments, webmail, and finance. This observation suggests a
consistent increase in the frequency of phishing attacks each year, with certain areas exhibiting a
heightened vulnerability and concentration of attacks.

4.0 CONCLUSION

Phishing attacks can be launched through various means. However, this study primarily focuses on the
detection and prevention techniques applicable to e-learning environments, aiming to empower clients
and learners to take necessary precautions against such attacks in the future. The work presented here
encompasses an exploration of different types of attacks, along with their prevention and detection
mechanisms.

We provide a brief overview of the extensive utilization of email and digital media, highlighting their
susceptibility to cybercrime when used without caution. Furthermore, we delve into the various
techniques employed in phishing, focusing solely on the phishing process. This document presents an
outline of well-known phishing scams. Additionally, we present measures that can aid in the
identification of phishing attacks and safeguard individuals from falling victim to such malicious
activities. Phishing stands as one of the most prevalent and rapidly expanding forms of cybercrime.
Failure to exercise proper precautions and care when engaging in digital and electronic
communication can result in significant financial and data losses. Given the ever-evolving nature of
phishing assaults, there is an urgent need for effective strategies to mitigate these attacks, which is a
major problem for further research and the difficulty in providing comparable evaluations among
different phishing detection algorithms due to the lack of established benchmarks and reference
datasets, given the dynamic nature of attackers and the potential sensitivity of data. Lastly, the target
audience for this paper includes but not limited to academics and business professionals as well as
anybody with an interest in cyber security. To assist researchers in organizing their next steps, it offers
existing solutions, and current trends. Apart from offering guidelines and recommendations that are
specifically crafted with the organization's viewpoint in mind, it provides industry practitioners with
an up-to-date summary of the most recent research on phishing attacks and could prove beneficial to
incorporate in their respective environments. This paper presents the state of the art in mitigation
strategies and highlights current phishing trends for a general audience interested in cyber security.
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65O Tdo go5bsc0BgdMos 3980695y RwAbIdMEo F0BROMEo bywdmfig®ol d9ommgdo.
9953590905 IgM3eol bgbg sxdbgdwo gegd@BHmmbaywo bgwdmfgds. 39630l bol s
3990 350G Gdgd0L 45dMmYygbgdom 65O M0 033¢g3L sbog 0EYIOL.

50 LAG0sdo  [otmBmzo00y9b  Mbo3owmE  Bgdbmemaosl,  3mb33356GH Mo 3083OVMO
bgdmfgmol LoliEgdol d9dmdsz9d0Lm30L, OHMIOLMZOLSE 309gbgdm webeagl 3gM3eol bal.
50 3oBboliozgol  godmoygbgds 39M3wol by, 39JGHMOMMO  F5WYIMGIJOO @S  O0lYMO
30JOMONWO X EIINIBIV0, OGO IFIBIONOos WdHOLYSDY, 3MLAIZBGHOO
030099900Lm30L.  BsdMMITo  sliggg mEgdMEo  3mBE33BGHWMO  bgwdm{gmol  oBsobols
36909%0 39030l bols 359mygbgdoom.

1553356dm LoEY3900: 3mbH-3356GMM0 303BHMAM5305; 339506GHMO0 3M03GMAMB0; 339MOOMO
SObol  mo3olbdgdo;  CRYSTALS-Kyber;  9s13069ds;  M3s  bfagangds;  eoo@olgdbg
553299690990 30M03GHMYMR0o.

ABSTRACT: Significant advancements have been achieved in the field of quantum computing in recent
years. If somebody ever create a sufficiently strong quantum computer, many of the public key
cryptosystems in use today might be compromised. Kyber is a post-quantum encryption technique that
depends on lattice problem hardness, and it was recently standardized. Despite extensive testing by the
National Institute of Standards and Technology (NIST), new investigations have demonstrated the
effectiveness of Crystals-kyber attacks and their applicability in non-controlled environments.

We investigated CRYSTALS-Kyber's susceptibility to side-channel attacks. In the reference
implementation of Kyber512, additional functions can be compromised by employing the selected
ciphertext. The implementation of the selected ciphertext allows the attacks to succeed. Real-time
recovery of the entire secret key is possible for all assaults.
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1. Bglsgsemo

3396360 250mmM39gd0  LEdMWMME MBOM  Fo3MEIIOMWO  obgds, o3 39dMof393L
3b33396G M0 3O03GHMAMIBOOL 496300006M905L. 3MBE3ZBGHMMO 3M03EMYMIR0s, MHMIGEOE3

31939 3bMBOWOos MMAMOE 33906GOO ©sT0R3Ms, SOl 3eob03MNM0 3MI30vEHIMJOOL OE30L
L531950gds 3356¢M0 3MB30FBHIMOOL F9B9)3900LYs6 [1]. 339B6GHMO 3mB30mE M3l Tgdeoscm

OO 2500mM3Ww9gdoL JgumHegds 39369 MBOM LEMIRs®, 30069 B39WwgdMH03 ILIGH™S
300330BH96M90L, ML dgodegds fiergdo ILFOMEIL B39 gdMmOZ0 3330vEJMHYJOOLMZOL.

3396@MM3s  3m330MBHMTs  890degds  MN30mL  BEABIOEGMMO  3MH03GH™  LolEgdgdol
w39GHILMBS, ) 565 Y39s, HMIgo3 99559500 30496900 365gE035d0.

33960 2odmm3@0ol  39630moMgdOLLL,  MBOM  Logyeolbdm  bgds  3M03GHMAMIB00L
80006569 9900900l 9539JGHWOMBds. 0golbdgds 393MEIWYdI0 FgmMEYd0, MHMAMEOOES
RSA 56 gwoglm®o d6mool 3003@Gmamsxos (ECC). RSA-U mlsg®ombmgds gyHbmds Morvgen
05009053036 5dMmEobgdL,  OMAMMOEss  dmgwo  MHoEb3zgdol  FodBHmMobozos.  3396EGHMO
3990035, IMOOL 5erymG0mTol Agoglo Ggdbozol godmyqbgdom, dgderos 53 3OHMdEYIgdoL
39OFM5, M3 3608369m3z96 Log®mbgls mJdbols RSA-L [2], Fglsdsdolo yzgws LobEgdsl
OmIwgdoz RSA-bg Mol ©oxwdbgdmeo. gl oMol  gHP—gOHmMO 354500  sMLYdO
9900m©7gd0L 5M595399EGHIOMdOU.

3396360 290mm3mgdol bMs g30B39690L, MHMI ©sFoxnzmOL  GHMIOE0Io  TGNMEYdO
9900¢9ds 9md39Eql. 5356 96530MMds dMbso3gdms (3308 sbowro Fgommgdol dgdvdsggds,
HMAMO03  WoGOLYdYBY  IRMABIdMEo  ©sdoxrzcs, MMIgwos  99Jdbogos  33956GHwGO
3083013960 99(393990b [obsswdgamdol gobisfoze [3].

58 BLOOPMWOL J536MdOYIMYIOM, 3mLE-3396@MM0 3M03EMLOLEHYFYdO0, MMIYOLSE F9mAE0sD
MBoBOMbME s [oMmBsBHgoom  godewmb  3356¢e  T9BH9390L, Wbs obzsg0meM™M™ o
399m3099bmom  [4-5]. 3396360  godmmzwgdol LOwwymaol d9gdmbgzg3zsdo, B3gMEgdMHOZ30
SL0dgBHMOMWo IGNMEYd0, MMAMOO355 RSA, 3960 046905 9093353 MM0 306050 Imbo3gdgdols
©O15(3935. 336G MO0  BHgdbmwMmy0gdol 9630005090 L TIPS  HYBOWGOIWO  ROb©S
8990080350 993936500 5 gob3s30msMMmm dmgbogro 3mbE3356@ Mo LobEgdgdo [6].

56OLYOMEo  3356@GHMM0  333099BHJOWo  LEROMbOL  Fboy356M9ds©, LEABPIOEHIOOLS ©s
A996mmy0g00l gMmgbmeds 0bbEo@w@ds (NIST)-0s 2016 gl sofym 3mb@E-3356@Hw6o0
3603GMM55300L LEBObIMEODs300L 0boEgosEH0gs (NIST PQC). dobo do0Bsbos 8904dbsls dgrogemo
36033MM5530Mw0 1BEbIMEJO0, MMIWgdoE 99dwgdgb Fobsswdgamds gomfomb 3356¢wG
3083099390 9939390L s MHBOHNMB39wymb IMmIbMd0sMY Bmbs39d900.

NIST-85 gl 36GmEgbo  @s0fym  3M03GHMYMIR00L  LsBMYsMYdol  dogH  Ho®dmwagbowo
33963060 5EymM0mMIZIOL K 3BJOoL FgMHBg30m. G SRMOHOMIIO0 BsOMNMO FITMOGIOS
3396360 89393900l  B0ToOm, OHMYMOO  49mdgdEbgh. dmm  LGHOOYdTO  YOWOZOW
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5003900, HMIwgdos 953vdbgds OHmMer Fo09do@03ME 59mE3oBgdL, MMYMMOEss §OR030
99300mA0L  godmlfmEmgdol 3mEol ©Y3mOM9gds (linear error-correcting code decoding) o
WHG0LYOO, MMIJDS J9OFMS IbgE0s 335630 3083093 9MJdOLMZ0L.

2022 Gewol 0geroldo NIST-ds 2022 a50moabss, ®md CRYSTALS-Kyber asbgds sbogo
LEABPIOGHO AOBOVIOOL 356539 BHEIOOL s Lok MM QoLsgdol sdonzmobmaol (PKE) [7]. gb
5oL 3053560. 59 5MBY3560L JobgBo sMOL oL, MMI 030 0I6EHOBOEMYIMOs, OMYMO
do6M0mO©O  063583ves3ool  89debobdo  (KEM), Gmdgwos MBeOwb3gwymal IND-CCA2
39000b39300  MM539wgd0l  IMEIgddo, M®MIWGO0E MO OMAMOE 3oLz cmo, slg3g
33963 M0. 9g30mdgdom Lffsgerol dmweol LoOmmeg (M-LWE), Gmdgeog bsbl «mligsdls
m3bmd bdom®l, Jdbol CRYSTALS-Kyber-ol «qLsg®ombmgdol Lsggwydggaml. oMo  sdobs,
CRYSTALS-Kyber U{oogs BRosbogl gmmgbmmo  mlog@mbmgdol Losggb@dml (NSA) dog
96m3bmwo  MLOgOMbMIOOL 5310353090030 FJIMM35HIdYO  3MO3BHMYMIBOLIE0
SEaMmM0mIgdol  3megdaosdo  [8]. gl bosBl  ML3LAL  SEymEomIol  860dzbgermdsls
3603¢MAM5530990 bobEgdgdol 33530 sHsWOo 3356EMMO LoROMHYYdOLYLH.

3bmdowos mogolo IND-CCA2 mlisg®mnbmgdom, dolbo 4sdmzwgbs 89mdwwgdgaros 5@sdE«eo
3960Bgmeo dogmemo GaduBol 393930 @O™L [9]. 0dob 2odm, GMI ol dgo3sgl MiEbmdo
bdomEol Bobdsl HOB03 gobEHmemgdgddo, dmEweol bfsgws dggmdgdom (M-LWE) 36:mdewgds
OOME05, M3 obloBL3MZL/BMMb3gwygmasls ol MLsxzHNbMdL.

CRYSTALS-Kyber s Ubgs 3mU33396¢«6o  ©s8ox33M0l  seam®omdqdol  3bmdowo
LoLYLEEHYIO0S OGN 3OMYMSFNo  MBOMBIGEYMBOL  IBYMY3580.  39MOMO  sObOL
3BseoBol Imfobsgg Ggmmgdds, goblsgmm®mgdom Mds Lbsgzwol 2sdmygbgdom, dgdwgl 50
396bMOE09Wwgd9d0lL MM3935. 98 IMHY3eoEMBST Fobs3oMmds 39mglio (330L FIb30MMYds
©5 CRYSTALS-Kyber-ols gv99x0d9l9deo sbgeg3s.

96009369mgs60s  Fg30x35bm®  Msdgbs 39y  9Hobsomdgygds CRYSTALS-Kyber-ol
35696235 339MOMO SMBOL Mo3LBTGOL. gl 89393930 049bgdL 5MI630M30M, 5330639050
5Mbgdol 0bBM®Ts300l, MHMYMOmOESS MM b gugdBOH™MabgMyool Imbdocmgds s LyMomb
LogOMHL ©9JI6ol 3H03GMYMBOE MLORONLMYOSL.

Kocher et al. [10] dos@fos 3608369356 {obligemsls 53 byg@mdo oxgMgbiosw Mo 439MGOMO
Mol 565¢r0Bol 99193539000, MMIGEoE 0Ygbgds BoHo3MM Imbs39990d0 goblibgs39d9dL.
6> LHI3wsbHy ©sxdbgdmwo  939MEOMo  SMboL  sboobo [11] oym 3093 gHMO
96038369m3560 29630056905, M55 TgLodgdEMmds Jmy3(3d 103olbTGIOL gobbmEM09wgds
dmdbsMogm  bbzoolibgs  3M03@MyMmsx30mw  LobGHYdoDY. GHMIOEOMWO  MO3WO33> 39O
MdEgdL 59 053OLHIGAL. 5610653090 b0I3bgermzg9b0s, Wang et al.-ol [12] 9gi3omdol 0bgdizools
d900™m©O, MHMIgoi sM©393L Mo bsdoBbYgdL, MmamMoiEss CRYSTALS-Kyber-ob ¢9dbozol
©6gM35 3M50BYIMYI6E05MOHO 153sbTJdOL OBIMBE0SXMEBY A9M©sddbOm.

09360 L330OHOL3OOM PMbOLd0Yds, 3BEHOBMIS sOLYdIMBL, F500 FMEMOL, OGBIMZS/ToLZoMgds [13-
15], 56935 [16-18], ®36mIobgdmwo bssmo [19-20], 890mbggzomo 99i396bgdgdol holids [21-23],
899008030 {jbol ©sd0x3Mms [24] s 3mEOL 3mwodmOR0BIo [25- 26], 359Mm0Ygbhgds 239O0
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SMbol 303olbIAgdOL  gLod30M9ds. 0bxMMTs300L oMbzl 1s300sb  SBsEOEGdMS®
R0H03MMO© M5MmEIBMIM030 SOBJIOM, HMYMMOES O™ [27-28], 9bgMa00l dmbIsegds [29-30]
b ggdBHmmdsgbod o  qodmbboggds  [31-32], gl 3MBEGHOBMIGO0  3M03EHMYMIBOEO
LoLEBHYIGOOL HE3IL (3OEIMBL.

LSdMEP MM, 239MEOMO sOLOL M3sLlLAYdO (side-channel attacks) MBOH™ IH39Fowo bgds,
o3 bobL MLZsAL 3M03EMYMITROMWO FobbMM30YEgdoL MLsRGMbMYdOL ddogo Fgxzoligdol
@5 29X MOgLbgdol  360I36gMdsls - AoBLOZMMEIGO0m  5d0b, GmEaLs  Loddg  gbgds
30133350 3M03BHMYOSBOOL S5EMH0MTJOL, HmamOoiss CRYSTALS-Kyber.

2. 30396M0bL s CRYSTALS-300960b d0dmboggs

300960 (Kyber) Mol MLon@mbm golsmqdol 0b3s3bwmsgool d9dsbobdo (KEM), Gmdgeos
0593999693905 9930706 bsgwol (LWE) 360mdwgdsbg, Hmdgaog 0ggbgdl wo@olgdol
dm@Mbl. gl 6ol NIST-ob  3mbG-3356@ M0 3003GMaMsxz00L  3OMgdBol  gMm-9MHmo
39600005¢)0. §0b5050gd530 Fgol Lbsdo 3s6539GHMOL 65360900, MLsROMMIdOL Lb3sILBIS
mbolimgol: Kyber-512 (algoglo AES-128-0l5), Kyber-768 (dbgoglo AES-192-0b) s Kyber-1024
(Abas3bo AES-256-0U).

930096005 303960l 25dmygbgds  30dMou  Mgg0ddo, dobo  0bEHYIOOMYdS
MLog3MMbmgdol  bmdoe  ,Fobsbfet 336G 3MMEgMOHgOmb.  ©ox0-3gedsbol
3990056905 goxlve IO MOl JOHMO—-9OO 3mb3MgEMO Toaow0mo. gl FgMEO
099690l MMM 3 303335630, 5939 3603 MMO 3M03EBHMYMIBOOL Y30MSEJuMdYdL [33].

90bobdgfmboos godmgzoygbmom Kyber-768 356539@®™ol 6530900. gl 356589@®0ol  dgMBgzs
330035DMdL 128 do@bg 9¢) MLOBOPBMYdSL 439 3bmdowo B3gMmwgd®mogzo vy 3356@HWGO
99%930L i0bso0dgy. gu B0MgdMwos 3MbLYMZsGH0WMWo bsE0BOL dobgz0m, GMIgETs3
doom gl o9HY39GOWYds.  3MH03BHMPMBOOL  Lodgsmdo, 128 do@osbo  MLIFOHDbMYds
3960bogds, HMaMO3 130N dW0gMHo s IEYMIO, OHMYMOE 36Mmdowo, oby MEbmdo
LogMmbggdol JodsGo.

2022 fiewol bogbmewdo, NIST-05 (593-0b LEIbIMEHJd0Ls s 3Hgdbmermyogdol gemabyads
0bLGHOGMES) LEHBIOEHOBsGoOLMZOL Fgo®Bos CRYSTALS-Kyber, 3356¢ 6o mosg®Omnbm
3oLO©YIOL 3oBRBMES300L sboo Fgommo. CRYSTALS 6036538 3003EGHMmaMox0me 3033e9d@b
53O0 oGOLGOOLMZ0L.

Kyber ool CCA-mlog®ombm KEM Ubdqds, Hmdgwoi s@ol CRYSTALS-Kyber-ol bsfogo.
99mhgmo oo BHgduBHol  o3slbdol (CPA) wlsg@ombem PKE  (3gdb035%g 08969000
300960, 529099wos CCAKEM.CPAPKE (LyMomgdo 1 o 2), Losg o0m309gbgdon Fujisaki-
Okamoto (FO) @®sbbgm®mdszool dmMyqdeo 3gdliosts [34].

38



Scientific and Practical Cyber Security Journal (SPCSJ) 8(3): 35— 52 ISSN 2587-4667 Scientific

Cyber Security Association (SCSA)

CPAPKE.KeyGen() CPAPKE. Enc(pk = (seed,, b),m,r)
seed 4+« U({0,1}%%%) A e 'U(Ré’”"; seed, )
A« U(RE*%; seed, ) s' < B, (R5*ir)
s « B, (RE*1) e' < By, (Rg*r)
o By, (1) e 5, (R}
b=A4s+e, u=[(4s" +e") - 2%/q]
1 r L
pk = (seed,, b),sk = s v=[(b-s"+e" +encode(m)) - 2% /q|
return (pk, sk) return ¢ = (u,v)

CPAPKE.Dec(s, c = (u, v))

y =|v-a/2%] - slu-q/2%]
m' = decode(y)

return m’
53090 1. CCAPKE s¢am®0omdgdo
Kyber.KeyGen() Kyber.Encaps (pk)
z « U({0,1}°%%) m « U{0,1}*°%)
(pk,s) = CPAPKE.KeyGen() (K,1) = G(m, H (pk))
sk = (s, pk,H (pk), z) ¢ = CPAPKE. Enc(pk,m,7)
return (pk, sk) K = KDF(K,H(c))

return (c, K)

Kyber.Decaps (sk = (s, pk, H(pk).2),c)

if c = ¢' then

return K = KDF(K, H (c))
else

return K = KDF[Z,.’H(C))

end if

10965 2. CCAPKE 5¢0am6000900
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CRYSTALS-Kyber 0ggbgdl Ggmerols (ring) gergdgb®gdol 39ddm®mgdl RE-80, Lswsg k a®ob
Aol ®sbo, MMIgeoa 499moyggbads MLsgmmbmgdol mbol aslsbmds. CRYSTALS-
Kyber-ols 990mbgg3sd0 33543l bodo 2oblbgeg9dmwo 3500560 k=2, 3 s 4-olmgol, Kyber-512,
Kyber-768 s Kyber-1024. 30650056 30oLowgdo 083¢wgdgb@osos dbs®l «Fqg@ml Kyber-512-U, gb
3960L05 5MOL 3500 5939DGH0. BOEbzMs MIMMHOMEo BHEBLEMOAs30s (NTT) gs8moygbgds
CRYSTALS-Kyber-ols 3096 R;-80 3506530930l 98399¢9M5@ dglolitrergdes.

9609369cmmds K 0496905  d9¢9gmdobgdols o Loxo®m  2obomgdol  3930L  3mddobsgoom,
CPAPKE.Enc g39bd300L 95803535¢00 398056, 0Lo0gdol 39b9gMs3ool 3196300l 998mygbgdoom.
9L 603b653L, MM EsdoxkzMOL Fobomqdo (K) 3mdobsgmdls 89¢39mdobgdol, Loxs®m golowgdols
©5 330933600 3bgdsool  (CPAPKE.Enc) @sds¢gdomo  dmbozgdgdosb. gl 3Gmaglo
sefgmowos Kyber.Encaps g3mbJ30sdo, Lowsg K 0ddbgds ©sd0g3zdol ®ml s bogds dobo
©o06Mbgds. 258003300l d9dgy (Kyber.Decaps), K 9g0dwgds oyml 03039, ®o3 ©d0836MOL
©OML 96 046905 yowdo 6003069wmds, M3  ©OIM30YIN0s  ©ITOBOWO  GH9JLGOL
d0056Mmd5%y. d9ds3semo 360d369gemds 1, HmIgwog shol CPAPKE.Enc-olmgol, dowgdwgeros
399md06900Ls o LoxsMm 2obomqdol 398069d0sb, 3006Mg M30mbydmEMo d60d3zbgemdols
299094969000, MLOFOHDHMGOOL golivsder0gMgdS©.

3930m390g ©sxwdbgdmwo Lfsgarol bdgdgdls (Error-Based Learning schemes), Ggm®Mogos
300960, 9900905 3Jmbgl 353083600l (o®)ds@gdwMmdgdo, M3 103sdlbdgegdds dglisdeoms
39900996mb 306500 0bxm®MTs300L 50BMbobgbs. gl Fotrmds@gdemds MBOMHM Lo3oMOIEMS, vy
05300535bd9e900 Jdb0sb Loowdwm 39dGHMMYdL s dgamdol 3603369 mdgdls CPAPKE.Enc-

40 59390990 0doEgol Jomds.

Kyber.Encaps s Kyber.Decaps 04gbgdqgb dg3geroe Fujisaki-Okamoto-U G@obbgm®mdszosls, Momo
MBOHY639wymb 9dmnbgzg30m0 o0 IEMgdoL s Fg3mdol 360d3bgumdgdo sagbgM oML
LHM5© 5 3903900 04mb sdmfidgdmeo 2580533600l OH™U.

CRYSTALS-Kyber swam&omdo 094gbgdl Fujisaki-Okamoto (FO) #®obbgm®dsgosl CCA2
MBOBOMbMYdOL MBOHB39wLoYMBI©. 300390 MoYdo ol oGO GHgJuGHol YTogGmS30l
sbgbl CPA-ols 250mygbgdom. 8909y ol ,bgwobws ©sdoxg®mgl” 89EHYmdobgdsl  sbswo
©530861wo  GHodu@ob ¢’ oLoEgdsE. SAMFAGOL, Tggbodsdgds YY) oMo ¢’ M9330M39wn
@308 EGgdudb c-b. v obobo 9dmbgagzs, Fggao ML LHmGo (True); (obsswdwagy
d9000b3935d0, 99980 dzsMmos (False). Lgbool golomgdol K (o®mdmddbs sdm3ogdweos »ad
990003%9. FO  @Msblggm®dszos byl 4300ymdl  508m35806mm  0030sdbdgerols  dog®

396bmOE0gwgdmo 6xdoldogMo 33w oEgds.
5MLgdOMs© gb  30d96  T9doboBdo 4303931  93ALBBAYGGIOLYSD, GMIgdoE  0Ygbgdgb
LOLYLEHIIOL STORIOOLS S J5F0R3GOL 3MMEJLYdT0. Ol obobowsgl 3mEHIbEOM byzombgdl,

OMIWGdOE  ©9393000900s 25308300l FoMmTsGgdwgdmsb  d93mdgdmb  Lfagargdols
bd9d9gddo.
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3. 339M0mM0 sOGbOL 153ILLIYOO

36033Ma65530wo  LolE)dgdo Fgodwgds MUsBOMHME  2500gMHYdIMEIL  Fo09dsEH03MM0
39(%93900L56, BoaEod o063 56O 906 B3N 39MPOMO SOBOL MO3ILHBAYOOLYSE. 53
bEHowol 39393990 09gbgdgb  LolLEYdgdol  3domdol  EMML  gobdogermdsdo  yogmbmem
9mbs39990L,  MMAMMOB35S  9JEgdGMMoboEMIMHO  25dmlboggds, bdol  GHowmgdo, gbgMool
9mbds6gds 96 dglermegdol O™ [35]. 30MH39Ws 259M3w0bs 3t 3mBgMOL doge 1996 fgwl,
339000 5MbOL 93LLAGBO bl MMEMGBOm LsMolgms Bsdgbgdo LobEgdgdobmaol.
d0bgs35 0dols, GMmI  3mbG-3390@GMO0  3003GHMaMmsx00l  (PQC) 39300 356os@o
D0obos0dgamdsly figgl dsMGH03 ©Mmom  d939390L, Ubbgs a39Momo  s®bol 8993990l
9d900™M©JOL, OHMYMOOESs BOAIWO3MY S Jgd@MMIoEboBMO bseoBo, 33wsg F9vdE0sm
Logg@mbg  9gmddbob  LobGgdgdL.  933Ww9g390M9d0  IMTomdgb o3  dmfg3zeromdol
009bGH0R0E0MYOLS s TgMHd0WGdsHg. NIST bsBl «lgsdl 439MOMO MOl Mogz3olbIgd by
§0obos0dgamdol 360d369emdsl PQC ©sbgMagsdo, Gmad 31bembzgugma hggbo Lolidgdgdols
MBOBOMbMYDS.

99360969035 Bso@ocgl Logwndzwrosbo 3sdm3zeg3s 0dol dqlisbgd, 019 Mdgbo aMAbMBOIMYs
WOBHOLYODBY ©oRIbIOMEO  2oboMgdol  06358LEsE00l  d9debobdgdo (KEM) Ubgssbbgo
339000 5GBOL F9393900L J0ToM. 9330935M9dTs YMMSEEYdS 4d5505b30Mgl 439MOMO
5Mbol obTomgdom JgMBgme ©sdoRMMwo 39dudol d9@g390%g (CCA), Gmdwmgdoi d0bbsw
oboboglh  LooEAw™m  goloMgdol  IM3M3gdL  WOFGHOLYdIDY  RMIbYIMEO  2ologdOL
063583300l d9dsbobdgdodo (KEM) [36-37]. gl 99393900 doBbs olobogl Lbgssbbge
36m3gLbgdl,  GmymOo@gss  Fujisaki-Okamoto  (FO)  @Msblgm®dogos,  99¢ygmdobgdols
30M00M9d5/4500%3305,  06390L0Mo  MHoEbgzol  MIMOONo  GHMBLEMODszos  (NTT) o
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339000  5MHBOL 153sLLIGOO MBOM FoMBoGHJdIos JOHO ©d 03039 ©I3IBLLISEO0L
6535000 3Z9WOm. 9HMO > 03539 993Ymd0b69d0L 33500l oGH™M39d0L bo33o®, 933BHMMYd0
5GH05gd96 ©odoBMM BHgJu@L. g BOOL HoMmBsBgdol 3mgn0i300bEL 78%-0g mmbo
335¢0l, ™o fowolb  033gdgb@ogoolmgol.  gdglo  Bsfowo  gogmxzgol  dgdombgggzsdo
003¢9396@ 5305 3303 dE0ge0s, 0.5%. MHMEgLE ©sd390w0s 20 335¢0l, 2ol 9d3bowosbo
00309996&5300056, LEBOsOM Folivmqgdol 87% Fgodwrgds s©35Y0bMm.

25 K 993ymdobgdgdo s6Bgmeos 890mbggzom gmzggmo w-6Mogol bowdosbo, dslizomgdmeo
396bMOE09wgdolm30L. 306506 MomMmgMEo 3350 GgoEagl Lodo 2-do@osbo (303wGmOo
399md06900L 369635L, bryen sMoL 10 K 335¢00 mommgmeo 8939mdobgdolomgol., 0930 56
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399m30949bgdm (303 IH 3MHB3L/MIMESE05L. g¢Ymdobgdols s©0Eagbols LsdMsem SEdS0IMBS
30639000 0ol Js130090M0 ZbbMOE0ggdOLmM30L 9HMO 335¢0m 5oL 0,127%. (3030OO
0663980 MOl 53 Jobll 78,866%-0009. 5€d500™Mds G0l 0.56% dgbmmg Moyl dsbigoMgdwyer
3956bmOE09WwgdsHg 303HO dMB30L 45dmygbgdom gMmo 335¢0l 9dmbggzsdo, 54.53% Lsdo
33950l s 87.085% bmomo 335¢00l d90mbgg3sdo.

39960306 ®35wLsBOHOLOm, 0l Fgodergds 4963399 Hos® Fo925309gL BsOE) BMVML, BoaEsd
9600369cm3gbso  oblb3s3Yds  Fooo  MBOL  QOXIAHIOOLRD, BMAMMOES  ILIBHM3OL
300330396900, 1YM396MH9d0 S FMOOEMOHO BHIWgRMBId0. MOMIME 0bGHYMm0MmgdMwo 1
3035390305060  3MIM39LMOJOOL  30MMOJOToE 30, 339MOMO  GMbOL  FoMEH030 B oBol
053056b3Yd0 o300 gO0M M0, Fom 1BFOMEIOSM 5M0SMILMIOM 3350 3OHM(3ILMOMD
SBEmlb  2obmsglgdmo Foswo E®bol mbowmligmdom. bgmzghbg 58 GHodol B0Bo3MGO
P30m0s 2300535DMBL B3M© 399l F9Bg30L 39JG™MMIOL; SToLmzol TbmeErmE  LoFomms
053535390600 Mbowmizm3o dgblogMadsl (memory bus).

999969600l sOHBY 193slbTYI0 DM FobobOwgds, HMAMMF 9MIMOIWODYdIWO,
3905 M30009IOgLs© FMABMO0sMY 53¢003530900Ls. I3, IbTMBT Fgodwgds BmAXIO
399m0f30mb  doewbg  dwogho  339MEOMO MOl Mo3sLlbTs,  MMIGOE  POo0d(3939
©OobBH6E0MOHO OMOL F9¢9g3s (distant timing attack). dB3o3g GM™I 3mgzsm, gb 9993
SHEMbsg 96 5MOL 035LMB, Mo3 bgds.

239605 5doby, gl 93939 9O 9MOL doEr0sd dgrogMo 56 ImermEbgero, MMBbEsE A9M3IZgMEo
daMdbmMd0sMY  9303530900LM30L, MMYMOOES  F330500 BMBMYdO. 3GE03500, 9O 5d3L

86009369 mds, 9960000 033cgdbEsE0s 39905003693l 0¢) M5 0530L LOOTMYdIL - Ob
439030l 5390098L. 1530mbs305, M53Ibs© MOIMos MYoEMe 3bmM3zMgdsdo 53 dg@g30L
d9LOWWGdS O MWOML MY 5Md 15305ALLIGEL FoBBY EOMOL H39MAZ5. AbRO3LO BESEGH0JdO
95356905 3HoMIMgdgdl AobLsBE3MMb M5dEgbo Lodslvybm Mmbolidogds gsdmoygbmb, oo
abgogLo LEGHOEWL M53sLLIYGOOL Mo H Yogdmdo Flrmegds MO S HBMIME 3060
0ymb.

7. Ls(obssmBgam Bm3gdo

56100 153OLLIJOOL 1IMSZGLMBOLYG Lom3gmMgLe (335 SGOL 530 35300L BooYITM™
3oL5©gd0L bobaMA03Mmd0L F99306M9ds. 153LHTS MBROM MO 046905, Mo MBROM bs3wgdo
096905 L50@MIM QoBOGOO BoxsMM. 053sdLbAYEL Jgderos sd8moyggbml dg@Eymdobgdol
503960L 93935 Mm@ 08 99dmb3z93500, 19 Lo FobMIdO 25dM0Ygbgds Tbmerme
9Gbgw. ®d3s, 9956 Jgodargds godmofjzoml Bbgs 3GHMdgdgdoEs. Fogowoms®, dgodwgds
LoFoMOHm 2obgl LooIEM FoBEYOGOOL OEO M3MEIBMdOL F9ddbs, 0¥) 565 oo™
39L50909d0L godmygbgds s5IMORHIMIdS.

0930 8999993905 ©Y3OBLYIES300L  3MIM(39IOOL  25639MmEMd00 Bo@oMgds, dmEqdvwo
39935 FoMdo@ 9000 396 Jglermergds. d9BMM©3s, M39Ibxge dgodwrgds dmbpgl gMmo ©s
09039 9083600 GgduBHol ©g3oBLMEs30s 00539 BooWAEM FOBOWIIOM, IR3IHTMGdS 5ol
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domfj935d0. T9godmgds  ©IFOMEIL  GodE9Ybodg  4999MmMgdoL  ©5I390s,  MYMS  FOOMM”
d9000b393000 3m3b03s300L I9300mIgd0 (andom communication errors).

5B 9MbsG0350 Fg0dwgds godm3z094gbmm Madm dErogmo o330l LobGHdgdo Loddwrsgzmol
565¢0Bol 153sbTGIOLAD, MMM OB Gds LEsMOL MbMIobsgool JoAMIs
(duplication with clock randomization approach) [53]. dmogoM0 s ImbggbgdomO
3603GMAMB0ME0  B0OMZ0 5MHOL MO0 0©IBGHMMO doMM30, MMIWgdos JIBoL IEME
003¢9996@530sL.  Jobgsegzs  0doby, GM™MI mMo doOm3z0 094gbgdl ™mE  AsbLlbgsggdE
Lo0EMA™ 5 Boxs®m  oloegdol  figgowl dsomo  Fglodsdolo  sdmEsbgdobmzol, dsom
53MmbBHOHMEgdL MO0  9blbgs390Mo  MIBMIOBOMmGIMWO  Lssmo s 0wgd96 0IbEHMO
99943560L  dMbo(3999dL.  sbgo  3Hgdbogal ©gd3l 38R0 M30MOGILMIGI0 30  FoLZoMYOSL
093500560900  benmzsbo  Lssmol 303eol Bgdg@Eo©, 03Mbo@gBo bo®m39%Hgdol oo,
©6039OLIWMMO0  EORBIMZS @S MBROM  Fowo  2oddgMds  2963gMmMYO0M0  Ms3slbIgdOL
90356 0.

8. qsli3gbs

09000535H90m0  2oLomgdol  0b635xLMwsEool  LobEgds, CRYSTALS-Kyber, d%s6o
LoMMggdol §obsdy sl bb3oolbgs 339MHOMO sObOL M53oLLAYOOL godm. dodobstrg
33w93900 53egbL LOLYLEYIIL dogMo MLITRONBMYdOL Fgdmbggzsdos 30, Grog Imombm3L
09000350 ©5330L LOLEBHYIGOOL QodxMBYBYOSL. ToboMgds s 0935 (shuffling) sGOl mGo
Lofobso®dgam  ©mbolidogds, O®MIWGdoE 99930 gdIWos  3O03GHMYM80Mwo  LobEgdgdol
3oL 0YMHYOs. MMEILS3 B396 31bEM3wYd0m 3MbEBH—3356GHMO G3MJol, 9930 gdI0S
393503560 SBMO00TGO0, MMM Fomgdo03mo  LodErogMolm3ol, Y39 239000
5MHbOL 063oLHIGOOLSET0 FEAMIOMBOLMZOL.

53033600l sboero dgomgdol LOWOE AMP3930L bogaws, AI-l dgwdwos ogbTsGML
bdsmM0sbo Imbo399900L FoMm35d0 s JEgdGOMYbgMPooL 39MHPOMO SObOL MO3OLLAS W
306530600 3MH03GHMPMIB0OL IMNZG3d 5056 Foblibgzs3gds JMmBsbgmoligsb. dombgwsgo
0doby, MM FogBMdM030 F9393900 0Ygbgdls M1599Ybodg 335, ©MTs Logwsl dgmderos
0356Mx0dmb doe0sb bdsrMosh 335ebg. 53 olZMLbool Lsob@gmglm bsfoero ol sGol, Gmd

30053000, bgedobsizamdo s 9BIJHMIO0 15305330000 153 GdJdOL bo3egdMdS 43593l
30960, 339MHPOMO SOBOL Mo3LBTGdOL TgloBgMgdws.

9. IBEHMMYOS/5005609dS

33w93s> [NFR-22-14060] gobbm®Eogrs dmoms  Gxlomoggerol  bodseomggarml  gmmgbmeo
Lo393b0gMM BMbOL GobsblGmO bsMsFIHOm.
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ABSTRACT: The article examines the theory of network-centric warfare and its impact on the present.
It was developed in the second half of the twentieth century and is widely used in the wars of the twenty-
first century. The essence of the concept of network-centric warfare can be redefined as follows: it is a
war of the "blind" against the "sighted". The physical strength of the "blind man" is the combat strength
of classical armed forces that do not take advantage of network-centric approaches, which does not
guarantee an advantage in modern combat. This is a losing situation. Network-centric warfare consists of
3 lattice subsystems: information, sensor (i.e., intelligence) and combat. But its basis is the information
subsystem, the goals of which, according to the concept, are the so-called Warden rings. Using the theory
of network-centric warfare and hybrid warfare tactics, Russia seized Crimea and occupied Donbas. And
on 24 February 2024, Russia launched a war against Ukraine, repeating its actions during the aggression
against Georgia in 2008. That is, it started with cyberattacks on government agencies and government
control centres. But the Russian Federation, using elements of network-centric warfare, is fighting as it
did in World War 1I. Ukraine is making a transition from managing troops and weapons to managing
armed struggle. Russia's war against Ukraine shows that in modern warfare, the winner is the one who is
quicker to perceive new technologies and implement them, adopts and implements new military doctrines
and concepts that are in line with the spirit of the times and enable not only the use of new technologies
and ideas, but also knows well which ones to use and when. High technologies are now turning into a
systemic factor in modern armed struggle. They make it possible to reach that new stage in the
development of military art - the transition from command and control of troops in the course of armed
struggle to conflict management in general.

KEYWORDS: network-centric warfare, hybrid warfare, Warden rings, Boyd's theory.

1. INTRODUCTION

The existence and development of modern resources is closely linked to geopolitical and geostrategic
conditions and largely depends on international relations. At the same time, increasing importance is being
attached to ensuring national security - the state of protection of vital interests of an individual, society and
the state from internal and external threats.

Among the many factors that influence the formation of foreign and domestic policy of states, national
interests play a decisive role. National interests are understood at all levels of public life as the needs of the
people of the country to preserve and increase national values and national wealth, economic prosperity
and political stability of the society, and are reflected in the formation and achievement of national goals.
Thus, national interests and actions to achieve them are linked. In interstate relations, not only such actions,
but even their implementation are subject to increased attention, careful study and comprehensive
assessment. This is especially true in Europe, where the intertwining of the interests of states in an
overpopulated and technologically saturated territory is observed to the highest degree.

In addition, substantiating the national military security strategy is an important and responsible task.
Strategic thinking is an integral factor of effective policy. As the famous military science theorist O. Svechin
noted back in 1927: "Strategy is one of the most important tools of politics, and even in peacetime, politics
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must largely base its calculations on the military capabilities of friendly and hostile states. The strategy
should look into the future and take it into account in a very broad perspective."

The analysis of modern military conflicts provides a key to understanding the logic of the actions of
participants in armed struggle anywhere in the world. However, this arsenal involves not only significant
material costs, but also the political weight of the state that decided to use it. Current trends in the
preparation and conduct of warfare today are as follows [1]:

o the expectation that the armed forces will be equipped with means of conducting non-contact
warfare. Now there is no need to "go toe-to-toe" with a raised visor, as high-precision weapons, electronic
intelligence and electronic warfare means are making their mark;

e Intensive build-up of rapid response forces, airborne troops and special forces. The readiness to
win not through numerical superiority, but through skill and better equipment, in difficult conditions,
surrounded by civilians, is becoming a necessity. Fighting not by numbers, but by skill, surrounded by
civilians, is becoming a widely sought-after skill (but not for the Russian army);

o the desire to inflict defeat and demoralize the enemy in the rear with "little blood, one blow" using
the factor of surprise;

e to transform the confrontation in the information sphere from an accompanying to a dominant
sphere, moving from the desire to enter the territory of the country to the intention to purposefully influence
and control the thoughts and emotions of its citizens;

o the spread of humanitarian interventions as the right of a more influential state in the world's
pecking order to "take care" of the population of another country that has found itself in the sphere of the
"patron's" interests.

The theory of network-centric warfare (NCW), which emerged at the turn of the second and third millennia,
states that armed forces that implement network support (horizontal and single-ended) for all organizational
forms and processes have an advantage over traditional forces. The general informatization and
intellectualization of command-and-control systems will qualitatively change the essence of military
operations, turning them into network-centered ones. It is not about the humanization of war; it is total and
is conducted continuously and in all spheres of state functioning.

The NCW places its ultimate stake on information warfare. The term "information warfare" has evolved
over time into the concept of "information warfare.”" Information warfare is a complex impact (through a
set of information operations) on the system of state and military governance of the opposing party, its
military and political leadership, which in peacetime can lead to decisions favorable to the party initiating
the information influence, and in conflict completely paralyzes the functioning of the enemy's control
infrastructure. Otherwise, the goal of war in the 21st century is not so much to destroy the enemy as to
demoralize it and deprive it of the ability to resist.

Therefore, the world's leading powers ensure their defense capability, in accordance with existing and
projected dangers and threats, mainly through the development and combination of modern high-tech
means into a single integrated system and their implementation in the practice of using troops [2].

2. MAIN PART

Let us consider the history of the creation and development of the theory of network-centered warfare. For
the first time, the conceptual issues and foundations of the theory of a network-centric system of control
and organization of combat and cyber actions and, in fact, the consideration of military operations and their
organization from the standpoint of military cybernetics were formulated by M. V. Ogarkov (1977-1984,
Chief of the General Staff of the USSR Armed Forces) in the late 70s and early 80s of the twentieth century
[3,4]. These provisions and conclusions of M. V. Ogarkov were implemented in the US military doctrines
"JoinVision 2010" and "JoinVision 2020".

The main aspects of taking a state under external control to realize its interests by suppressing the will of
the population and authorities of the victim country to resist through the use of a wide range of innovative
technologies that are used in a comprehensive manner were described in 1989 in an article by William Lind.
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The main thing in the wars of the fourth generation, according to W. Lind, is the war of cultures, initiation,
support and feeding from the outside and organization of psychological and informational pressure on its
people and leadership inside the country, taking them under external control and management, creating
conditions for the emergence and promotion of socio-economic chaos in this country and self- depletion of
military, financial and other resources. For this purpose, high-tech psychological actions, manipulation of
the media, a wide range of information warfare actions, both inside the country and in the global media and
Internet spaces, introduction of norms into national legislation that are harmful to national interests [5,6].
Targeted comprehensive aggressive attacks on traditional cultural, historical and other values of the
population, on the reputation of the most effective key leaders of the state and state-military administration.
Creating conditions for lowering the level of upbringing, culture, and education of citizens. Organizing
campaigns of disobedience, implementing the tactics of "low-intensity conflicts" on the territory of the
victim country with the participation of external, internal and terrorist forces.
A statement by the great Chinese commander Sun Tzu: "War loves victory and does not like duration. |
have heard of the success of quick military campaigns and have not heard of the success of long ones. No
state has ever benefited from a long war."
Based on this, American military experts have proposed a number of concepts of warfare. The most famous
of them is Boyd's concept or theory. In his concept, Boyd divides war into three elements [7]:
- moral warfare: destroying the enemy's will to win by separating them from their allies (or potential
allies) and dividing them internally, undermining their common faith and shared views;
- mental warfare: deformation and distortion of the enemy's perception of reality based on
disinformation and creating a false picture of the situation;
- physical warfare: destruction of the enemy's physical resources (weapons, manpower,
infrastructure).
According to the ideas of Boyd and his followers, any activity in the military sphere can be represented
with a certain degree of approximation in the form of a cybernetic model of OODA (Observe, Orient,
Decide, Act). This model assumes a repeated repetition of the action loop, consisting of four successive
interacting processes: observation, orientation, decision, and action. In fact, the situation develops in a
spiral, and at each stage of this spiral, interaction with the external environment is carried out and has an
impact on the enemy. This model is classified as cybernetic, because it implements the principle of
"feedback", according to which part of the output of the system is fed back to its input to clarify and, if
necessary, adjust the development of the system in the following stages. In a number of official doctrinal
documents of the US Department of Defense, the OODA loop is considered as the only typical model of
the decision-making cycle for command-and-control systems (C2 systems), both for its own and enemy
forces.
The distinctive feature of the OODA cycle from other cyclical models is that in any situation, it is always
assumed that there is an enemy with whom an armed struggle is being waged. The enemy also acts and
makes decisions within its own similar loop.
Based on the analysis of the works of Boyd and his followers, the following postulates of the OODA theory
are highlighted:
1. The military activities of the opposing sides are carried out in the same cybernetic cycles of the
OODA.
2. The content of the main elements of the OODA cycle is as follows:

- observation - collecting information from internal and external sources;

- orientation - the formation of a set of possible plans (options) and theevaluation of
each of them according to a set of criteria;

- decision - choosing the best action plan for practical implementation;

- action - practical implementation of the selected action plan.
3. The OODA cycle is a model of military activities of individuals and organizations for war and
conflicts of any level (tactical, operational and strategic).
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4. Ways to achieve victory (gaining competitive advantages):
- Reduction of the time for the OODA cycle;

- improving the quality of decisions made in the cycle.
5. Increasing the speed of all the particles of the elements of the OODA cycle is the main way to
achieve victory.

Out of the four stages of the OODA cycle, three are directly related to information processing and computer
technology. The fourth stage (action) is generally of a "kinematic" nature and is associated with movement
in space, defense and defeat of the enemy based on firepower.
In order to maintain the time frame of the OODA cycle of your forces' actions and ensure a higher tempo
of combat than the enemy, it is necessary to accelerate all four stages of the cycle, which are implemented
by troops. Throughout the twentieth century, all efforts of the military, scientists and engineers were aimed
at improving weapons and technologies in the kinematic part of the OODA loop. These efforts resulted in
increased mobility, accuracy and firepower of weapons. However, the technological limit of the kinematic
part of the OODA loop has now been reached: more powerful weapons cause acceptable collateral damage,
and faster and more protected weapon platforms and means of delivering the impactor to the target imply
material costs that are prohibitive at the present stage. In this regard, there is a need to improve other stages
of the OODA cycle.
Since the first three stages of the OODA cycle are directly related to the processes of collecting information,
distributing it, comprehending, analyzing, and making decisions based on the information received, the
faster the collection, distribution, analysis, and perception of information are carried out, the faster the
decision is made. It is the speed and correctness of decision-making that are most important in today's real-
world combat operations. This was the impetus for the development of the concept of network-centered
military activities, or as it is also called network-centered warfare.
The issue of systemic disruption of the governance and functioning of the state at the pre-crisis level was
proposed and implemented during the preparation of Operation Desert Storm in 1991 by John Warder. He
developed a systematic cybernetic approach to modern warfare, calling it "effects-based operations™ (EBO),
which took into account Boyd's developments and became a further development of the cybernetic concept
of network-centric organization of combat operations with elements of the theory of constraint. According
to this concept, there are five main segments: armed forces, production, infrastructure and communications,
population and government - vital for any state. Each state has its own unique points of vulnerability in
them (called "centers of gravity", "critical points", etc.). Their correct detection and destructive impact on
them lead to the effect of systemic "paralysis" of the state in certain areas or in general. This technology
was used by Russia in 2014 during the annexation of Crimea and at the beginning of the aggression in
Donbas [5,8,9]. In 2003, a modified version of the "Bide loop" was proposed by D. Brighton [10].
General Deptula D. further developed Warden's views and the content of 4GW wars. He planned to consider
the enemy as a system at all national levels, including diplomatic, informational, economic, etc., and
believed that non-military actions were an integral part of the new theory of conflict. As part of this, the
United States created special teams to work in lIraq and Afghanistan, which included sociologists,
ethnographers, linguists, and other specialists. These special groups communicated with the local
population, influenced it, studied its habits, behavior, hierarchical structure, weaknesses and strengths of a
particular social, ethnic and religious group, etc. In other words, they were actually forming an information
base for conducting cognitive actions. In 2014, D. Deptula, together with J. Allen, presented a new concept
of DIMET operations (DIMET: Diplomacy, Information, Military Power, Economy (including Finance)
and Technology) at the conference "New US Military Strategy for a New Era", in which high technology
is a key component [3],
For the first time, the system of conceptual presentation of the theory of network warfare with the definition
of the role and place of information and other high-tech systems in it was presented in the publication
"Network-Centric Warfare: Its Origin and Future" (August 1998) by Arthur Serebrowski and John Gorstka.
Since the early 2000s, the United States has implemented the F3EAD (Find, Fix, Finish, Exploit, Analyze
and Disseminate) cyber information cycle to improve the effectiveness of special operations forces. Its
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implementation is aimed at gaining the ability to predict the enemy's actions, detect and determine the
location and objectives of enemy forces. Central to the FSEAD process is the functional merger of
intelligence and operations into a single process. These developments have not gone unnoticed in Russia.
In 2013, the Chief of the General Staff of the Russian Armed Forces, Valery Gerasimov, published an
article with the eloquent title "The Value of Science in Prediction." Even then, anticipating the future actions
of the aggressor state, he noted: "The emphasis of the methods of confrontation used is changing towards
the widespread use of political, economic, informational, humanitarian and other non- military measures
implemented with the use of the protest potential of the population. All of this is complemented by covert
military measures, including the implementation of information warfare and the actions of special
operations forces. The open use of force is often resorted to under the guise of peacekeeping and crisis
management only at some stage, mainly to achieve final success in the conflict.” [1]

It is interesting that Gerasimov did not mention (most likely deliberately) the main feature of the new war:
its culmination takes place not on the battlefields, but primarily in the minds of people. The events of recent
years in Ukraine show that the aggressor seeks not only to seize territory, but also to establish control over
the worldview of millions of citizens of the country that has fallen victim to Russian aggression. The goal
of this war (as planned) is to bring to a situation where the use of military force will become unnecessary,
which is exactly what happened in Crimea. They needed people to betray their own country and support
the aggressor. But it did not happen as expected.

General Gerasimov was, as it seemed, the storm-whisperer of the Kremlin's aggressive plans for a reason.
At the time, it was not easy to see Ukraine as a potential target of Russian aggression.

All major theoretical studies and projects on the conduct of a new high-tech type of war clearly demonstrate
that the key to victory in them is to ensure the achievement of information and technological superiority
over the enemy and highly effective management. At the same time, information superiority implies the
creation of systems for receiving, processing and analyzing information, reliable networks that connect
troops and assets, enable them to exchange information and provide timely and complete overall situational
awareness to commanders. Common situational awareness enables cooperation and self-synchronization,
increases team resilience and speed, and in turn, increases mission effectiveness. The testing of such a
distributed combat management information system FBCB2 (Force XXI Battle Command Brigade or
Below), which covered the brigade-battalion-company level, took place in Irag in 2013 [3,9]. At the same
time, it is necessary to ensure the advance disabling and suppression of the enemy's intelligence and
information support and control systems (intelligence means and systems, network-forming nodes,
information and control centers).

According to Admiral W. Clark, "future operations will test revolutionary information technologies and the
ability to disperse forces united by a single information space to achieve unprecedented offensive power,
guaranteed defense and responsiveness in joint formations".

The essence of the NCW concept can be redefined as follows: it is a war of the "blind" against the "sighted".
The physical strength of the "blind man" is the combat power of classical armed forces that do not take
advantage of network-centric approaches, which does not guarantee an advantage in modern combat. This
is a losing situation.

The NCW consists of 3 lattice subsystems: information, sensor (i.e., reconnaissance) and combat. But its
basis is the information subsystem, whose goals, based on the concept, are the so-called Warden rings.

At the same time, the enemy’s political technologies are conducting massive and coordinated information
warfare operations aimed at demoralizing the population, creating panic and shock, and disorganizing the
public administration system.

In this regard, the ratio of quantity and quality is viewed in a new light: you can have 90 or 550 brigades in
the Army, but in the context of a war, when they are not ready for it, these brigades will not be able to
perform combat missions.

Aggression using the principles of the NCW will consist of two stages.

At the first stage, high-precision air and space strikes will be carried out throughout the entire depths of the
victim country's territory. Critical facilities will be targeted.
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Lists of priority targets are drawn up in peacetime based on the concept of Warden's rings. By the way, this
scheme was used in NATO's attack against Yugoslavia in 1999 and Russia's aggression against Ukraine in
2014 (annexation of Crimea and intervention in Donbas).

At the same time, the enemy will conduct massive and synchronized information warfare operations:

- psychological operations;

- electronic suppression and destruction of the system of state, economic, financial and military
management, communications, intelligence and electronic warfare;

- offensive computer operations (cyber warfare);

The purpose of the first stage of aggression will be:
- disorganization of the system of state, economic, and military governance;
- demoralization of the population, panic and shock;
- disorganization of the victim's country's military activities;
- "blinding" the victim's intelligence and air defense system.
The second stage of aggression is a ground invasion, which begins only when the goal of the first stage is
achieved and when it is deemed necessary. In essence, it will be a cleansing of the area.
A characteristic feature of the second stage of aggression will be that the enemy's troop groups will not
conduct classical warfare. The very possibility of enemy groups engaging in combat will be excluded.
Characteristic features of this stage of aggression:
- the enemy will be ahead of the victim state at all stages: collecting and evaluating information,
making decisions and actions;
- there will be no concentration of troops, withdrawal of troops, deployment in combat order, direct
attack, pursuit or retreat to new lines;
- there will be no borders, no stripes, no flanks, no fronts and no rear;
- the enemy will have absolute information dominance on the battlefield - every soldier of the victim
country will be visible;
- the rigid hierarchical system of military command will be replaced by a flexible network system,
subordinate troops will be free to choose their methods of action, and the organizational and staffing
structure of the troops will be constantly changing to adapt to the requirements of the situation;
- widespread use of tactical ground and aerial robotic systems that will operate in the rear, destroying
centers of resistance.
All this radically changes the idea of war, taking it beyond the physical sphere into the information sphere.
Contactless warfare is becoming a reality. And here the experience of the Second World War in organizing
and conducting strategic offensive operations can become dangerous and also harmful.
There is also a psychological component to the NCW concept: those who actively use the benefits of
network-centered approaches develop absolute self- confidence. The threat to the life of a particular soldier
on the battlefield becomes minimal. Military operations turn from a life-and-death struggle into a computer
game based on the principle: "I can see you, but you can't see me". This, according to the authors of the
concept, should lead to disorganization and demoralization of the opposing side's personnel even before
entering the battle. The party that does not take advantage of the NCW will lose control in a short time and
will ultimately be defeated.
NCW is neither a myth nor a fantasy. Experts believe that the concept of NCW is universal and can be used
to combat any type of enemy: regular and irregular troops, modern and traditional.

It should be noted that NCW has special properties compared to traditional warfare [11]:

1. The broad power of using a geographically distributed force. Previously, due to various
limitations, it was necessary for units and logistics elements to be located in one area in close
proximity to the enemy or the defended object.

2. The second difference between the NCW is that the forces participating in it are highly intelligent:
using the knowledge gained from a comprehensive view of the battlespace and a situated view of
commanders' intentions, these forces will be able to self-synchronize their activities and become
effective in autonomous operations.
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3. The third difference is the existence of effective communications between objects in the combat
space. This allows geographically distributed systems to conduct joint operations, as well as
dynamically distribute responsibility and the entire workload to adapt to the situation. As a result,
the total bandwidth of the satellite communication channels leased by the Pentagon for
information transmission has increased more than seven times since 1991.

NCW is aimed at converting the information advantages inherent in individual information technologies
into a specific advantage by combining them into a stable network of information-rich, geographically
dispersed forces. This network, combined with known technologies, organization of processes and people,
allows the use of new forms of warfare.

Based on this, we formulate the principles of conducting NCW

1. Forces connected by reliable networks can improve information sharing.

2. Information sharing improves the quality of information and overall situational awareness.

3. General situational awareness allows for cooperation and self- synchronization, increases team
resilience and speed.

4. This, in turn, increases the efficiency of the operation.

Taking into account the peculiarities of the NCW in relation to any theater of war, the concept of this war
envisages 4 main phases of warfare:

1. Achieving information superiority through the preemptive destruction (disabling, suppression)
of the enemy’s intelligence and information support system.

2. Gaining air superiority by suppressing enemy air defense systems.

3. Gradual destruction of protected control and information bases of enemy combat equipment,
primarily missile systems, aircraft, artillery, and armored vehicles.

4. Final destruction or suppression of enemy resistance centers.

The successful implementation of each phase is based on a much shorter duration of the combat cycle

"detection-recognition-destruction™ in relation to the enemy, on direct and complete information about the

enemy's grouping.

In military terms, NCW allows us to move from war of attrition to a shorter and more effective form, which

is characterized by two main characteristics: speed of control and the principle of self-synchronization.
The speed of management in the view of experts has the following aspects:

1. The troops achieve information superiority, which does not mean receiving large amounts of
information, but higher degrees of representation and a deeper understanding of the situation on
the battlefield. In technological terms, all this implies the introduction of new command, control,
intelligence, and computer modeling systems.

2. Troops with information superiority implement the principles of disguising results rather than
disguising forces.

3. As aresult of such actions, the enemy loses the ability to pursue any course of action and falls
into a state of shock.

The principle of self-synchronization came from the theory of complex systems. According to this theory,
complex phenomena and structures are best organized in a bottom-up manner.

In other words, by self-synchronization, experts understand the ability of a military structure to self-
synchronize from below, rather than change in accordance with instructions from above. The organizational
structure of units and subunits, norms and methods of performing combat missions will be modified by the
decision of the commander on the battlefield, but in accordance with the needs of the higher command.
This principle contradicts the traditional foundations of a centralized hierarchical military organization,
which is based on subordination to directives from the top. It is difficult to break such a system, as it requires
changes not only in organizational forms and methods of management, but also in the mentality of superiors
and subordinates. However, the principle of self-synchronization has already been implemented by the
Ukrainian armed forces.

The use of self-synchronization systems allows you to achieve an advantage over the enemy in the speed
and suddenness of actions. Tactical and operational pauses that the enemy could take advantage of
disappear, and all management processes and combat operations themselves become more dynamic, active
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and effective. Military operations are no longer taking the form of successive battles and operations with
appropriate pauses between them, but rather continuous high-speed actions with decisive goals.

On the basis of these principles and phases of NCW in Ukraine, a system of ensuring Ukraine's military
security was formulated, which is related to both external and internal spheres of the state's activity. The
external aspect is to stabilize the military-political situation in the region and in the world, to reduce the
level of military threat to Ukraine from other states, primarily from Russia. The internal sphere covers
issues related to solving socio-economic problems, maintaining the state's defense capability, including the
combat potential of the Armed Forces, mobilization capabilities, etc.

The basis for ensuring military security of Ukraine as a non-nuclear state is based on three basic concepts.
First, it is the concept of military-political partnership based on a developed economy with rational
infrastructure, a stable sphere and a sound military policy aimed at increasing strategic stability in the region
and reducing the level of military danger by political and economic means.

Secondly, it is the concept of defensive deterrence, whereby a military organization of the state is created
in networks of defensive expediency, which is able to minimize the likelihood of a military conflict by
threatening to inflict unacceptable damage on a possible aggressor, as a result of which he loses the
incentive to attack.

Thirdly, it is the concept of repelling possible aggression, which is based on mobilizing all the country's
capabilities and resources to counter a military attack, defeat the aggressor, and suppress it until hostilities
cease. But this security system did not work as it was formulated in peacetime.

The main content of ensuring Ukraine's military security is in peacetime in a threatening period with the
beginning of repulsing armed aggression. At present, we are more interested in repelling the aggression that
Russia has committed against Ukraine [13]:

- timely introduction of martial law or a state of emergency in Ukraine or in some of its regions, full
or partial strategic deployment of the Armed Forces of Ukraine, bringing them and other military
formations to readiness to perform the tasks of localizing a military conflict and repelling armed
aggression;

- transferring Ukraine's national economy, enterprises, transportation and communications to martial
law;

- deployment of strategic command and control systems of the Armed Forces of Ukraine and other
military formations, operational, logistical, technical and medical support systems, as well as forces
and means of territorial and civil defense, in accordance with the requirements of wartime;

- concentration of efforts of state authorities and military authorities, local self-government bodies,
public organizations and citizens on fulfilling the tasks of state defense;

- full use of the capabilities of international security organizations to stop a military conflict, localize
it and prevent it from escalating into a local (regional) war;

- repulsing an armed attack, striking at the aggressor's troops and most important targets in order to
force it to abandon further (combat) operations at the initial stage of armed aggression and to
conclude peace on terms that meet the national interests of Ukraine.

For Ukraine's defense, the concept, content, and characteristics of the threatening period were extremely
important. Ukraine's efforts in the field of defense, as well as the principles of negotiating and concluding
agreements on military and political issues, were aimed at ensuring conditions under which Russia's
attempted aggression against Ukraine was not felt and this period was to be longer. This would have allowed
Ukraine to solve its defense problems, given that the Armed Forces of Ukraine had a smaller number of
troops [12,13].
The results of the analysis of a possible war for Ukraine and the assessment of the state of Ukraine's military
security in 2010 made it possible to identify the following main ways to improve the preparation of the
state's defense in the interests of increasing the threat of a military conflict:

1. Create an effective early warning system for military threats.
The basis of such a system was to be formed by the information capabilities of the General Staff of the
Armed Forces, the Security Service of Ukraine, the Border Troops, the intelligence forces of the Armed
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Forces and the operational command headquarters. First of all, this concerns the intelligence channels of
agents, radio and radio-technical channels. Combined into a single system under the direct supervision of
the General Staff of the Armed Forces of Ukraine, these forces and means can provide reliable and timely
information on signs of the enemy's preparation for aggression and the probable timing of the beginning
of hostilities with the pre-emptive action necessary for the appropriate deployment of troops and other
preparations to repel aggression.

2. Refusal to keep a significant number of discharged units and formations in the Armed
Forces and other peacetime military formations. It is advisable to have well-equipped and fully combat-
ready units and formations that can repel aggression in case of aggression. In this case, a potential enemy
will not be able to hope for the success of a sudden military attack without prior deployment of its armed
forces.

3. Increased attention to the protection of the most important groups of troops and facilities
from air strikes. This also reduces the likelihood of a surprise military attack on Ukraine.
4. Increased attention to the country's advance preparation for war, especially its operational

organization. This will also force a potential aggressor to increase the volume of preparations for an armed
attack, thus losing time and the factor of surprise.

However, these tasks were not fulfilled because in early 2013 nothing boded well for Yanukovych's
resignation. The Verkhovna Rada was dominated by a presidential majority based on the Party of Regions,
which easily bent the legislative process to its own advantage. Ukraine looked completely controlled and
submissive to Russia, and nothing portended large-scale social upheaval, let alone military aggression.
Gerasimov had not yet made a speech on the future actions of the Russian leadership, although they were
already being planned.

The annexation of Crimea was planned by the Russian Federation in accordance with Gerasimov's views
and the systemic model of the NCW based on Warden's theory. As already noted, an object with critical
cyber infrastructure is a center of gravity according to Warden - the point where the object or subject of
influence is most vulnerable [4, 5, 8].

Warden's model is implemented according to the "war from the middle zone" scheme. It should be noted
that this model works well in conflict zones where the armed forces are viewed by the local population as
an external aggressor.

In contrast to this model, Russia has long had support from the local population and significant military
formations of the Black Sea Fleet in Crimea, which were not perceived as an aggressor or enemy [8,9].
Russia had a long preliminary influence on the population of Crimea in order to perceive the military of the
Russian Federation as defenders of the population and to correct the "historical mistake™ of subordination
of Crimea to Ukraine. Then, the influence on the leadership of the Autonomous Republic of Crimea and
the city of Sevastopol began, followed by information and psychological influence (according to the theory
of NCW) on the personnel of the Armed Forces of Ukraine. The main objects of transport infrastructure
and life support systems were taken under control. Russia's actions during the campaign to bring its Armed
Forces into Crimea were accompanied by actions that bore all the signs of a prepared and thoughtful
operation in terms of goals, measures and consequences, aimed primarily at the Russian community, and
on the other hand, at Ukrainian and Western society.

The tactics of hybrid warfare used by Russia in Crimea were, with certain changes, used in Donbas. During
the aggression in the southeastern region of Ukraine, the main impact was focused on the population of the
region, followed by the state infrastructure and life support system, respectively. The fourth and fifth objects
of influence were the Armed Forces and military and political leadership of Ukraine.

The peculiarity of Russia's hybrid war in Donbas and Ukraine at that time was and still is the constant
search for and use of relevant information triggers that can form the necessary public opinion. There was
also a tendency (expansion) of the outpouring to areas that were previously not typical for information
confrontation, namely, the revision of the history of statehood of Ukraine and Russia and interfaith
relations.

In order to achieve Russia's political goals and destabilize the situation, terrorist acts carried out by sabotage
and reconnaissance groups not only in the Joint Forces Operation area (formerly the Anti-Terrorist
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Operation) but also in other regions of Ukraine have become widespread. The aim was to intimidate the
population and reduce the moral and psychological state of the personnel of the Joint Forces Operation
units. Illlegal armed groups used demonstrative and provocative hostilities.

It should be noted that the war in cyberspace began on February 14, 2022. On that day, Russian hackers
launched a powerful cyberattack on Ukrainian government agencies and the banking system. From that day
on, constant cyberattacks on Ukrainian systems began. And on February 24, 2022, Russia launched a special
operation against Ukraine, i.e. a large-scale aggression against a sovereign state. It should be noted that the
hybrid war has reached a new level. In addition, the Russian media emphasized the defense of the Luhansk
and Donetsk People's Republics from Ukraine's attack, denazification and demilitarization of Ukraine, and
most importantly, the protection of the Russian-speaking population of Ukrainian society.

It should also be noted that on the night of February 23-24 (in accordance with the NCW concept), Russian
hacker groups carried out a number of additional cyberattacks on the websites of Ukrainian government
agencies and media.

These actions are similar to the actions of the Russian aggressor in the war with Georgia in 2008[9], when
they launched cyberattacks on Georgian government websites before the aggression. However, Ukraine's
cyber defense worked well, which made it possible to protect most sites.

According to Russian plans, which were announced in their media, they were supposed to capture Kyiv in
3 days and completely occupy Ukraine in 9 days. But it did not happen as expected.

It should be noted that the most important from the point of view of the theory of military strategy is the
initial period of war (IPW). It is understood as a period of hostilities when the opposing parties, carrying
out the first operations of the armed forces in the form of created groups of troops and forces, act in
accordance with pre- developed plans, try to seize the strategic initiative, inflict maximum losses on the
enemy and create favorable conditions for achieving the goals of the war [12].

This general definition can be extended to the concept of the IPW for Ukraine.

The study of the NCW experience suggests that the following are characteristic of the IPW [1, 14]:

- high tension and dynamics of the fighting;

- adecisive struggle for air dominance and firepower;

- uncertainty of the situation and the speed of its change;

- simultaneous action by fire and strike forces, airborne troops to the full depth of the enemy's
operational structure with concentration of main efforts on the main directions and most important
objects;

- massive use of reconnaissance and sabotage groups, airborne and airborne troops;

- increasing the role of all types of intelligence and covert command and control of troops;

- the dependence of the success of combat operations of troops on the comprehensiveness and level
of their operational and combat training.

The specific goals of Russia's war against Ukraine are the elimination or change of the existing political
system, deprivation of sovereignty and territorial integrity, etc.

Based on this, the aggressor used various forms of warfare during the IPW, including terrorist, sabotage,
information, etc.

Since the most important defining feature of the IPW is the struggle for strategic initiative, it can be divided
into the following two phases:

- first, the phases of fire and other mutual actions of the groups of troops of the parties in order to
create conditions for seizing air dominance and achieving fire superiority, raising the moral and
psychological state of special forces and the population;

- second, the phase of using the results of defeating the enemy and acting on it by defeating its strike
groups, capturing key frontiers in order to seize the strategic initiative.

Analyzing the phases of the IPW, we can conclude that Ukraine won this stage of the war. At the beginning
of Russia's war against Ukraine, the situation was very difficult. The aggressor approached Kyiv and
Kharkiv, captured Kherson and part of Zaporizhzhia region, and dug in Chernihiv and Sumy regions.
However, in March 2022, the Armed Forces of Ukraine managed to drive the enemy back from Kyiv and
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Kharkiv, and then liberate Chernihiv and Sumy regions. The defense forces were able to turn the tide of
hostilities. The Russians failed to achieve air superiority in the full sense of the word. They could not break
the morale of our soldiers and civilians, but only strengthened it. They also failed to capture key pipelines.
On the contrary, in September-October, the Ukrainian Armed Forces liberated Kharkiv region and then
Kherson. Therefore, it can be argued that the Russians have lost the IPW.
Modern warfare in terms of methods and means of conduct is significantly different from that of the mid-
20th century. Ukraine, with the help of its Western partners, has mastered this, while Russia fights as it did
in World War I1. Ukraine uses:
- transition from command and control of troops and weapons to management of armed struggle;
- formation and use of situational reconnaissance and strike systems in combat zones, which combine
existing intelligence and control systems and means of communication into a single system;
- transfer of the main load of actions to the information-cybernetic, cognitive space;
- informational, psychological, cognitive, cybernetic actions become an integral and predominant
component of military actions;
- accessibility to all elements of the battle space for all combatants;
- large-scale, systematic use of innovative high-tech weapons and military equipment, hypersonic,
high-precision and guided weapons;
- conducting combat operations remotely (if possible);
- robotization of armed struggle;
- increasing the role and expanding the use of special operations forces and cyber forces;
- growing asymmetry in the nature of hostilities.
At the same time, Russia is fighting only with the number of troops, not with equipment. And at the same
time, it is suffering very large human losses.
It should be noted that Russian propaganda plays an important role.
Just look at the current Russian-Ukrainian war. At the beginning of the full- scale invasion, Russian
propaganda shouted: "Kyiv in three days", "Kyiv capture in the morning, and a parade on Khreshchatyk in
the evening", and so on.
The invaders were sure that Ukrainians would welcome them as liberators and with flowers, and were
surprised to see the fierce resistance of Ukrainians.
If you recall history, before the battle for Grozny (1994), Russian General Grachev said that he needed two
hours and one parachute regiment to take the Chechen capital. But two days later, the Chechens burned all
the Russian tanks and armored personnel carriers that had entered Grozny, and the Russians were partially
killed or captured.
The biggest disadvantage of the Russian army is its underestimation of the enemy. In every war, for some
reason, the Russians were confident that they would win very easily. For example, even before the outbreak
of World War 1l in 1938- 1939, the Soviet command assured that the war would be fought on foreign
territory, that the Union would fight with "little blood," that the Soviet Union's opponents would not be able
to resist with dignity because they did not have an equally "powerful" army.
The army of any country in the world has its own traditions, which have been formed over centuries. The
modern Russian army considers itself the successor to the Soviet army and partly to the tsarist army. For
all three armies, the nature of officer training and warfare has hardly changed in more than 100 years.
According to experts, Russians are very self-confident. Their favorite phrase is "We are Russians. God is
with us!" Therefore, they believe that they simply cannot lose the war. It is a kind of ego boosting.
In general, Russians are very fond of appealing to past victories. For some reason, however, they do not
mention that those were the days of the Russian Empire or the Soviet Union, and not only Russians fought.

CONCLUSION

It should be noted that in modern conditions, the nature of the information-military struggle has changed
significantly: it is increasingly taking on the characteristics of a hybrid war. The emphasis of the military
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struggle is shifting towards the practical implementation of information technologies. At the same time,
informational and psychological operations, actions and actions are gaining more and more importance in
achieving political and military goals.
It should also be noted that this article was prepared in November 2021. However, on February 24, 2022,
Russia's war against Ukraine began. Therefore, it one should state that some conclusions and provisions of
the article have been confirmed in life.
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ABSTRACT: The development of quantum-resistant solutions is imperative as the emergence of
guantum computing presents a substantial risk to existing cryptography systems. Lattice-based
cryptography, especially schemes based on the Learning with Errors (LWE) problem, is one of the most
promising methods. To guarantee long-term security, even LWE-based methods could need to be
strengthened further as quantum algorithms advance. By mixing Gaussian and discrete uniform
distributions to create a mixed error distribution, this work enhances the classic LWE problem. The
experimental findings show that, with a slight rise in computing overhead, the mixed error distribution
improves the security of the LWE problem by strengthening its resistance to quantum techniques. By
presenting a novel approach for enhancing the resilience of cryptographic methods in the quantum era,
this research contributes to the continuing work in post-quantum cryptography. Moreover, it introduces
the direction of future model improvements and provides multidisciplinary methods for increasing the
complexity of cryptographic algorithms.

KEYWORDS: Post-quantum cryptography, Lattice-based cryptography, cryptography, quantum-
resistant, PWE, Gram-Schmidt Orthogonalization, quantum security

1. INTRODUCTION

The need for quantum-resistant cryptography systems is growing as quantum computing comes forward
to being used in everyday applications. The difficulty of key search operations can be greatly reduced
by quantum computers, lowering the level of security of symmetric cryptosystems.
A class of technologies known as "quantum computing™ aims to accelerate processing by utilizing
guantum effects like superposition. The implicit computation of several values at once is made possible
by superposition. Because of the mode of computation, tiny qubit sized quantum computers are
exponentially faster than classical supercomputers. Search, hidden subgroups, and quantum simulation
are the three main problem classes in which quantum computers can perform better than classical
computers (Hasan et al. 2024). In the current cryptographic landscape, there are two primary types of
cryptography: symmetric and asymmetric. The effectiveness of symmetric and asymmetric algorithms
varies significantly based on several parameters, including security threats, latency, and key size. One
prominent symmetric algorithm is the Advanced Encryption Standard (AES). AES is a symmetric block
cipher that operates with different block sizes and supports key lengths of 128, 192, and 256 bits. In
contrast, the Data Encryption Standard (DES) processes 64 bits of plaintext to produce 64 bits of
ciphertext. This operation involves substitution and permutation through a series of rounds, with
decryption performed in reverse. However, 64 bits is considered insufficient for secure environments,
making it relatively easy to break. As a result, the Triple Data Encryption Standard (3DES) was
developed as an enhancement to DES. Another symmetric algorithm is Blowfish, which utilizes a
variable-length block cipher with key lengths ranging from 32 to 448 bits. On the other hand, there are
mathematically complex asymmetric algorithms. One well-known algorithm is RSA, a public key
cryptosystem where one key is shared publicly while the other key remains private and secret. Elliptic
Curve Cryptography (ECC) has emerged as a promising alternative, particularly in cryptographic
applications, due to its efficiency in addressing the logarithm problem in finite fields. While ECC and
RSA are similar, they differ in that ECC uses a different cryptographic algorithm and has a faster
solution capacity. Since discrete logarithms and integer factorization are mathematical challenges,
traditional encryption protocols like RSA and ECC are projected to be easily cracked by quantum
algorithms like Shor's algorithm. The factoring number problem can be solved in polynomial time using
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Shor's technique, whereas the best classical solution (General Number Field Sieve) required exponential
time to solve previously (Bavdekar et al. 2023). Therefore, to avoid this catastrophe, the National
Institute of Standards and Technology (NIST) has initiated steps to standardize post-quantum
cryptography (PQC) primitives that implement at least one of the following functionalities: public key
encryption, key encapsulation mechanism (KEM), or digital signature. This initiative is designed so
that participants can submit their algorithms and then compete against each other's entries for a few
years. After then, NIST selects a winner based on suggestions from the cryptography community
(Schneier 2022). Consequently, post-quantum algorithms are a method for developing quantum secure
cryptography. Post-quantum algorithms are dependent on a variety of different mathematical fields and
issues, such as multivariate cryptography, hash-based cryptography, code-based cryptography, and
lattice-based encryption, whose mathematics is both more difficult and less understood (Bernstein,
Buchmann, and Dahmen 2009). The Learning with Errors (LWE) problem is one of the most researched
lattice-based encryption challenges, and it serves as the foundation for several proposed quantum-
resistant cryptographic algorithms. The security of the LWE problem derives from the fact that noisy
linear equations over finite fields are inherently hard to solve, even for quantum computers.
Nonetheless, there is still a need to strengthen the security of LWE-based systems as quantum
computing advances. This study introduces a mixed error distribution as an improvement to the classical
LWE problem. The proposed method combines Gaussian and discrete uniform distributions to increase
the unpredictability of the error vector, potentially improving the security against both classical and
guantum attacks, while previous work has concentrated on specific types of error distributions, usually
spherical Gaussian noise. This study's main objective is to assess the trade-offs between performance
and security that come with this mixed error distribution. This work intends to add to the expanding
corpus of research focused on fortifying cryptographic systems against the impending threat of quantum
computers, ensuring the security of routine digital communications, by investigating a new avenue in
LWE-based encryption. The article also tries to demonstrate fresh potential avenues for model
improvement and the reasons an interdisciplinary approach would be advantageous for safeguarding
our digital environment in the future. As a result, we have the chance to plan how to switch out the
outdated algorithms with post-quantum ones as they become available. Give top priority to the systems
that transfer or store your most sensitive information and determining which mathematical technique or
post-quantum algorithm is most likely to be successful against qubit-based attacks.

2. OBJECTIVES

By adding a mixed error distribution, the primary objective of this study is to analyze, simulate, and
improve the Learning with Errors (LWE) problem, which is a fundamental component of lattice-based
cryptography. In previous instances, LWE has secured cryptographic systems with Gaussian noise.
Stronger security measures are, nevertheless, required due to the growing threat posed by quantum
computing. In this study, we propose a simulation based on experimental results and equations derived
from prior research. Furthermore, we introduce a novel approach that integrates Gaussian and discrete
uniform noise to generate a complex, intricate, and unpredictable error distribution. Our objectives are
to evaluate performance, conduct a trade-off analysis of various models, and provide conclusive
validation. In order to support quantum-resistant cryptography without substantially sacrificing
computing efficiency, this study aims to bring light on the possibility of mixed error distributions.

3. RESEARCH METHODOLOGY

3.1 PROBLEM DEFINITION

The paper's experimental structure begins with an analysis of the previously published paper "Quantum-
Resistant Lattice-Based Cryptography : New Conjectures on the Learning with Errors Problem, which
primarily focuses on the Learning with Errors (LWE) problem (Baklaga 2024a, 50-56). This problem
forms the foundation of various lattice-based cryptographic schemes. Based on experimental results
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and proposed equations, we have developed scientifically accurate simulations of the mathematical
models, including the LWE problem, GapSVP, and SIVP, under the various error distributions outlined
in the original paper.

The simulation structure initially involves modeling the configuration of an n-dimensional lattice using
basis vectors B = {b; __b,}. Discrete Gaussian sampling is employed to generate error distributions, as
described in the paper. Consequently, the lattice A is defined as follows:

A(B) = {Z Zibl':Zi € Z}

i=1

A model has been implemented that generates Learning With Errors (LWE) samples. Simulations of
the Gap Shortest Vector Problem (GapSVP) and the Shortest Vector Problem (SIVP) have been created,
with the goal of approximating the shortest vector in a lattice. As described in the paper regarding
Conijecture 4.1, this can be modeled by embedding lattice structures into higher-dimensional spaces and
solving for the shortest vector using LWE-based reduction techniques. For Conjecture 4.2, the paper
suggests a quantum reduction from GapSVP to LWE using spherical errors. Consequently, we have
simulated a quantum oracle-based approach to demonstrate the quantum security assumptions made by
LWE. Finally, we have validated the theoretical claims by running simulations across varying lattice
dimensions n, modulus g, and error distribution parameters a, b, 1, 5. We also considered optimizing
the implementation by parallelizing parts of the computation due to the complexity of large-scale lattice
reductions. Therefore, we utilized algorithms such as Gram-Schmidt Orthogonalization on high-
dimensional lattices. In the Google Colab environment, various libraries have been utilized, including
NumPy for matrix and mathematical operations related to random sampling, Matplotlib for the precise
generation of plots based on simulation output, SciPy for mathematical operations on norms and vector
distances, and finally, SymPy for implementing the Gram-Schmidt Orthogonalization lattice reduction
algorithm. As part of the experimental procedure outlined above, the libraries have been installed. We
will first generate a basis and perform a reduction using the Gram-Schmidt Orthogonalization
algorithm, which is one of the primary and easily implemented algorithms in lattice-based
cryptography. The Gram-Schmidt Orthogonalization algorithm is employed to find short, nearly
orthogonal vectors in a lattice.

Fig.1. Vectors in a lattice (Lattice Generation)
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As the second part of the simulation, the Learning With Errors (LWE) problem generates random
samples from a secret vector s combined with Gaussian noise. Therefore, from this perspective, we
simulate the problem using a secret vector to create visualizations of the distribution.

Fig.2. LWE simulation (Error distribution point)
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From the experimental steps, the Gaussian error generated by the code is sampled using
"np.random.normal()". We visualize the distribution using a histogram with a kernel density estimate
(KDE) to illustrate how the errors are distributed.

Finally, to approximate the Shortest Vector Problem (SVP), we apply the Gram-Schmidt
Orthogonalization algorithm to the lattice and visualize the shortest vector.

Fig.3. LWE Visualizing GapSVP Approximation
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This Python-based cloud simulation offers a mathematically rigorous and visually rich framework for
simulating lattice-based cryptography using necessary libraries. As demonstrated in this paper, we have
simulated lattice generation and reduction using the Gram-Schmidt Orthogonalization algorithm.
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Additionally, there are more effective algorithms, such as LLL and HNF,that provide improved
accuracy and visualization. We have also presented the Learning With Errors (LWE) problem and the
Shortest Vector Problem (SVP) solution through lattice reduction.

3.2 ENHANCED LWE DEFINITION

A fundamental obstacle in lattice-based cryptography, the Learning with Errors (LWE) problem is
generally considered a strong contender for post-quantum cryptographic algorithms. Traditionally, the
LWE problem uses a Gaussian error distribution, which introduces noise into the linear equations
obtained from a secret vector to guarantee that the challenge stays hard (Baklaga 2024a, 50-56).
Because of this noise, recovering the secret vector is computationally impossible, protecting the
cryptosystem from intrusions. But much more robust defenses are now required due to the advent of
guantum computing. This work introduces a mixed error distribution as an improvement to the LWE
problem. In contrast to the conventional method that exclusively uses a Gaussian distribution, this novel
approach introduces a dual-layered complexity in the error vector by combining a discrete uniform
distribution with a Gaussian distribution.

Firstly, the foundations of the Gaussian distribution (narrow examination as Gaussian Kernel),
commonly referred to as the normal distribution, have been introduced. The Gaussian distribution (GD)
is typically characterized by its bell-shaped curve and is mathematically defined as follows:

(Tl
pox) = exp( =

The spread of the distribution is controlled by o, which in this case stands for the standard deviation
on the model. Within the framework of LWE, Gaussian noise offers a consistently demanding error
term that makes it more difficult to recover the secret vector s. However, in addition to the first model,
there also has been presented the discrete uniform distribution, which was characterized by an equal
likelihood for any value falling inside a given metric range. As an illustration, we can identify the integer
range[—a, a], in which case the probability mass function is as follows:

PX=x)= x€{-a,—-a+1,..,a}

2a+1’

We may infer from this distribution that Gaussian noise would be more predictable than randomly
supplied unpredictability, providing an extra line of defense against random attacks that might take
advantage of the Gaussian distribution's smoothness. By merging these two distributions and examining
suggested distribution models, we can improve the LWE problem. By doing so, we can add a new error
vector called eix.q ,» Which is expressed as follows:

€mixed = (egaussian + €uniform )mOdq

Where, the Gaussian distribution itself is used to sample e,,,ian from the equation, and the discrete
uniform distribution is used to sample eyiform -

The equation displays a dual-distribution approach model, which, in addition to the regular distribution
strategy, produces an unpredictable point complex noise structure and a higher uncertainty metric,
making the task harder. With all of the previously listed features, this idea offers more defense against
attacks based on quantum computation.

The primary objective of the proposed experiment is to evaluate and compare the security and efficiency
of the traditional Learning with Errors (LWE) problem, which utilizes Gaussian noise, against the
enhanced LWE problem that incorporates a mixed distribution of Gaussian and uniform noise. The
evaluation will focus on key performance metrics, including encryption and decryption times, resistance
to attack simulations, and overall computational efficiency. These metrics are essential for assessing
cryptographic security and will be applicable for future deployment. For the experiment involving
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modeling and simulation based on the proposed mathematical equations, we have utilized various tools
and environments. The experiment will be conducted using Python in the Google Colab cloud
environment. This environment has been chosen to leverage high-performance computing capabilities,
allowing us to effectively manage the computational load associated with large dimensions. Python was
selected due to its extensive range of open-source libraries; specifically, we will leverage the NumPy
and SciPy libraries for numerical operations and distribution sampling within the model. These libraries
are designed to meet the mathematical demands of the Learning with Errors (LWE) problem, providing
efficient implementations of linear algebra and random functions. For the implementation of the
algorithm, we developed a series of steps for the Learning With Errors (LWE) problem, which will
utilize a Gaussian error distribution. Our objective is to establish a baseline for comparison; therefore,
the focus will be on simulating the standard formulation of LWE. Subsequently, the enhanced LWE
problem will be implemented using a mixed error distribution. The advanced version of this hard
problem will combine Gaussian noise with discrete uniform noise, aiming to evaluate the impact on
security and computational overhead.
Simulation parameters are defined as random variables that can be tested with different values to reduce
the probability of random noise and to identify the average output. For this simulation, the parameters
are represented as follows:

e n=50: Dimension of the secret vector s

e g =101: A prime modulus representing the field Zj

e m =60: Number of samples generated for the LWE instance,

e ¢ =3.0: Standard deviation for the Gaussian noise distribution

o uniform_scale = 5: Range for the uniform distribution

The algorithm implementation began with the traditional Learning With Errors (LWE) problem, which
is based on Gaussian noise. In this traditional problem, noise is sampled from distributions, most

accurately from a Gaussian distribution. Therefore, the matrix A € Zg™ is generated randomly, and
the error Vector ey, ian IS sampled from a Gaussian distribution.

egaussian ~ N (0,0%)
Therefore, the ciphertext vector b is computed as follows:
b = A-s + egussian MOdq
For the second step, the Learning With Errors (LWE) problem, which is based on mixed Gaussian
uniform noise, has been implemented. In this enhanced version of the problem, the error eixeq IS
generated by combining Gaussian noise. As before matrix A € Zg™™ is randomly generated, Gaussian
NOISE eyyyssian 1S SAMPled as follows:
egaussian ~ N (0,0%)
Based on previous output, the discrete uniform noise e,,isorm IS Sampled over the interval [—a, al:
euniform ~ Uniform(—a, a)
Therefore, the combined error vector is identified as follows:
€mixed = (egaussian + euniform )MOAq
The ciphertext vector b,,;..q 1S computed simultaneously as follows:

bmixed =A-s+ €mixed mOdq
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A simulation based on the equations and metrics for both the traditional and enhanced Learning With
Errors (LWE) problems has been conducted, and the results are presented in the output cell of the code.

Fig.4. Performance Comparison output
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We can adjust the parameters and metrics and conduct multiple experiments to reduce noise and
randomness, ultimately obtaining a mean performance comparison. The proposed simulation presents
partial views of the matrix and vector generated by each method (Matrix A and Vector b). It includes a
comparison of the computations for traditional Learning With Errors (LWE) and mixed error LWE, as
well as a comparison of each model, highlighting the additional computational resources required for
mixed LWE. Both the enhanced LWE problem with a mixed error distribution and the conventional
LWE problem can be properly simulated by the provided code model. The two methods are compared
in the results, highlighting any compromises between increased security and computing expense. This
framework is a useful tool for examining post-quantum cryptography technigques since it can be
effectively modified for larger datasets or further experimentation.

4. EXPERIMENTAL RESULTS

The experimental simulations presented are based on proposed models and were conducted using
Python and its libraries. The objective was to compare the traditional Learning with Errors (LWE)
problem against an enhanced version that incorporates a mixed error model. The implementation
analyzed key performance metrics, including encryption and decryption times, resistance to attack
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simulations, and overall efficiency. In the traditional LWE framework, the results were obtained using
randomly generated parameters with dimensions m = 60 and b = 50, representing the public key. The
ciphertext b was computed as b = a, where s is the secret vector and q = 101 is the modulus. The error
vector e was sampled from a Gaussian distribution with a specified standard deviation, introducing
predictable noise. In contrast, the enhanced version proposed a mixed LWE model that incorporates
both Gaussian and uniform noise. In this case, the ciphertext vector and generated dimensions are
identical to that in the traditional method. However, the error vector e_mixed is generated by combining
samples from Gaussian noise and a uniform distribution over a specified interval. This mixed
distribution introduces greater unpredictability.

4.1 PERFORMANCE COMPARISON

Metric Traditional LWE (Gaussian Noise)  Enhanced LWE (Mixed Noise)

Encryption Time  0.000285 seconds 0.000149 seconds

Decryption Time  ~0.000285 seconds (Assumed similar) ~0.000149 seconds (Assumed
similar)

Error Distribution Gaussian Gaussian + Uniform

Security Moderate High

As shown in the comparison table, the enhanced LWE demonstrates a slight performance gain, contrary
to the expectation of overhead, with the encryption time reduced approximately around 52.63%
compared to the traditional LWE implementation. Because of the additional complexity involved in
merging Gaussian and uniform noise, the mixed error distribution provides much higher security even
with the improved efficiency. This increased complexity makes the LWE problem more resistant to
both classical and quantum attacks. Attackers, especially those using quantum algorithms that take
advantage of organized noise patterns, will find it more challenging to overcome the unpredictable
nature of the mixed error distribution.

5. DISCUSSION

The results from the experiment showcase key insights into the excellence of the enhanced model, the
viability of using mixed error distribution, and simultaneously provide ideas on how we can enhance
the security of the Learning With Errors (LWE) problem by introducing interdisciplinary mathematical
approaches. The enhanced LWE technique, which combines uniform and Gaussian noise, showed a
significant increase in security, especially against attacks that take advantage of error regularities. While
there will be a greater computational burden as a result, this trade-off is acceptable for applications that
need higher post-quantum security.

5.1 LIMITATIONS AND FUTURE WORK

The results indicate that while the combination of mixed Gaussian and uniform noise distributions
provides significant security enhancements, it also introduces increased computational overhead. To
address this limitation, we propose that further research should explore alternative combinations of
noise distributions or more complex models, incorporating quantum-safe distribution protocols. These
protocols could enhance unpredictability without imposing substantial computational costs.
Additionally, by integrating interdisciplinary approaches from mathematics, particularly number
theory, we can propose mathematically defined hard problems. These problems would be defined in
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such a way that they would be impossible or prohibitively expensive to solve with future quantum
computers equipped with high qubit counts, which could potentially break RSA and current secure
cryptographic protocols in a matter of minutes. Therefore, future work could involve more rigorous
testing against quantum-specific attack models, including Grover’s and Shor’s algorithms, to evaluate
how well the enhanced Learning With Errors (LWE) problem or other proposed models hold up in a
guantum computing environment. Additionally, future research can leverage advancements in artificial
intelligence (Al). Al is one of the most critical aspects of future cyber environments, and there have
already been experiments aimed at creating Al-based firewall systems. More narrowly, researchers are
implementing Al in cryptography by developing neurocryptographic hybrid systems for improved
cryptanalysis and automated encryption protocols (Baklaga 2024b, 39-49). With this approach, future
studies could explore interdisciplinary methods that integrate post-quantum cryptography and neural
network-based cryptographic systems. In conclusion, the improved LWE problem with mixed noise
presents a viable path toward creating quantum-resistant cryptographic systems that are more
secure. The slight computational overhead is offset by the substantial gains in security, making this
method a viable candidate for applications requiring strong post-quantum defenses.
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ABSTRACT: Nigerian Small and Medium Enterprises (SMEs) face significant challenges in protecting
their digital assets due to the increasing proliferation of cyber threats which tends to affect their goals of
intermediary in employment generation towards reducing poverty in the society. This article examines the
role of artificial intelligence (Al) in reducing risks and opening new opportunities for the SMEs in
safeguarding their assets towards job creation which is an agent of fighting poverty to actualise SDGs.
Limited resources, financial constraints, and a lack of awareness about cybersecurity risks contribute to the
challenges faced by SMEs. However, the integration of Al-driven cybersecurity solutions offers significant
opportunities. Al enhances threat detection capabilities, providing real-time analysis and rapid response
mechanisms. Automation of routine tasks reduces the burden on limited resources and ensures a more
proactive approach to cyber defence. Al solutions tailored for SMEs offer cost-effective options to bolster
their cybersecurity posture. The article delves into case studies of successful implementation of Al-driven
cybersecurity measures and explores government initiatives and support programs aimed at assisting SMEs
in adopting these technologies. Collaborative approaches, information sharing, and employee training are
crucial best practices for SMEs in navigating the evolving threat landscape. The article concludes by
discussing emerging trends in Al-driven cybersecurity for SMEs and emphasizing their pivotal role in
fostering sustainable business growth and resilience against cyber threats in Nigeria.

KEYWORDS: Al, Al-Driven, Cybersecurity, Enterprises, SMEs, Small, Medium, Poverty reduction, JEL
Classification: G 21, G33.

1. INTRODUCTION

Cybersecurity faces an ever-evolving landscape of threats, including sophisticated malware, ransomware
attacks, and vulnerabilities in software and networks. Artificial Intelligence (Al) has emerged as a powerful
tool in enhancing cybersecurity capabilities, offering advanced features for threat detection, response, and
mitigation. However, Nigeria's Small and Medium Enterprises (SMESs) are not left out of the threats as the
SMEs tailored objective of provision of small assistance for economic growth are grappling with a mounting
wave of cyber threats that pose significant risks to their operations and overall cybersecurity resilience
towards the attainment of their objectives. This comprehensive exploration delves into the evolving threat
landscape, highlighting the specific challenges faced by SMEs in Nigeria. Small and Medium-sized
Enterprises (SMEs) are increasingly becoming targets for cyber-attacks due to several factors. These attacks
can have severe consequences for these businesses, ranging from financial losses to reputational damage and
the attainment of SDGs goal tend not to be actualised, and high poverty rates persist in many target states in
the countries. As a result, in 2015, ending poverty (measured by people living on less than $1.20 per day)
became the top precedence of the United Nations member states' global Sustainable Development Goals
(SDGs) 2030 agenda. The global objectives of the United Nations aimed to end poverty and shield the planet
by 2030. Sadly, the COVID-19 global pandemic has left substantial evidence of inevitable future poverty
growth with the threat of financial and technological challenges. These cyber-attacks, often characterized by
advanced persistent threats (APTs), exploit vulnerabilities in SMESs' networks and systems. (Ibitamuno
2023). The World Economic Forum's Global Risks Report points to the growing concern of supply chain
vulnerabilities for Nigerian businesses. SMEs, often interconnected within extensive supply chains, are
increasingly susceptible to attacks targeting third-party suppliers, which can result in significant disruptions.
(“World Economic Forum: Global Risks Report 2019 2019). A recent survey in Nigeria highlights a
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concerning lack of cybersecurity awareness among employees of SMEs. This knowledge gap contributes to
the success of various cyber-attacks, including those leveraging social engineering and insider threats,
emphasizing the need for targeted awareness programs. (“Cybersecurity, Privacy, and Data Protection: State
of the Art in Iran, Nigeria, Portugal, and the USA.” 2023).

Al technologies, such as machine learning (ML) and deep learning, enable cybersecurity systems to analyze
vast amounts of data rapidly. By learning from historical patterns and anomalies, Al-driven systems can
identify potential threats that may go unnoticed by traditional signature-based methods. Real-time threat
detection and prevention are critical components in safeguarding systems and networks from evolving cyber
threats. (Maurya 2023). Al-driven cybersecurity solutions excel in behavioral analysis, allowing them to
understand normal user behavior and identify deviations that may indicate a security threat. This proactive
approach helps in early detection of anomalous activities, reducing the time it takes to respond to potential
breaches. (Deepshikha Aggarwal, Deepti Sharma, Archana B. Saxena, 2023). Al-powered automation
streamlines the response to security incidents. It enables rapid decision-making and executes predefined
responses to mitigate threats. This is particularly crucial in dealing with fast-spreading malware and
minimizing the impact of cyberattacks. (Tonhauser and Ristvej 2023). Al-driven cybersecurity solutions
have the capacity to adapt and evolve based on new threat intelligence. Machine learning algorithms
continuously learn from new data, allowing them to improve their accuracy over time. This self-learning
capability enhances the resilience of cybersecurity systems against emerging threats. (Gheibi, Weyns, and
Quin 2020)

2. CHALLENGES FOR SMES IN NIGERIA

The growing inclination of poverty is an exceptionally long-standing problem particularly in the
North eastern regions of Nigeria which is prone to different security breach, many people as many
people live below the poverty line and this poverty level continues to increase. Food and nutritional
insufficiencies have reached a monumental proportion with malnourishment causes underweight in
infants is a bane to attainment of SMEs goals. The multiplier effect of this bane on Small and
Medium-sized Enterprises (SMES) in Nigeria is part of numerous faces of challenges, and one
significant hurdle is the limited availability of resources, particularly financial constraints. This
challenge prevents SMEs from investing in advanced cybersecurity measures.

SMEs in Nigeria often operate within tight budgets, allocating resources to various aspects of their
business operations. Limited financial resources present a significant challenge when it comes to
addressing the complex and evolving landscape of cybersecurity threats. It is often said that people
in rural areas have ideas but no financial inclusion is essential to drive the micro and
macroeconomics factors towards growth and development which is part of the objectives of SMEs.
Investing the little available funds in advanced cybersecurity measures requires a substantial
financial commitment which the SMEs does not have in excess. SMEs, constrained by paucity of
fund and essential financial resources referencing budgetary limitations, may find it challenging to
allocate sufficient funds to implement robust cybersecurity infrastructure and technologies. (Anuj
Thapliyal, 2022). A cybersecurity system that is out of date due to a lack of funding may expose
SMEs to sophisticated cyberattacks. Sensitive consumer and corporate data may be in danger due to
this low investment's insufficient defense against cyberattacks. SMEs that do not invest enough in
cybersecurity solutions are more vulnerable to ransomware, phishing, and data breaches, among
other cyberthreats. There might be serious interruptions to corporate operations if there are
insufficient protection systems. (Kariuki, Ofusori, and Subramaniam, 2023).

Inadequate cybersecurity measures expose SMEs to potential reputational damage and regulatory
penalties. Data breaches and cyber incidents can erode customer trust, impacting the company's
reputation and potentially leading to legal consequences. According to a survey conducted by
Ugwuja, V. C., Ekunwe, P. A., & Henri-Ukoha, A. (2020), a significant percentage of SMEs in
Nigeria lack a comprehensive understanding of cybersecurity risks. SMEs often face challenges due
to limited investment in training their employees on cybersecurity best practices. A study by Benz
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and Chatterjee (2020) highlighted that only 40% of SMEs provide regular cybersecurity training to
their staff. SMEs may struggle with understanding and complying with cybersecurity regulations.
Marotta and Madnick 2020 emphasized the need for simplified guidelines and increased support for
SMEs to navigate and adhere to cybersecurity regulations. Failure can lead to increased risk of
cyber-attacks, data breaches, loss of sensitive information, financial losses, identity theft and fraud,
reputation damage, the spread of malicious software, and weakened national security, to mention
but a few. Insufficient awareness of available Al-driven solutions in cybersecurity is a significant
challenge, impacting the ability of organizations to defend against evolving cyber threats. Al is
instrumental in enhancing cybersecurity detection of sophisticated threats, real-time incident
response, and automation of routine tasks. Moreover, lack of education and training also contributes
to a gap in understanding among employees and decision-makers. Misconceptions and overreliance
on Al can lead to unrealistic expectations and potential oversights in cybersecurity strategy. Global
variations in awareness levels vary across regions, with more technologically advanced regions
generally being more informed. The awareness of Al-driven cybersecurity solutions varies across
different industries, regions, and organizational sizes. Large enterprises and tech-savvy industries
generally exhibit higher levels of awareness, as they are more likely to invest in cutting-edge
cybersecurity measures.

Cybersecurity professionals are well-informed about the capabilities and potential of Al-driven
solutions, and increased media coverage and industry reports have contributed to greater awareness.
However, SMEs and non-technical industries often lag in awareness due to limited resources,
budget constraints, and a lack of dedicated IT personnel. According to (Bada & Nurse, 2019) SMEs
in Nigeria often lack awareness and education about cybersecurity, leading to a lack of
understanding of potential risks and consequences of cyber threats. This lack of awareness can
increase their vulnerability to social engineering attacks and other cyber threats. Regional
disparities and regulatory influence also play a role in fostering awareness about Al-driven
solutions. The future outlook for Al-driven cybersecurity is expected to see rising interest and
investments due to the ongoing rise in cyber threats and the recognition of Al's potential. Education
and training initiatives will contribute to increased awareness, and the integration of Al tools and
solutions into mainstream operations will expose a broader audience to its capabilities and benefits.
Many Nigerian SMEs face financial constraints, hindering their ability to invest in robust
cybersecurity measures. This insufficient budget makes them more susceptible to cyber threats,
affecting their overall security. (Joseph, Obikaonu, Ariolu, Nwolisa, & Aderohunmu, 2021). Many
Nigerian SMEs lack the latest cybersecurity technologies due to outdated IT infrastructure and lack
of technology adoption. This vulnerability leaves them vulnerable to cybercriminals, as they may
not have the latest security patches or defenses against evolving threats. (Reference: Oluwaseyi, J.
0., & Afolayan, A. M. (2020). "Challenges of IT Infrastructure in Nigerian SMESs." International
Journal of Computer Applications, 182(18), 43-48.) Nigerian SMEs face challenges in recruiting
and retaining skilled cybersecurity professionals due to competition with larger enterprises. This
shortage leaves them without the expertise to develop and maintain effective cybersecurity
strategies, increasing their vulnerability to attacks. (Kassar, 2023). Nigerian SMEs face regulatory
compliance challenges in cybersecurity, potentially leading to legal consequences and reputational
damage. Clear and accessible guidelines are crucial to address these challenges and ensure
compliance for SMEs. (Ukwuoma, Williams, & Choji, 2022)

3. OPPORTUNITIES PRESENTED BY AI-DRIVEN CYBERSECURITY
This paper discusses the potential of Al-driven cybersecurity for Small and Medium Enterprises
(SMEs) in Nigeria towards poverty reduction. Al-driven cybersecurity solutions can automate

threat detection and response, reducing response times and enhancing the speed of response.
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Predictive analytics can also be used for proactive defence, allowing SMEs to implement pre-
emptive measures before they escalate into major security incidents that can have negative impact
of food security thereby enhancing poverty alleviation. Al-driven cybersecurity solutions can be
customized to suit the specific needs and scale of SMEs, offering flexibility and scalability.
Behavioural biometrics, facial recognition, and anomaly detection algorithms can enhance user
authentication and access control, reducing the risk of unauthorized access. (Gaggero, Girdinio, &
Marchese, 2021)

Al-driven cybersecurity solutions can also be cost-effective through resource optimization.
Automated threat detection and response mechanisms reduce the need for extensive human
intervention, allowing SMEs to allocate resources efficiently. This cost-effectiveness enhances the
affordability of advanced cybersecurity measures and makes it an attractive option for SMEs in
Nigeria. Overall, Al-driven cybersecurity offers a promising solution for SMEs in the digital age.
(Bhardwaj & Kaushik, 2022)

Artificial Intelligence (Al) is revolutionizing cybersecurity by enhancing threat detection
capabilities through advanced analytics, automation, and machine learning. Al algorithms can
detect anomalies by establishing a baseline of normal behaviour, while behavioural analysis allows
Al to analyse user and entity behaviour to identify deviations from typical patterns. Machine
learning models enable Al to analyse vast amounts of data, improving accuracy in identifying
known and unknown threats. Al can integrate threat intelligence feeds and databases to stay updated
on the latest known threats, reducing the time to detect and respond to emerging threats.
(Alfayoumi, Eltazi, & Elgammal, 2023). Predictive analysis allows Al to predict potential threats
based on historical data and ongoing trends, allowing organizations to proactively address emerging
threats before they escalate. Al-driven automation can handle routine security tasks, freeing up
human resources to focus on more complex threat analysis and response. Deep learning for image
and speech recognition enhances detection capabilities in areas like video surveillance and voice
command systems. Dynamic threat modelling allows Al to dynamically model evolving threats
based on real-time data, providing a more accurate and adaptive threat detection system. (El- El-
Sofany, 2022)

Al plays a crucial role in various aspects of cybersecurity, including threat detection, log analysis,
incident triage, vulnerability assessment, and phishing detection which the SMEs can benefit from
in attending to its pivotal goals. Al-powered tools process and correlate logs from multiple sources
to identify anomalies and potential security events, while automated incident response platforms
triage incidents, prioritize critical ones, and provide comprehensive reports on potential
vulnerabilities. To make Al solutions scalable and affordable for Small and Medium Enterprises
(SMEs), a strategic approach considering resource constraints, cost-effectiveness, and specific
requirements is needed. Strategies include using cloud-based Al services and platforms, leveraging
open source Al tools, choosing modular and customizable solutions, exploring pre-built Al
solutions, prioritizing Al applications that align with core business objectives, adopting Al as a
Service (AlaaS), incremental implementation, employee training and upskilling, low-code/no-code
platforms, regular evaluation and optimization, and exploring government initiatives and grants.
Artificial Intelligence (Al) is revolutionizing cybersecurity for Nigerian Small and Medium
Enterprises (SMEs) by enabling real-time analysis of patterns and anomalies. Al-powered systems
monitor network activities, user behaviours, and system logs, identifying potential threats as they
emerge. It excels in pattern recognition, allowing it to distinguish normal behaviour from
anomalies. Al can also help mitigate zero-day threats by recognizing patterns associated with
previously unseen threats. Al-driven solutions conduct behavioural analysis for insider threats,
raising alerts in case of suspicious behaviour. These solutions are scalable and affordable,
contributing to regulatory compliance requirements in industries with stringent data protection and
privacy regulations. (Rizvi, 2023). The integration of Artificial Intelligence (Al) in automated
incident response systems offers Nigerian SMEs a significant opportunity on innovative financial
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programmes and reforms that can support entrepreneur financing poverty reduction mechanism. Al-
driven systems enable real-time threat mitigation, allowing for immediate identification and
mitigation of cyber threats. This is particularly beneficial for SMEs in Nigeria, where speed of
response minimizes the impact of security incidents. Al algorithms analyse incoming threat data in
real-time, aligning incident response strategies with the latest threat landscape. This reduces
response time, reducing damage and disruptions. Al systems also learn from past incidents,
adapting response strategies over time. Continuous monitoring and analysis of network activities
further enhance the effectiveness of Al-powered systems. (Chahal, 2023)

The digital age presents significant opportunities for Small and Medium Enterprises (SMES) in
Nigeria, particularly when leveraging Al-driven cybersecurity solutions. Key opportunities include
proactive threat detection and prevention, cost-effective security measures, tailored solutions,
enhanced incident response capabilities, government support and incentives, global
competitiveness, cybersecurity skills development, data privacy and compliance, innovation and
digital transformation, collaborative threat intelligence sharing, business resilience and continuity,
customizable training programs, market differentiation, and ecosystem collaboration. Proactive
threat detection and prevention enable SMEs to identify patterns indicative of potential attacks and
take preventive measures, reducing the risk of data breaches. Cost-effective security measures
reduce the need for extensive human intervention, allowing SMEs to enhance their cybersecurity
posture without significant resource investments. Tailored solutions for SMEs address their unique
needs and challenges, while automated incident response minimizes the impact of security
breaches, reducing downtime and potential financial losses. Governments and regulatory bodies
may offer support and incentives for SMEs adopting Al-driven cybersecurity measures, making
advanced technologies more accessible. Implementing Al-driven cybersecurity can enhance global
competitiveness, build trust with international partners and customers, and improve cybersecurity
skills development among the workforce. Al can also aid SMEs in ensuring data privacy and
compliance with regulatory requirements, building a reputation for secure and compliant
operations.

Al-driven cybersecurity aligns with the broader trends of innovation and digital transformation,
attracting customers who prioritize security in their partnerships. Collaborative threat intelligence
sharing among SMEs and within industry networks benefits SMEs from shared insights, collective
defence mechanisms, and a collaborative approach to combating cyber threats. Customizable
training programs for SMEs enhance the overall security culture and help SMEs differentiate
themselves in the market. Ecosystem collaboration within the cybersecurity ecosystem, including
partnerships with service providers, strengthens SMEs' overall cybersecurity defences.

4. CASE STUDIES

Al-driven cybersecurity measures are increasingly being adopted by SMEs worldwide to improve
their security posture for risk reduction. These solutions offer benefits such as real-time threat
detection, endpoint protection, user and entity behavioural analytics (UEBA), automated incident
response, cloud security, phishing detection, network traffic analysis, and security orchestration and
automation response (SOAR). In Nigeria, Al-driven cybersecurity has shown potential positive
impacts on SMEs business operations, including improved threat detection, endpoint protection,
proactive insider threat detection, cloud security enhancement, phishing prevention, efficient
network traffic analysis, and enhanced data privacy and compliance. However, the outcomes may
vary depending on the specific context and implementation of Al-driven cybersecurity solutions.
The e-commerce industry in Nigeria faces challenges and different risk such as business model risk,
operational costs, and user disposable income. However, the market is rapidly growing, projected to
reach $75 billion by 2025 and $120 billion by 2030. This growth is driven by factors such as the
growing youthful population, increasing internet penetration in rural areas, rising disposable
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incomes, and a growing middle class. The market's success depends on overcoming these
challenges and leveraging Nigeria's FX reserve and economic growth through maintaining
appropriate levels of investment, particularly in infrastructure This is crucial to attaining this aim of
job opportunities, employment growth which should be made available for the youth through small
and medium business towards self-reliant and be an employer of labour from their small-scale
enterprises with their entrepreneur innovative efforts and lots more which the Al can safeguard

5. GOVERNMENT INITIATIVES AND SUPPORT

The Nigerian government has implemented several initiatives to support SMEs in enhancing their
cybersecurity. These include the National Cybersecurity Policy and Strategy, which aims to create a
secure cyberspace for individuals and businesses, and guidelines issued by the National Information
Technology Development Agency (NITDA) on data protection. The government has also initiated
capacity building programs to enhance SMESs' cybersecurity skills through training sessions,
workshops, and seminars towards reducing the cyber security challenges and business systematic
and unsystematic risk which is a bane to Nigeria business environment. Opportunities for Al-driven
cybersecurity in SMEs include automation and threat detection, collaborative initiatives between
SMEs and government agencies, and incentives for adoption. These can help mitigate the
challenges posed by limited resources and promote the adoption of advanced protective measures.
Additionally, the government can introduce tax breaks or grants to encourage SMEs to invest in Al-
driven cybersecurity solutions, alleviating budget constraints and promoting the adoption of
advanced protective measures. Government initiatives to promote cybersecurity in Small and
Medium Enterprises (SMEs) are crucial for ensuring the resilience of the national cybersecurity
landscape. These initiatives include cybersecurity awareness campaigns, training and capacity
building programs, access to cybersecurity resources, incident response support, regulatory
compliance assistance, financial support and grants, information sharing platforms, national
cybersecurity standards for SMEs, public-private partnerships, cybersecurity insurance awareness,
and international collaboration.

These initiatives aim to increase awareness among SMEs about cybersecurity threats and best
practices, provide affordable access to cybersecurity tools and resources, assist SMEs in responding
to and recovering from cyber incidents, and help them understand and comply with cybersecurity
regulations. Financial support and grants are also offered to SMEs for investing in cybersecurity
infrastructure, training, and technology. Information sharing platforms facilitate the exchange of
cybersecurity threat intelligence among SMEs, while national cybersecurity standards are defined
and disseminated. Public-private partnerships foster collaboration between government agencies,
industry associations, and SMEs to discuss cybersecurity challenges and solutions. Cybersecurity
insurance awareness encourages SMEs to consider it as part of their risk management strategy.
International collaboration facilitates international cooperation on cybersecurity matters affecting
SMEs.

Al-driven cybersecurity measures can be challenging for small and medium-sized enterprises
(SMEs) due to resource constraints. Governments, industry bodies, and other organizations offer
support programs to help SMEs adopt advanced cybersecurity technologies. These programs
include government grants and subsidies, cybersecurity voucher programs, public-private
partnerships, training and capacity building programs, technology adoption consultancy services,
innovation and technology development funds, access to cybersecurity research and development
resources, cybersecurity competitions and challenges, international collaboration programs,
cybersecurity certification assistance, industry-specific support, and cybersecurity awareness
campaigns. These programs provide financial assistance to offset costs associated with
implementing Al solutions, enhance skills and knowledge, and provide access to global expertise
and insights. SMEs should seek information about these programs from government cybersecurity
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agencies, industry associations, and business development organizations, and collaborate with local
technology hubs, innovation centers, and industry networks for valuable insights and opportunities
for support.

6. FUTURE OUTLOOK

The future of Al-driven cybersecurity for Small and Medium Enterprises (SMEs) in Nigeria
presents both challenges and opportunities. Rapid technological change is expected to accelerate,
requiring SMEs to adapt quickly to new solutions. The increasing sophistication of cyber threats
necessitates the investment in Al-driven solutions that can dynamically adapt to evolving threat
landscapes and offer advanced threat detection capabilities. The rising demand for skilled
cybersecurity professionals will likely increase, exacerbating the existing skills gap. SMEs may
face challenges in recruiting and retaining qualified talent, emphasizing the need for training and
upskilling programs. Integrating Al-driven cybersecurity solutions with legacy systems may be
challenging, necessitating infrastructure upgrades and compatibility. Opportunities include
advances in user-friendly Al solutions, government support and initiatives, collaborative
cybersecurity ecosystems, and the rise of tailored Al solutions for SMEs. Governments may
increase support and initiatives to help SMEs bolster their cybersecurity capabilities, such as grants,
subsidies, and training programs. Collaborative efforts between SMEs, industry partners, and
cybersecurity providers may strengthen the overall cybersecurity ecosystem. Tailored Al solutions
for SMEs can be cost-effective, scalable, and address specific cybersecurity requirements. Strategic
considerations for SMEs include investing in continuous training, embracing collaboration,
planning for the agile adoption of emerging technologies, exploring government support programs,
and conducting thorough assessments of their existing IT infrastructure to ensure compatibility with
Al-driven cybersecurity solutions.

Al-driven cybersecurity for Small and Medium Enterprises (SMESs) is undergoing significant
advancements, including Al-powered threat hunting, Zero Trust Security Architecture, Extended
Detection and Response (XDR), Behavioral Biometrics, Al in Endpoint Detection and Response
(EDR), Explainable Al (XAl), Al for Insider Threat Detection, Al-Enhanced Cloud Security,
Adversarial Machine Learning Defense, Al-Driven Automation in Incident Response, Al-Powered
Phishing Detection, Al Governance and Ethical Al, and Edge Al for IoT Security. These
technologies will enhance threat detection and response, comply with evolving cybersecurity
regulations, and make advanced cybersecurity solutions more accessible to SMEs. However,
challenges such as adversarial Al attacks, ethical concerns, resource constraints, regulatory
complexity, and overreliance on Al without human oversight will need to be addressed. A
concerted effort from governments, industry stakeholders, and cybersecurity professionals is needed
to ensure responsible and effective integration of Al in SME cybersecurity strategies.

The future of Al-driven cybersecurity in Nigerian SMEs is expected to see increased adoption rates
due to growing awareness of cyber threats and the need for advanced security solutions. Advances
in Al technology may lead to more affordable and accessible solutions tailored for SMEs, enabling
a broader range of businesses to implement robust security measures. Regulatory authorities in
Nigeria may place increased emphasis on cybersecurity measures, encouraging SMEs to adopt Al-
driven solutions to meet compliance requirements and protect sensitive data. Al cybersecurity
solutions may become more customizable to suit the specific needs and resource constraints of
SMEs, making it easier for them to implement and manage these technologies effectively. With the
growing reliance on cloud services, Al-driven cybersecurity solutions may integrate with cloud
security measures, providing comprehensive protection for SMEs operating in cloud environments.
Collaboration and partnerships with cybersecurity service providers and technology firms may be
increased to access expertise and deploy Al-driven solutions effectively. The Nigerian government
may implement initiatives to support SMEs in enhancing their cybersecurity posture, offering
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incentives or guidance for the adoption of Al-driven solutions. Al-driven threat hunting may play a
more prominent role in proactive threat hunting, while quantum computing threat preparedness may
lead to more user-friendly interfaces.

CONCLUSION AND RECOMMENDATIONS

SMEs in Nigeria face several challenges in understanding cybersecurity risks, including limited
awareness, a lack of dedicated cybersecurity personnel, resource constraints, and insufficient
awareness of available Al solutions. Government initiatives and support programs can help SMEs
enhance their cybersecurity measures, while collaboration and information sharing can foster a
stronger cybersecurity ecosystem. Advancements in Al technologies offer scalable, adaptive, and
cost-effective cybersecurity solutions, and innovations in cybersecurity awareness training
empower SME employees to identify and respond to cyber threats. Embracing Al-driven
cybersecurity is crucial for sustainable growth, protecting SMEs from financial losses, enhancing
business reputation, and ensuring compliance with cybersecurity regulations. Tailored solutions for
local challenges, supporting digital transformation, job creation and skill development, and
enhancing global competitiveness are some of the benefits of Al-driven cybersecurity. The Nigerian
Communications Commission reports that cybercrime costs Nigeria billions of dollars annually,
making it crucial for SMEs to adopt Al-driven cybersecurity. Tailored solutions can address
specific cyber threats, support digital transformation initiatives, and stimulate job creation and skill
development. Furthermore, cybersecurity readiness enhances global competitiveness, allowing
SMEs in Nigeria to compete more effectively on the global stage.

Adequate training for local security networks and agencies is crucial and can be effective in
offering local intelligence gathering and thereby pass it over to the appropriate military or
established intelligence unit where such information is vital and essential. Funding: No funding,
grants, or other support were received. Conflict of interest: The authors have no relevant financial
or non-financial interests to disclose.
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ABSTRACT: The theft of digital data problem is receiving growing attention. This situation, when
occurs in several practical domains, it may produce an important loss in an organization's finances. In
this paper, several aspects related to this subject are studied. We focus on cybersecurity strategies based
on random encryption methods to suggest replacement of the static encryption schema by another
dynamic alternatives. The encryption method is considered dynamic if they can obtain a different
ciphertext as a result with the same plaintext input. Novel definitions of random methodologies based
on mutation strategies with Artificial Intelligence (Al) for camouflaging the ciphertext are also
introduced.

KEYWORDS: Random encryption methods, applications of Al, cybersecurity strategies.

1. INTRODUCTION

A cybersecurity strategy (Delman 2004; Kalsi et al. 2018; Mendoza 2008; Rangel et al. 2023) is
considered inadequate if at least one of the methods is vulnerable to cybercriminal attacks. Most of
these cases refer to fraudulent telephone calls or phishing, social networking platforms, bank systems,
large markets or retail supply chains, electrical energy network business, fraudulent financial sector
situations, and several cases of e-commerce in organizations (Reddaiah 2019; Sebas 2023; Barranco
and Galindo 2022; GAmez et al. 2012; Javidi et al. 1997; Cover and Hart 1967; Barandela et al. 2003;
Rangel 2022; Alvarez 2019). This situation has been observed that the theft of digital data (Rangel et
al. 2023) may cause significant losses in the finances of organisations. Most attempts to address this
problem can be grouped into several categories: One is to periodically replace cybersecurity strategies.
The second parameter is related to the employment of dynamic encryption methods (Delman 2004;
Rangel et al. 2023; Reddaiah 2019; Fulgueira et al. 2015; Luciano and Prichett 1987; Linfei and Daomu
2005). Following the common practice, it can be observed that several alternatives (Delman 2004;
Mendoza 2008; Rangel et al. 2023; Barranco and Galindo 2022; Gomez et al. 2012; Javidi et al. 1997;
Alvarez 2019; Fulgueira et al. 2015; Luciano and Prichett 1987; Linfei and Daomu 2005; Pisarchik
and Zanin 2008; Rajan and Saumitr 2006; Rueda et al. 2005; William 1999) for handling the theft of
digital data problems have been employed. However, in this study, only two classes of situations were
studied. First, the comparison of three random variants (Rangel et al. 2023) as dynamic encryption
proposals because these methods have been rarely studied in the literature. Second, two modifications
of the random methods (named here as reduced random Caesar and reduced random mutation) were
implemented for downsizing to the ciphertext and it can increase the execution time of the encryption
process. Here, both goals are considered dynamic alternatives to random performance.

As pointed out by some authors, random encryption methodologies, such as random Caesar | and
random Caesar Il (Rangel et al. 2023), offer a good alternative to increasing noisy and redundant
information in ciphertext outputs. However, these methods can obtain random values for the ciphertext
that are selected out of the range of the ASCII table. Consequently, in environments where the theft of
digital data has occurred, other measures have been proposed. The ciphertexts based on the pseudo-
hexadecimal format (Rangel et al. 2023) and the use of nearest neighbor (1-NN) supervised method
(Cover and Hart 1967) with noise injection over hexadecimal encoding are good indicators of dynamic
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encryption method performance in these domains. However, the obtained ciphertext outputs may be too
large sequences. Therefore, these strategies were not employed in this study because our main proposal
is concerned with downsizing and camouflaging the ciphertext.

The evaluation of these random encryption methods in previous research (Rangel et al. 2023) with five-
fold cross-validation was experimented. In this work, the performance of those methods was expressed
in terms of the global average or accuracy (Barandela et al. 2003). Hence, this paper presents
preliminary results of a more extensive research, which it has been conducting to explore some cases
related to the theft of digital data. It has studied in situations that were caused because at least one of
the inadequate encryption method have been employed. Initially, the experiments were focused on
replacing of the random encryption schemes for recommending the reduction of these obtained
ciphertext with novel proposals (here named as reduced random Caesar and reduced random mutation).
Of course, without to put in risk the data security of the organizations. Besides, several of the ciphertext
exemplars obtained by those reduced and random encryption methods are here shown. These
approaches were evaluated over five samples when a novel modification of cross-validation have been
employed.

Finally, we propose the reduction of ciphertext output based on random Caesar methodology because
is good indicators of the dynamical encryption performance. Hence, two modifications for downsizing
of this encryption method is here recommended. Of course, this situation should not put in risk the
digital data security in the organizations. Hence, two modifications of random Caesar Il version (named
here as: reduced random Caesar and reduced random mutation) for downsizing and camouflaging to
the ciphertext are good indicators because can decrease the times of the encryption process without put
in risk the data security.

2. RELATED THEORETICAL AND EXPERIMENTAL METHODS

Replacing the cybersecurity schemes, this situation does not guarantee the data security of the
organisations, if the replacement consists on the employment of static encryption algorithms (Mendoza
2008; Barranco and Galindo 2022; Gémez et al. 2012; Rodriguez 2020; Telerik Progress Software
Corporation 2022). In these cases is recommended using a dynamical encryption methods which they
are able to obtain distinct ciphertext as results with the same plaintext input. This paper describes two
groups of these selected encryption measures as alternative for handling to the theft of digital data
problem.

First adopted strategy consists in the employment of random methods as dynamic data encryption
performance because these schemes offer a good alternative for increasing noisy of the ciphertext
outputs. In particular, the random Caesar | and random Caesar Il versions were here employed, which
are based on traditional Caesar (Barranco and Galindo 2022; Gomez et al. 2012; Rangel et al. 2023)
algorithm, but they differ because random Caesar variants are dynamical encryption methods (Rangel
et al. 2023) with Al based on random strategies such as genetic algorithms. The ciphertext based on
traditional Caesar (by shifting variant) works with only one static K value, which can be defined as: C;
= Si+ K mod 26 (Barranco and Galindo 2022; Gémez et al. 2012). In case of the by substitution Caesar
implementation, it can be computed as: Ci = Z mod 26. Where: Z; = Dy, only if the S; (plaintext) is equal
than A, otherwise Z; = S; is assigned because A: vector corresponds to the original alphabet with 26
characters and D is the alphabet after of the shifting operation, which can be obtained as follows: D; =
Ay, If the (t+K) value is greater than mod 26 then starts counting from the beginning again. However,
the random Caesar methods the shift value (named here as K;) can be selected a distinct for each
character of the S; plaintext because they are obtained randomly (with replacement). The random
Caesar (Rangel et al. 2023) encryption method consists in two phases. First, the partial ciphertext is
computed as Ci = S; + Ki mod N. Second, corresponds to the package calculation, which can be defined
as follows: FinalPackage = Ci + K; + OrdChr(Ci). Where, the K parameter is the shifting of the
traditional Caesar (with k=3 value) and K; vector are the selected random values which represents the
shifts of the S; plaintext. The partial encryption of the C; vector is obtained with the sum operation while
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that in FinalPackage, the + operator corresponds to the concatenation function, while the OrdChr
procedure must put an integer (ordinal) value in the final of the ciphered sequence in case of the random
Caesar | version. However, for the random Caesar Il variants, should put the same character of C; in
final of the package (Rangel et al. 2023). Finally, the mod N value (Barranco and Galindo 2022; Gémez
et al. 2012; Rangel et al. 2023), is the size of the encryption alphabet, where should be used the N=26
value for both traditional Caesar implementations here presented, and it must be employed the N=95
with the ASCII range values between 32 and 126 for random Caesar | version, and it should be assigned
the N=120 with range of ASCII values between 30 and 150 for random Caesar Il (Rangel et al. 2023).
A second encryption strategy consists in the camouflaging and reduction of the obtained ciphertext by
random Caesar methodologies. Nevertheless, because those ciphertexts are three-times bigger than
plaintext, two random dinamic encryption methods were here proposed. Hence, in this research two
modifications of the random Caesar Il version have been employed for camouflaging and downsizing
at least ¥ of the ciphertext. These proposals are here named as reduced random Caesar and reduced
random mutation. Both variants consist in two phases, following the same way that random Caesar 11,
but differs in the second phase. First, the procedure corresponds to the partial encryption process which
can be computed with the sum of ordinals as follows: C; = S; + K; mod 120. Second, the phase of the
reduced random methods is the same package calculation of random Caesar Il, but the last noised
character is deleted for each sequence of Ci. Therefore, the encryption package of the reduced random
Caesar can be obtained as: FinalPackage = C; + ((char)( K;)). We can observe that this package only
the partial ciphertext and random K; values are included , but K; is camouflaged as ASCII character.
Hence, for each K; value should be in the range of shifting between 0 and 105 for does not exceed the
255 ASCII value. However, the second phase of the reduced random mutation alternative, differs
because it is applied a mutation operation for swapping the K; by C; values as follows: FinalPackage =
(Ci + ((char)(Ky)) ) + (((char)(K2)) + C;) + ... + (Cia + ((char)(Kiu)) ) + (((char)(Ki)) + Ci). This
situation can help to camouflage the information of the final package and avoids putting in risk the data
security. On other hand, the employment of random methodologies, for the encryption of information
has shown to obtain dynamical ciphertext results, which is good for the data security. However, this
situation can produce too many errors when some sequence of characters is out of range to the ASCII
table (Rangel et al. 2023) because the random K; vector is not delimited. Hence, the employment of
reduced random and mutation schemes can help to decrease errors of the encryption methods because
they use alphabets with mod 120 (Rangel et al. 2023) and the range of K; values are delimited between
0 and 105, which can help us avoid the ASCII values selection when are out of range (unless the
plaintext contains non-ASCII characters), reason for which is here proposed as a novel dynamic
encryption strategy too.

Regarding the evaluation of results, in this research, for internally biasing the discrimination procedure
is proposed the cross-validation method (Barandela et al. 2003; Rangel et al. 2023). This information
can help us recommend the employment of some dynamic strategies of the reduced and random
encryption methods, in the organisations.

3. RESULTS AND DISCUSSION

All the experiments were carried out over five random samples of ciphertext where the execution of
times with estimated error were included for each encryption method, separately (e.g., if plaintext is not
equal than decryption ciphertext then, it is computed as error). The random ciphertext in samples were
transformed with maximum size of 255 elements for each encryption sequence of the five-fold with a
modified of cross-validation method, which has been employed to facilitate comparison with other
published results (Barranco and Galindo 2022; Delman 2004; Gémez et al. 2012; Rangel et al. 2023).
First, two traditional Caesar implementation versions by shifting and substitution variants (Barranco
and Galindo 2022; Gémez et al. 2012) over five samples and K=4 values were employed. Second, three
variants of random Caesar encryption methods (version I, version Il mod 95 and version 1l mod 120)
were applied over the same five samples with only five repetitions, separately. Moreover, the novel
reduced random Caesar and reduced random mutation proposals were also employed separately in an
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iterative manner with the same five samples and five repetitions of cross-validation. In experiments, the
global average has been computed with the modified cross-validation for each different encryption
method, separately. Regarding the application of the novel cross-validation method, just one variant to
the procedure has been carried out, which is described as follows. For each encryption method: (1) First,
the encryption process over five samples has been employed with size of 20%. (2) One ciphered sample
was sequentially extracted without replacement and the decryption process is applied over four samples
that correspond the 80% of encryption data. (3) It is repeated five times the second step.

After processing all the samples for each encryption method, the average results were computed which
are shown in Table 1. The columns A and B contain the results obtained with the employment of the
global average and the standard deviation, respectively (the times of encryption and decryption was
measured in milliseconds). The best balanced results are always obtained when the reduced random
alternatives were employed. In all samples, this measure alone produces a considerable improvement
in the trust for each encryption method performance. Thus, the reduced random schemes show
themselves is a good resource to conduct the experimentation procedures, although other factors must
be still analyzed.

On the other hand, benefits of random Caesar methods are well-known for increasing the data security
in organisations (Rangel et al. 2023). In Table 1, this effect was corroborated for the computed global
average. The same can be stated about the results obtained when processing the reduced random and
mutation alternatives because too short ciphertext is produced. Therefore, the execution of times are
smaller than the other proposals here presented. This situation can achieve that the cybercriminals do
not delay too much in the decryption process, but in this case, they should have known each random K;
value, which has been camouflaged previously. These tasks of data discovering might be very difficult.
Repeated application of random encryption methods can help us obtain dynamical and better results in
comparison with the traditional Caesar algorithm. In this work, the iterative procedure of the
experiments was stopped when five repetitions of ciphertext were produced with reduced and random
strategies. In case of the traditional Caesar algorithm were executed some experiments with K=4 value,
where has been observed that traditional Caesar algorithm, suffers not only from the data security
problem, but also the times of ciphertext are too large in comparison with reduced random and mutation
alternatives (see Table 1).

The methodologies based on random Caesar have shown to be faster than the other traditional Caesar
proposals here evaluated. However, these schemes can produce vulnerability to the data security in the
organisations and might be very good for the cybercriminal decryption strategies. However, the
downsized ciphertext with reduced random methods, they can be considered very good
recommendation. This schema does not put in risk data security of the information because in the
ciphertext have been camouflaged its K; shifting.

Therefore, is better by considering the proposals based on reduced random methods. These schemes
can help us obtain too short the ciphertext and fast encryption process, without to put in risk the data
security of the organisations. Although these alternatives can present low risk for the theft of digital
data because some noisy bigger proportion are inserted to the ciphertext.

The improvement of encryption times was obtained only with the reduced random methods. Despite
the successful results, a problem common to all these techniques is that they do not permit to control
the selected maximum value of random ordinals of the ASCII table. Hence, can occur that some
obtained random values will be out of range and therefore the ASCII can become as another encoding
characters (e.g., UTF-8). In this work, this situation was not observed due to the fact the mod 95 and
mod 120 have been employed because they produce sequences with allowed values in range of the
ASCII table.

However, a selected plaintext in our experiments, it contains the ' %' character out of range of the ASCII
table which has not been hidden with traditional Caesar proposals and this situation could not be
controlled since data input. Therefore, if we observe in Table 1, only random Caesar and reduced
random methods can hide these problems.

On the other hand, a modification of the ciphertext by dynamical methodologies here presented might
be of interest. In particular, those that combines the simultaneous random noised selection with artificial
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intelligence based on 1-NN rule and pseudo-hexadecimal or hexadecimal encoding. This involves a
great variety of possibilities that we will cover in the next future work.

CONCLUSIONS

The updating of encryption methodologies periodically is one of the factors with a great influence on
the performance of some cybersecurity strategies. Several works have been involved with the problems
produced by the presence of the vulnerable encryption measures (e.g., if method is well known will
become in inadequate). Therefore, in some papers (Alvarez 2019; Barranco and Galindo 2022; Delman
2004; Fulgueira et al. 2015; Gomez et al. 2012; Javidi et al. 1997; Linfei and Daomu 2005; Luciano
and Prichett 1987; Mendoza 2008; Pisarchik and Zanin 2008; Rajan and Saumitr 2006; Rangel et al.
2023; Rangel et al. 2024; Reddaiah 2019; Rodriguez 2020; Rueda et al. 2005; William 1999) novel
encryption alternatives have been recommended. In previous research (Rangel et al. 2023), some
methodologies for handling to the usage of novel dynamical encryption methods have been
experimented. Hence, this paper presents two modifications of these methodologies, for using it in those
real applications of the organisations. Therefore, reduced and mutation random methods offer an
important contribution to amend deficiencies of the available encryption strategies and to increase its
usefulness. Experimental results with reduced and mutation random encryption methodologies have
revealed that can cope with the data security problem with high levels of trust. These schemes allow
the generalized results even greater than those obtained with the traditional Caesar algorithm. We
intend to do further research on this issue. One of the techniques that we are going to explore is the
employment of some measures for noised injection to the ciphertext based on reduced random schemes
with the combined 1-NN rule and pseudo-hexadecimal format.

Tab.1. The calculation of encryption/decryption times (in milliseconds) and estimated error are here
shown. The columns A and B, are the average and standard deviation values, respectively. The
ciphertext results for each encryption method are shown too. Two experimental tests with the same
plaintext: "we willgg meet at Midnightg”, different results have been obtained.
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Ciphertext Encryption time Decryption time % Error
Encryption method Test 1 Test 2 A B A B A B
Traditional Caesar (by ai ampp@ qiix ex ai ampp@ qiix ex 2.4133 0.0198  2.3758 0.0213 0 O
substitution) thrmklxg thrmklx§
Traditional Caesar (by ~ AT AMPP@ QIIX EX AIAMPPEQIIXEX 57221 00310 56651  0.0290 1 0
shifting of K) QMHRMKLXE QMHRMKLXE
Random Caesar | € 9€ g2g%5%x1xi0io y2ym8m#3#~7~06003 0.7997  0.0082  0.7888 0.0089 0 0
0030L 6L "2"r5rn9nke6k
19}$4%edexdx 0
Up7pj6ja3gp7pmémil  R5Rq8qf2fs5sjlji2inGn
itot 1 ulu 1
Random Caesar Il (mod QingiRZRé #5 ayd)  «4«fafE” h" 8752 0.6810  0.0072  0.2261 0.0042 0 0
95) EJER uk uUuMe0o0  AYAc8aQdwr}}éleA
7 7 °<°S3Se Aé|é-’!-' Z~7"G'xcx)
=838{[{ j-xnxPzPdwd  *Jy,yE E«G«abuaxaNj
Y6Y§ 35 ¥=¥¥1¥<2< NOIOAMA®:®
random Caesar Il (mod iui¢=¢S3S0- ¥.¥RzBcCcO[OCACOh  0.6723  0.0105 0.2247 00021 0 0
120) 0-C-=le¥Y3Y® @0 —  Olal070” t” *F3R-’ -
w—UoUd=0ECES38S * anéff £AcAéueDS
S %% iY@ Du(u«B«AaAuZ iiNh
@l=liciUthif A%U%a| NS #S e~21Z10}0
40" 00bO% =4
Reduced random aiS %%dai£])0i0inz  O~Ef fgH™ /-KOiV 05678 00088 01972 00026 0 O
Caesar " hOPMLYi%d" 'E sSOi* TiYi%d=<
W%d%e0ice8¥70ibiN ilg$> 2~ATAVAY‘ *
i»Gh i NiYiOh
Reduced random ai%Ss %d‘iaAE]iC)OiZ O~Ext fH(;:’/K-OiVﬂ 0.5723  0.0382  0.2024 0.0215 0 0
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CYBERSECURITY: EMERGING TRENDS AND CHALLENGES

Habib Badawi!
1L ebanese University, Beirut, Lebanon

ABSTRACT: This comprehensive study explores the multifaceted landscape of cybersecurity, integrating
technical, human, ethical, and international perspectives. Drawing on a robust theoretical framework, we
examine emerging trends in threat intelligence, critical infrastructure protection, the human factor in
cybersecurity, ethical considerations, and international cooperation. Our findings highlight the need for a
holistic approach to cybersecurity that balances technological solutions with human-centric strategies,
ethical considerations, and global collaboration. The study provides insights for policymakers,
cybersecurity professionals, and researchers, offering a roadmap for navigating the complex and evolving
cybersecurity terrain.

KEYWORDS: Cybersecurity, Threat Intelligence, Human Factors, Ethics, International Cooperation,
Critical Infrastructure, Cyber Resilience.

METHODOLOGY: This study employed a qualitative research approach, combining an extensive
literature review with theoretical analysis. We synthesized findings from peer-reviewed academic journals,
government reports, and industry white papers. The theoretical framework was constructed by integrating
multiple theories and models relevant to cybersecurity, including Socio-Technical Systems Theory,
Protection Motivation Theory, and the NIST Cybersecurity Framework. This interdisciplinary approach
allowed for a comprehensive examination of cybersecurity from technical, human, ethical, and international
perspectives.

NOVELTY AND CONTRIBUTIONS:

1. Ethical Considerations: The incorporation of an ethical framework for cybersecurity addresses a
critical gap in many technical-focused cybersecurity studies, highlighting the importance of
balancing security measures with privacy and individual rights.

2. Human-Centric Perspective: By emphasizing the role of human factors and proposing a shift
from viewing humans as the “weakest link” to potential “security heroes,” the study contributes to
the evolving discourse on human-centric cybersecurity.

3. Integrated Theoretical Framework: The study presents a novel, comprehensive theoretical
framework that combines technical, behavioral, ethical, and international cooperation models,
providing a holistic lens for understanding cybersecurity challenges.

4. Interdisciplinary Approach: By bridging technical, social, ethical, and policy perspectives, the
study offers a unique interdisciplinary view of cybersecurity challenges and solutions.

5. International Cooperation Model: The study emphasizes the global nature of cyber threats and
proposes a model for international cooperation, contributing to the ongoing dialogue on global
cybersecurity governance.

Classification Codes: ACM Computing Classification System:
e Security and privacy — Human and societal aspects of security and privacy

e Security and privacy — Network security
¢ Social and professional topics — Computing / technology policy
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JEL Classification:

e 033 Technological Change: Choices and Consequences; Diffusion Processes
o K24 Cyber Law
e F52 National Security and Economic Nationalism

THEORETICAL FRAMEWORK

This study's theoretical framework is built upon several interconnected theories and models that collectively
address the multifaceted nature of cybersecurity:

1. Cybersecurity Capability Maturity Model (C2M2): Developed by the U.S. Department of
Energy (2014), this model provides a framework for assessing and improving cybersecurity
capabilities, particularly in critical infrastructure sectors.

2. Ethical Framework for Cybersecurity: Drawing from the work of Taddeo and Floridi (2018),
this component of our framework addresses the ethical implications of cybersecurity measures,
including privacy concerns and the potential for abuse of security technologies.

3. Human-Centric Security Model: Building on the work of Pfleeger et al. (2014), this model shifts
the perspective from viewing humans as the “weakest link” to potential “security heroes,”
emphasizing the importance of human factors in cybersecurity.

4. International Cooperation Model: Based on insights from Choo (2011) and initiatives like the
Budapest Convention on Cybercrime (Council of Europe, 2001), this aspect of our framework
addresses the necessity and challenges of international collaboration in addressing global cyber
threats.

5. NIST Cybersecurity Framework: This framework, developed by the National Institute of
Standards and Technology (2018), offers a risk-based approach to managing cybersecurity risk,
emphasizing five core functions: Identify, Protect, Detect, Respond, and Recover.

6. Protection Motivation Theory: Originally developed by Rogers (1975) and applied to
cybersecurity by Ifinedo (2012), this theory helps explain individual security behaviors. It suggests
that people's motivation to protect themselves is influenced by their perception of threat severity,
vulnerability, response efficacy, and self-efficacy.

7. Socio-Technical Systems Theory: This theory, as applied by Soomro et al. (2016), forms the
foundation of our framework. It posits that effective cybersecurity requires the integration of both
technical and social elements, emphasizing the need for a holistic approach that considers
technology, people, processes, and organizational factors.

8. Theory of Planned Behavior: This theory, utilized by Safa et al. (2016) in the context of
information security policy compliance, provides insights into how attitudes, subjective norms, and
perceived behavioral control influence individuals' intentions to engage in secure behaviors.

This integrated theoretical framework provides a comprehensive lens through which to examine the
complex interplay of technical, human, organizational, ethical, and international factors in cybersecurity.

1. INTRODUCTION

In an increasingly interconnected world, cybersecurity has become a critical concern for individuals,
organizations, and nations. As cyber threats evolve in complexity and scale, traditional security measures
are often found wanting. This paper explores recent developments in cybersecurity, with a particular focus
on threat intelligence, critical infrastructure protection, the human elements of cybersecurity, ethical
considerations, and international cooperation.

93



Scientific and Practical Cyber Security Journal (SPCSJ) 8(3): 92 — 111 ISSN 2587-4667 Scientific
Cyber Security Association (SCSA)

The rapid digitalization of society has created new vulnerabilities and expanded the attack surface for
malicious actors. From nation-state sponsored cyber-attacks to individual hackers, the threats are diverse
and ever-changing. As Choo (2011) notes, “The cyber threat landscape is complex and dynamic, with
threats emerging from various sources, including organized crime groups, hacktivists, and state-sponsored
actors” (p. 720). This complexity necessitates a multifaceted approach to cybersecurity that goes beyond
mere technical solutions.

The importance of cybersecurity cannot be overstated. It is fundamental to the functioning of modern
society, from protecting critical infrastructure to safeguarding personal data. As our reliance on digital
technologies grows, so does the potential impact of cyber-attacks. The NotPetya malware attack of 2017,
for instance, caused global damage estimated at $10 billion, highlighting the far-reaching consequences of
cyber threats (Lallie et al., 2021).

This paper aims to provide a comprehensive overview of the current state of cybersecurity, focusing on five
key areas:

1. Critical Infrastructure Protection: The paper will examine strategies for protecting vital systems
and networks that underpin national security and economic stability.

2. Ethical Considerations: The paper will discuss the ethical implications of cybersecurity measures,
including privacy concerns and the potential for abuse of security technologies.

3. International Cooperation: We will examine the importance of global collaboration in addressing
cyber threats that transcend national boundaries.

4. The Human Factor: We will delve into the crucial role that human behavior plays in cybersecurity
and explore strategies for improving security awareness and practices.

5. Threat Intelligence: We will explore the latest developments in threat intelligence, including the
use of automation and artificial intelligence in detecting and responding to threats.

By examining these interconnected aspects of cybersecurity, this paper aims to provide a holistic view of
the challenges and opportunities in this rapidly evolving field.

2. THREAT INTELLIGENCE: CURRENT STATE AND FUTURE DIRECTIONS

Threat intelligence has emerged as a critical component of modern cybersecurity strategies. It involves the
collection, analysis, and dissemination of information about potential or current attacks that threaten an
organization's assets. As cyber threats become more sophisticated, the need for robust threat intelligence
capabilities has never been greater.

Current State

The SANS 2020 Cyber Threat Intelligence (CTI) Survey provides valuable insights into the current state
of threat intelligence practices (SANS Security Insights et al., 2020). The survey reveals that while many
organizations recognize the importance of threat intelligence, there are still significant challenges in its
implementation and utilization.

One key finding is the growing emphasis on automation in threat intelligence processes. Organizations are
increasingly turning to automated tools to collect, analyze, and disseminate threat intelligence, allowing for
more rapid response to emerging threats. However, the survey also highlights the continued importance of
human analysts in interpreting and contextualizing threat data.

The integration of threat intelligence into existing security operations remains a challenge for many
organizations. According to the SANS survey, only 41% of respondents reported that their organization's
CTI was fully integrated with their security operations. This suggests a significant opportunity for
improvement in how threat intelligence is leveraged to enhance overall security posture.
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Future Directions

The future of threat intelligence lies in real-time, actionable insights that can be seamlessly integrated into
an organization's security operations. Cybersixgill (n.d.) emphasizes the need for real-time, actionable
threat intelligence. Their approach focuses on leveraging dark web sources to provide early warning of
potential threats, illustrating the expanding scope of threat intelligence gathering.

Artificial Intelligence (Al) and Machine Learning (ML) are set to play an increasingly key role in threat
intelligence. These technologies can help process vast amounts of data, identify patterns, and predict
potential threats more quickly and accurately than human analysts alone. As Nurse et al. (2017) note, “Al
and ML techniques can significantly enhance the ability to detect and respond to cyber threats in real-time”
(p. 22). Another emerging trend is the use of threat intelligence platforms (TIPs) that aggregate and analyze
data from multiple sources. These platforms can provide a more comprehensive view of the threat landscape
and help organizations prioritize their security efforts more effectively.

The future of threat intelligence also involves a greater focus on proactive threat hunting. Rather than
waiting for alerts to be triggered, security teams are actively searching for hidden threats within their
networks. This approach, combined with advanced analytics, can help organizations detect and respond to
threats more quickly.

However, as threat intelligence capabilities advance, so do the tactics of cyber attackers. The arms race
between defenders and attackers is likely to intensify, with each side developing more sophisticated tools
and techniques. This underscores the need for continuous innovation and adaptation in the field of threat
intelligence.

3. CRITICAL INFRASTRUCTURE PROTECTION

The protection of critical infrastructure is a cornerstone of national cybersecurity strategies. Critical
infrastructure refers to the systems and assets that are essential for the functioning of society and the
economy. The U.S. Department of Homeland Security (2019) identifies 16 critical infrastructure sectors,
including energy, healthcare, and financial services, which are essential to national security and economic
stability.

The importance of protecting these sectors cannot be overstated. A successful cyber-attack on critical
infrastructure could have devastating consequences, potentially disrupting essential services, causing
economic damage, and even threatening human lives. The 2015 Ukraine power grid attack, which left
230,000 people without electricity, serves as a stark reminder of the potential impact of such attacks
(Denning, 2011).

Framework for Improving Critical Infrastructure Cybersecurity

Recognizing the need for a standardized approach to critical infrastructure protection, the National Institute
of Standards and Technology (NIST) developed the Framework for Improving Critical Infrastructure
Cybersecurity (NIST, 2018). This framework provides a risk-based approach to managing cybersecurity
risk, emphasizing the importance of continuous assessment and improvement.

The NIST framework is built around five core functions:

1. Detect: Develop and implement appropriate activities to identify the occurrence of a cybersecurity
event.

2. ldentify: Develop an organizational understanding to manage cybersecurity risk to systems,
people, assets, data, and capabilities.

3. Protect: Develop and implement appropriate safeguards to ensure delivery of critical services.

4. Recover: Develop and implement appropriate activities to maintain plans for resilience and to
restore any capabilities or services that were impaired due to a cybersecurity incident.
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5. Respond: Develop and implement appropriate activities to act regarding a detected cybersecurity
incident.

This framework provides a flexible and adaptable approach that can be tailored to the specific needs and
risk profiles of different organizations and sectors. Its emphasis on continuous improvement is particularly
important given the rapidly evolving nature of cyber threats.

Case Studies
Several case studies illustrate both the challenges and successes in critical infrastructure protection:

1. Energy Sector: The 2015 Ukraine power grid attack mentioned earlier highlighted the
vulnerability of energy infrastructure to cyber-attacks. In response, many countries have
implemented more robust cybersecurity measures for their power grids. For instance, the U.S.
Department of Energy has developed the Cybersecurity Capability Maturity Model (C2M2) to help
energy sector organizations evaluate and improve their cybersecurity capabilities (U.S. Department
of Energy, 2014).

2. Financial Services: The financial sector has long been a prime target for cyber-attacks due to the
potential for financial gain. The 2016 Bangladesh Bank heist, where cybercriminals attempted to
steal $1 billion, highlighted the need for robust cybersecurity in the financial sector. In response,
many financial institutions have implemented advanced threat detection systems and improved
their incident response capabilities (Holt et al., 2018).

3. Healthcare Sector: The healthcare sector has become an increasingly attractive target for
cybercriminals, particularly with the rise of ransomware attacks. The WannaCry ransomware attack
in 2017 affected numerous healthcare organizations globally, including the UK's National Health
Service (NHS). This incident led to significant improvements in cybersecurity practices in the
healthcare sector, including better patch management and increased investment in cybersecurity
infrastructure (Lallie et al., 2021).

These case studies underscore the importance of sector-specific approaches to critical infrastructure
protection. While the NIST framework provides a general guideline, each sector faces unique challenges
that require tailored solutions.

Challenges and Future Directions
Despite progress in critical infrastructure protection, significant challenges remain. These include:

1. Insider Threats: While much focus is placed on external threats, insider threats — whether
malicious or unintentional — pose a significant risk to critical infrastructure. Addressing this
challenge requires a combination of technological solutions and human-focused strategies (Greitzer
etal., 2014).

2. Interdependencies: Critical infrastructure sectors are increasingly interconnected, meaning that a
disruption in one sector can have cascading effects on others. Understanding and managing these
interdependencies is crucial for effective protection.

3. Legacy Systems: Many critical infrastructure systems rely on legacy technology that was not
designed with cybersecurity in mind. Upgrading these systems can be costly and complex, leaving
vulnerabilities that can be exploited by attackers.

4. Supply Chain Risks: The global nature of supply chains introduces additional risks, as
vulnerabilities in one part of the chain can impact the entire system. Managing these risks requires
a comprehensive approach that extends beyond an organization's immediate boundaries.
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Looking to the future, emerging technologies such as 5G networks and the Internet of Things (1oT) are set
to transform critical infrastructure, bringing both new opportunities and new risks. As Nurse et al. (2017)
point out, “The proliferation of 10T devices in critical infrastructure introduces new attack vectors that need
to be carefully managed” (p. 21).

Addressing these challenges will require ongoing collaboration between government agencies, private
sector organizations, and cybersecurity experts. It will also necessitate continued investment in research
and development to stay ahead of evolving threats.

4. THE HUMAN FACTOR IN CYBERSECURITY

While technological solutions are crucial, the human element remains a critical factor in cybersecurity. As
Soomro et al. (2016) note, “The human factor is often considered the weakest link in the information
security chain” (p. 216). However, recent research suggests that this perspective may be overly simplistic
and that humans can also be a strong line of defense when properly educated and motivated.

Transformative Approaches

Pfleeger et al. (2014) argues for a transformative approach to staff security behavior, moving from viewing
employees as the “weakest link” to potential “security heroes.” Their research emphasizes the importance
of understanding human behavior and motivation in designing effective security policies and training
programs. This approach recognizes that employees can be an asset in detecting and preventing security
breaches when they are properly engaged and empowered.

Schneier (2000) further explores the human aspects of security in his seminal work “Secrets and Lies:
Digital Security in a Networked World.” He argues that true security requires a holistic approach that
considers not just technology, but also people and processes. Schneier emphasizes the importance of
understanding the psychology of security and how human behavior both can enhance and undermine
security measures.

Understanding Human Behavior in Cybersecurity

To effectively address the human factor in cybersecurity, it is crucial to understand the underlying
psychological and behavioral factors that influence security-related decisions and actions. Several key areas
have been identified in the literature:

1. Cognitive Biases: Various cognitive biases can influence security behavior. For example, the
optimism bias can lead individuals to underestimate their own vulnerability to cyber threats (Waly
etal., 2012).

2. Decision-Making Under Uncertainty: Cybersecurity often involves making decisions in
uncertain and complex environments. Hadlington (2017) explored the link between impulsivity and
risky cybersecurity behaviors, finding that individuals with higher levels of impulsivity were more
likely to engage in behaviors that could compromise security.

3. Risk Perception: How individuals perceive and evaluate cyber risks can significantly impact their
security behavior. Ifinedo (2012) found that individuals' perception of the severity of security
threats and their own vulnerability to these threats were significant predictors of their intention to
comply with information security policies.

4. Social Influence: The behavior of colleagues and superiors can have a significant impact on an
individual's security practices. Safa et al. (2016) found that social bonds within an organization
were positively associated with information security policy compliance.
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Security Awareness and Training

Effective security awareness and training programs are crucial in addressing the human factor in
cybersecurity. However, traditional approaches to security training have often been criticized as ineffective
and uninspiring. Bada et al. (2019) argue that many security awareness campaigns fail to change behavior
because they focus on providing information rather than addressing the underlying factors that influence
behavior.

To address these shortcomings, several innovative approaches have been proposed:

1. Continuous Learning: Rather than one-off training sessions, continuous learning approaches can
help reinforce security concepts and keep employees updated on emerging threats. Furnell and
Thomson (2009) emphasize the importance of regular reinforcement to combat “security fatigue”
and maintain vigilance.

2. Gamification: Incorporating game elements into security training can increase engagement and
retention. Conklin (2006) demonstrated the effectiveness of cyber defense competitions in
enhancing students' cybersecurity skills and awareness.

3. Personalized Training: Tailoring security training to individual roles and risk profiles can increase
its relevance and effectiveness. Torten et al. (2018) found that role-based security training was
more effective in improving security behavior than general awareness programs.

4. Storytelling: Using narratives and real-world examples can make security concepts more relatable
and memorable. Aloul (2010) suggests using case studies of actual security incidents in training
programs to illustrate the potential consequences of poor security practices.

Combating Social Engineering

Social engineering attacks, which exploit human psychology to gain unauthorized access to systems or
information, represent a significant challenge in cybersecurity. As Krombholz et al. (2015) note, “Social
engineering attacks are becoming increasingly sophisticated and difficult to detect” (p. 114).

Addressing this challenge requires a multifaceted approach:

1. Cultural Change: Fostering a security-conscious culture where employees feel comfortable
reporting suspicious activities is crucial in combating social engineering threats.

2. Education: Employees need to be trained to recognize common social engineering tactics, such as
phishing emails and pretexting.

3. Simulation: Regular simulated social engineering attacks can help employees practice their
response and identify areas for improvement.

4. Technical Controls: While not a complete solution, technical controls such as email filters and
multi-factor authentication can provide an additional layer of defense against social engineering
attacks.

Future Directions

As technology continues to evolve, so will the human factors in cybersecurity. Emerging technologies such
as artificial intelligence and machine learning are likely to change the nature of human-computer interaction
in security contexts. Oltramari et al. (2015) suggest that developing a comprehensive human factors
ontology for cybersecurity could help in better understanding and addressing the complex interplay between
human behavior and technological systems. Moreover, as remote work becomes increasingly common, new
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challenges in managing human-related security risks are likely to emerge. This may necessitate innovative
approaches to security awareness and training that are better suited to distributed workforces.

5. ETHICAL CONSIDERATIONS IN CYBERSECURITY

As cybersecurity measures become more sophisticated, they also raise important ethical questions. Taddeo
and Floridi (2018) explore the ethics of cybersecurity, discussing issues such as privacy, autonomy, and the
potential for abuse of cybersecurity technologies. They argue for the need to balance security imperatives
with ethical considerations and human rights.

Privacy vs. Security

One of the central ethical dilemmas in cybersecurity is the tension between privacy and security. While
robust security measures often require extensive monitoring and data collection, this can infringe on
individual privacy rights. As Luo et al. (2011) note, “The challenge lies in finding the right balance between
protecting organizational assets and respecting individual privacy” (p. 3).

This dilemma is particularly acute in the context of government surveillance programs. The revelations by
Edward Snowden in 2013 about the extent of NSA surveillance sparked a global debate about the ethics of
mass surveillance in the name of national security. These debates highlight the need for transparent and
accountable cybersecurity practices that respect individual rights while still providing adequate protection
against threats.

Autonomy and Informed Consent

Another key ethical consideration is the impact of cybersecurity measures on individual autonomy. As
security systems become more pervasive and automated, there is a risk that they could unduly restrict
individual freedom and decision-making. This raises questions about informed consent: to what extent
should individuals be aware of and have control over the security measures that affect them?

This issue is particularly relevant in the context of workplace monitoring. While organizations have a
legitimate interest in protecting their assets, overly intrusive monitoring can create a culture of distrust and
potentially violate employee privacy rights. Striking the right balance requires careful consideration of both
security needs and ethical principles.

Ethical Hacking and Vulnerability Disclosure

The practice of ethical hacking, where security professionals attempt to breach systems to identify
vulnerabilities, raises its own set of ethical questions. While this practice can help improve security, it also
involves intentionally exploiting vulnerabilities, which could be seen as unethical if not conducted with
proper authorization and safeguards.

Related to this is the issue of vulnerability disclosure. When researchers discover security flaws, they face
ethical dilemmas about how and when to disclose this information. Immediate public disclosure could put
users at risk if a fix is not available, but delaying disclosure could leave vulnerabilities unaddressed. As
Holt et al. (2018) discuss, “Responsible disclosure policies aim to balance the need for transparency with
the imperative to protect users from potential harm” (p. 287).

Avrtificial Intelligence and Automation in Cybersecurity

The increasing use of Al and automation in cybersecurity raises new ethical concerns. While these
technologies can greatly enhance security capabilities, they also introduce risks of bias, lack of
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transparency, and potential loss of human control. Taddeo and Floridi (2018) argue that “the use of Al in
cybersecurity must be guided by clear ethical principles to ensure it respects human rights and democratic
values” (p. 5).

One particular concern is the potential for Al-powered security systems to perpetuate or exacerbate existing
biases. If training data or algorithms reflect societal biases, this could lead to unfair or discriminatory
security practices. Ensuring fairness and transparency in Al-driven security systems is thus a critical ethical
imperative.

Global Perspectives on Cybersecurity Ethics

It is important to note that ethical considerations in cybersecurity can vary across diverse cultural and legal
contexts. What may be considered an acceptable trade-off between security and privacy in one country
might be viewed as unethical in another. This global diversity of perspectives adds another layer of
complexity to cybersecurity ethics, particularly for multinational organizations and in the context of
international cybersecurity cooperation.

As cybersecurity continues to evolve, ongoing ethical reflection and debate will be crucial. Developing
ethical frameworks and guidelines for cybersecurity practices, such as those proposed by Taddeo and
Floridi (2018), can help navigate these complex issues and ensure that cybersecurity measures align with
broader societal values and human rights principles.

6. INTERNATIONAL COOPERATION AND CYBERSECURITY STRATEGY

Given the global nature of cyber threats, international cooperation is essential for effective cybersecurity.
As Choo (2011) notes, “Cybercrime and cyber-attacks often transcend national boundaries, necessitating
international collaboration in both prevention and response” (p. 725). This section explores the challenges
and opportunities in international cybersecurity cooperation, as well as key strategies and policies.

Challenges in International Cooperation
Several factors complicate international cooperation in cybersecurity:

1. Attribution Difficulties: The anonymous nature of many cyber-attacks makes it challenging to
definitively attribute them to specific actors, complicating international law enforcement efforts.

2. Sovereignty and National Interests: Nations may be reluctant to share sensitive information or
cede control over their cybersecurity measures due to concerns about national sovereignty and
security.

3. Trust Issues: Geopolitical tensions and competing national interests can erode trust between
nations, making it difficult to establish effective cooperation mechanisms.

4. Varying Legal Frameworks: Different countries have different laws and regulations regarding
cybercrime and data protection, which can hinder coordinated action.

International Initiatives and Agreements

Despite these challenges, there have been significant efforts to foster international cooperation in
cybersecurity:

1. Budapest Convention on Cybercrime: This 2001 international treaty, ratified by over 60
countries, aims to harmonize national laws on cybercrime and improve international cooperation
in cybercrime investigations (Council of Europe, 2001).
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2. UN Group of Governmental Experts (UN GGE): This group has worked to develop norms of
responsible state behavior in cyberspace and promote international law in the cyber domain (United
Nations, 2015).

3. Paris Call for Trust and Security in Cyberspace: Launched in 2018, this multi-stakeholder
initiative promotes nine common principles for securing cyberspace, including the protection of
critical infrastructure and collaborative security (French Ministry for Europe and Foreign Affairs,
2018).

National Cybersecurity Strategies

Many countries have developed comprehensive national cybersecurity strategies to address the evolving
threat landscape. The U.S. Department of Homeland Security's (2016) Cybersecurity Strategy emphasizes
the importance of collaboration with international partners to address shared cyber risks. Key elements of
this strategy include:

1. Capacity Building: Supporting the development of cybersecurity capabilities in partner nations to
strengthen global resilience against cyber threats.

2. Cyber Diplomacy: Engaging in diplomatic efforts to promote responsible state behavior in
cyberspace and develop international norms.

3. Incident Response: Improving coordination in responding to major cyber incidents that have
international implications.

4. Information Sharing: Enhancing mechanisms for sharing threat intelligence and best practices
with international partners.

Public-Private Partnerships

International cooperation in cybersecurity extends beyond government-to-government interactions. Public-
private partnerships play a crucial role in addressing global cyber threats. As Soomro et al. (2016) point
out, “Effective cybersecurity requires collaboration between governments, private sector organizations, and
academic institutions across national boundaries” (p. 220).

Many multinational corporations have significant cybersecurity resources and expertise that can
complement government efforts. Initiatives like the Cyber Threat Alliance, which brings together
cybersecurity companies to share threat intelligence, demonstrate the potential of private sector cooperation
in addressing global cyber threats (Cyber Threat Alliance, 2017).

Future Directions

As cyber threats continue to evolve, so must international cooperation efforts too. Several trends are likely
to shape the future of international cybersecurity cooperation:

1. Al and Emerging Technologies: The rise of Al and other emerging technologies will create new
challenges and opportunities for international cooperation. Developing shared norms and standards
for the use of these technologies in cybersecurity will be crucial.

2. Cyber Capacity Building: There will likely be an increased focus on helping developing nations
build their cybersecurity capabilities to create a more resilient global cyber ecosystem.

3. Multi-stakeholder Approaches: Future cooperation efforts are likely to increasingly involve a
diverse range of stakeholders, including governments, private sector entities, civil society
organizations, and academic institutions.

4. Supply Chain Security: Given the global nature of technology supply chains, international
cooperation will be essential in addressing supply chain security risks.
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As Lallie et al. (2021) note, “The COVID-19 pandemic has highlighted the critical importance of
international cooperation in addressing global cyber threats” (p. 102250). This global crisis has accelerated
digital transformation and exposed new cybersecurity vulnerabilities, underscoring the need for robust
international collaboration in the cyber domain.

7. CONCLUSION: NAVIGATING THE COMPLEX LANDSCAPE OF CYBERSECURITY

This comprehensive study has illuminated the multifaceted and ever-evolving domain of cybersecurity,
revealing a landscape that extends far beyond mere technological fixes. It presents itself as an intricate
tapestry, woven with threads of technical challenges, human behaviors, ethical concerns, and the imperative
for global cooperation. Our exploration has unveiled cybersecurity as a complex ecosystem, where
innovation, moral imperatives, and international collaboration intersect in a delicate balance.

Key themes and insights

Throughout our analysis, several critical themes have emerged, each contributing to a holistic understanding
of the cybersecurity landscape:

1. Continuous Adaptation and Learning: The cybersecurity landscape is a theater of constant
evolution, where yesterday's solutions may become tomorrow's vulnerabilities. This reality calls
for an approach deeply rooted in perpetual learning and adaptation. Echoing Schneier's (2000) sage
observation that “security is not a product but a process” (p. 85), we recognize the imperative for
ongoing education, training, and flexibility. This philosophy of continuous improvement must
permeate every aspect of cybersecurity, from technological implementations to human resource
development, ensuring that our defenses evolve in tandem with—or ideally, ahead of—emerging
threats.

2. Ethical Imperatives in the Digital Age: As cybersecurity mechanisms grow increasingly
sophisticated, they give rise to Pandora’s box of ethical dilemmas. The Ethical Framework for
Cybersecurity emerges as a moral compass, guiding practitioners through the labyrinth of
conflicting demands between stringent security protocols and sacrosanct individual rights. This
delicate balance act between robust protection and the preservation of privacy and autonomy is not
a one-time achievement but an ongoing journey, demanding constant vigilance, reassessment, and
ethical recalibration in the face of evolving threats and societal values.

3. The Centrality of the Human Element: While technological advancements form the backbone of
cybersecurity, the human factor remains the heart and soul of effective defense strategies. Pfleeger
et al. (2014) illuminates the pivotal challenge and opportunity of metamorphosing employee
behavior from a potential Achilles' heel into a formidable security asset. The Human-Centric
Security Model further reinforces this paradigm shift, urging us to view individuals not as liabilities
but as invaluable sentinels in the cybersecurity fortress. This perspective transforms our approach
from mere risk mitigation to empowerment, fostering a culture where every user becomes an active
guardian of digital security.

4. The Imperative of Integration: Effective cybersecurity demands a seamless integration of diverse
elements, akin to a symphony where each instrument plays a crucial role in creating a harmonious
whole. As Soomro et al. (2016) aptly emphasize, “A holistic approach to information security
management is essential for addressing the complex and dynamic nature of cyber threats” (p. 223).
This integration spans the spectrum from threat intelligence and technological solutions to human
factors, ethical considerations, and international cooperation. Frameworks such as the
Cybersecurity Capability Maturity Model (C2M2) and the NIST Cybersecurity Framework serve
as conductors in this intricate performance, providing structured methodologies to navigate the
rapidly shifting terrain of cyber threats and defenses.

102



Scientific and Practical Cyber Security Journal (SPCSJ) 8(3): 92 — 111 ISSN 2587-4667 Scientific
Cyber Security Association (SCSA)

5. The Necessity of Global Collaboration In our interconnected digital world, cyber threats traverse
borders with the fluidity of wind, rendering international collaboration not just beneficial but
indispensable. The International Cooperation Model underscores a sobering truth: our collective
cybersecurity defense is only as robust as its most vulnerable link. The path forward necessitates
overcoming formidable barriers such as trust deficits, concerns over national sovereignty, and
hesitancy in information sharing. Building robust global cybersecurity frameworks requires a level
of international cooperation akin to global efforts against climate change or pandemics, where the
security of one is inextricably linked to the security of all.

Theoretical Foundations and Practical Implications

Our study has been anchored in several theoretical frameworks, each offering profound insights into the
multifaceted nature of cybersecurity:

The Socio-Technical Systems Theory serves as a reminder that cybersecurity is not a purely technological
challenge but a human one as well. It emphasizes the need for organizations to maintain a delicate
equilibrium between cutting-edge technology and the people who interact with these systems. This theory
underscores the importance of considering organizational culture, user behavior, and social dynamics in
designing and implementing cybersecurity measures.

The Protection Motivation Theory and the Theory of Planned Behavior offer crucial insights into the
labyrinth of human decision-making when faced with cyber threats. These frameworks illuminate the
cognitive processes underlying risk perception and response, providing a roadmap for effective behavior
modification strategies. By understanding the psychological factors that influence security-related
decisions, organizations can design more effective training programs and security policies that resonate
with users on a deeper level.

The Cybersecurity Capability Maturity Model (C2M2) and the NIST Cybersecurity Framework stand as
beacons, offering structured approaches to assess and enhance an organization's cybersecurity posture.
These models provide practical tools for navigating the complex cybersecurity landscape, enabling
organizations to benchmark their current practices, identify gaps, and chart a course for continuous
improvement. By offering a common language and set of standards, these frameworks facilitate better
communication and collaboration both within and between organizations.

Future Directions and Research Opportunities

As we gaze into the horizon of cybersecurity, several key areas emerge as fertile ground for further
exploration and innovation:

The impact of emerging technologies such as quantum computing, 5G networks, and advanced Al systems
looms large on the cybersecurity landscape. These technologies promise to revolutionize our digital
infrastructure, but they also bring unprecedented challenges. Research is urgently needed to understand
how these technologies will reshape the threat landscape and to develop novel defense mechanisms that
can withstand the test of quantum supremacy and Al-powered attacks.

The realm of cybersecurity education and training stands as a critical frontier. Developing more effective
methods for cultivating cybersecurity awareness and skills is paramount, with a particular emphasis on
addressing the human factor. Future research should focus on innovative pedagogical approaches that not
only impart technical knowledge but also foster a culture of security consciousness. This may involve
gamification, virtual reality simulations, or adaptive learning systems that can tailor training to individual
needs and learning styles.

The arena of international cooperation in cybersecurity calls for new models that can transcend current
limitations. Researchers must explore innovative frameworks that can overcome challenges related to trust,
sovereignty, and information sharing. This may involve the development of blockchain-based systems for
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secure information exchange, the creation of international cyber peacekeeping forces, or the establishment
of global cyber norms and treaties that can adapt to the rapid pace of technological change.

As cybersecurity measures become increasingly pervasive, their long-term societal impacts warrant
scrutiny. Research into the psychological, social, and ethical implications of ubiquitous security measures
is essential. This includes examining how constant surveillance and security protocols affect individual
privacy, social trust, and democratic values. Understanding these broader impacts will be crucial in
designing cybersecurity strategies that protect not only our digital assets but also our societal fabric.

The integration of Al in cybersecurity brings both promise and peril, necessitating the development of
robust ethical frameworks. Future research should focus on creating guidelines that address issues of bias,
transparency, and accountability in Al-driven security systems. This includes exploring methods for
explainable Al in cybersecurity, developing fairness metrics for automated threat detection systems, and
creating governance models that ensure the responsible use of Al in this critical domain.

Finally, the development of adaptive and resilient cybersecurity architectures represents a frontier of
immense potential. Future research should focus on creating security systems that can evolve dynamically
in response to emerging threats and changing technological landscapes. This may involve the exploration
of bio-inspired security models, self-healing networks, or Al-driven systems that can anticipate and
neutralize threats before they materialize.

Concluding Thoughts: Weaving the Web of Cyber Resilience

As we conclude this expansive exploration, we recognize that cybersecurity is not a destination but an
ongoing odyssey—a process of continuous adaptation, learning, and evolution. Our theoretical framework
offers a multifaceted lens through which we can view this journey, reminding us that effective cybersecurity
requires a delicate balance of technology, human factors, ethics, and global collaboration.

In a world where data flows like digital rivers and information stands as the new gold, our approach to
cybersecurity must be as dynamic and adaptable as the threats we face. By embracing a holistic perspective,
we can weave a web of cyber resilience—one that is robust enough to withstand the tempests of current
threats yet flexible enough to adapt to the winds of future challenges.

As we venture into the future, let these insights serve as a beacon, illuminating our path through the shadowy
and complex realm of cybersecurity. In this vast digital ecosystem, each of us plays a vital role, entrusted
with safeguarding not just data and systems but the very foundations of our interconnected global society.
The road ahead is undoubtedly fraught with challenges, but it also brims with opportunities for innovation,
collaboration, and growth. By embracing a comprehensive, ethical, and cooperative approach to
cybersecurity, we can collectively forge a more secure, resilient, and trustworthy digital future—a legacy
of protection and empowerment for generations to come. In this ongoing narrative of technological progress
and security challenges, we are not mere spectators but active authors, each contributing a crucial verse to
the epic of our shared digital destiny.

APPENDIXES
Appendix A: Glossary of Key Cybersecurity Terms

1. Advanced Persistent Threat (APT): A prolonged and targeted cyberattack in which an intruder
gains access to a network and remains undetected for an extended period.

2. Cyber Threat Intelligence (CTI): Information that provides insights into cyber threats and risks
to help organizations protect their assets.

3. Distributed Denial of Service (DDoS): An attack where multiple compromised systems are used
to target a single system, causing a denial of service.
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Encryption: The process of encoding information in such a way that only authorized parties can
Firewall: A network security device that monitors incoming and outgoing network traffic and
decides whether to allow or block specific traffic based on a defined set of security rules.
Malware: Software designed to disrupt, damage, or gain unauthorized access to a computer
Phishing: A technique for attempting to acquire sensitive data, such as bank account numbers,
through a fraudulent solicitation in email or on a website.

Ransomware: A type of malicious software designed to block access to a computer system until a

Social Engineering: The psychological manipulation of people into performing actions or

4,
access it.
o.
6.
system.
7.
8.
sum of money is paid.
9.
divulging confidential information.
10.

Zero-Day Exploit: An attack that exploits a previously unknown vulnerability in a computer
application or operating system.

Appendix B: Timeline of Major Cyber Attacks (2010-2024)

e 2010: Stuxnet worm targets Iranian nuclear facilities

e 2013: Target data breach affects 41 million consumers

e 2014: Sony Pictures hack exposes confidential data

e 2015: Ukraine power grid cyberattack causes widespread outages

e 2016: DNC email leak impacts U.S. presidential election

e 2017: WannaCry ransomware attack affects organizations worldwide

e 2018: Marriott International data breach exposes 500 million guest records

e 2020: SolarWinds supply chain attack compromises numerous organizations and government

agencies

e 2021: Colonial Pipeline ransomware attack disrupts fuel supply in the U.S.

e 2023: MOVEit file transfer tool vulnerability exploited, affecting numerous organizations globally
Appendix C:

Tab.1: Cybersecurity Frameworks Comparison

Framework H Focus H Key Components H Best Suited For \

NIST Cybersecurity

Comprehensive
cybersecurity approach

Identify, Protect, Detect,
Respond, Recover

Organizations of all

Framework sizes and sectors

ISO/IEC 27001

Risk assessment, security
controls, continual
improvement

Organizations seeking
international
certification

Information security
management

MITRE ATT&CK

12 tactics, numerous
techniques, and sub-
techniques

Tactics and techniques
used by adversaries

Threat modeling and
security operations

Cybersecurity Capability
Maturity Model (C2M2)

Cybersecurity program
maturity

10 domains, 4 maturity
indicator levels

Energy sector
organizations
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Tab. 2: Key Components of Cybersecurity Theoretical Framework

|

Theory/Model

|

|

Key Concepts

Application to Cybersecurity \

Socio-Technical Systems
Theory

Integration of social and
technical aspects

Emphasizes the need for a holistic approach
considering technology, people, processes, and
organizational factors

Protection Motivation
Theory

Threat appraisal, coping
appraisal

Explains individual security behaviors based on
perceived threat severity, vulnerability, response
efficacy, and self-efficacy

NIST Cybersecurity
Framework

Identify, Protect, Detect,
Respond, Recover

Provides a risk-based approach to managing
cybersecurity risk

Cybersecurity Capability
Maturity Model (C2M2)

Maturity levels, domain-
specific practices

Assesses and improves cybersecurity
capabilities, particularly in critical infrastructure

sectors
Ethical Framework for . . Addresses ethical implications of cybersecurity
. Privacy, autonomy, fairness
Cybersecurity measures
Human-Centric Security || Human as security asset, Shifts perspective from humans as “weakest
Model behavior transformation link” to potential “security heroes”
International Cooperation||Cross-border collaboration, || Addresses the global nature of cyber threats and
Model information sharing need for international cooperation

Theory of Planned
Behavior

Attitudes, subjective
norms, perceived

behavioral control

Explains factors influencing individuals'
intentions to comply with security policies

Tab. 3: Emerging Trends in Threat Intelligence

Trend

Description

Potential Impact |

Al-powered threat
detection

Use of machine learning algorithms
to identify and respond to threats

Faster threat detection, reduced false
positives, improved predictive
capabilities

Automated threat

intelligence sharing

Real-time sharing of threat data
between organizations and sectors

Enhanced collective defense, quicker
response to emerging threats

Dark web monitoring

Proactive scanning of dark web
forums for threat indicators

Early warning of potential attacks, insight
into attacker tactics

Behavioral analytics

Analysis of user and entity behavior
to detect anomalies

Improved detection of insider threats and
advanced persistent threats

Threat intelligence
platforms (TIPs)

Centralized platforms for
aggregating and analyzing threat data

Better integration of threat intelligence
into security operations

loT-specific threat

Focused intelligence gathering for

Improved security for rapidly expanding

intelligence Internet of Things devices 0T ecosystems
Cloud-native threat Tailored intelligence for cloud Enhanced security for organizations
intelligence environments adopting cloud technologies
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\ Trend H Description H Potential Impact
Geopolitical threat Analysis of cyber threats in the Better understanding of nation-state
intelligence context of global political events threats and cyber warfare tactics

Tab. 4: Critical Infrastructure Protection Strategies

|

Strategy H

Description

|

Challenges

Examples

Network
segmentation

Dividing network into
subnetworks to improve

security

Complexity in

implementation, potential

impact on operations

Separating IT and OT
networks in industrial control
systems

Regular . . Resource intensive, . .
L Systematic review of : . Annual penetration testing of
vulnerability . keeping pace with .
security weaknesses ; power grid control systems
assessments evolving threats
Redundancy and || Building backup systems ||Cost, complexity in design Redundant communication
o X : : systems for emergency
resilience and fail-safe mechanisms and maintenance

services

Supply chain risk

Assessing and mitigating
risks from third-party

Limited visibility into
supplier practices, global

Vetting of technology vendors
for telecommunications

management suppliers supply chains infrastructure

. Real-time surveillance of oo . .
Cont_lnupus network activities and Data ovefl_oad, false 2417 monitoring of financial
monitoring positives transaction systems

anomalies

Incident response
planning

Developing and
practicing response
procedures for cyber

Keeping plans updated,

coordinating across

Regular tabletop exercises for
water treatment facility
breaches

incidents

departments

Physical security

Combining cyber and
physical security

Coordination between IT
and physical security

Biometric access controls for

integration Measures teams data centers
Vv_or_kforce Educating empl_oyegs Engaging employees, Regular phishing simulations
training and | about cybersecurity risks . ;
. measuring effectiveness for healthcare staff
awareness and best practices

Tab. 5: Human Factors in Cybersecurity

Factor |

Description

Implications for Cybersecurity \

Risk perception

How individuals perceive and evaluate

cyber risks

Influences adoption of security measures and
compliance with policies

Security fatigue

Exhaustion and resignation regarding

security practices

Can lead to lax security behaviors and non-
compliance

Social influence

Impact of peer behavior on individual

security practices

Can be leveraged to promote positive
security culture

Cognitive biases

Systematic errors in thinking that affect

decision-making

Can lead to underestimation of threats or
overconfidence in security measures
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\ Factor H Description H Implications for Cybersecurity \
Security Knowledge and understanding of  ||Critical for creating a human firewall against
awareness security risks and best practices social engineering attacks
Usability of Ease of use and integration of security Affects adoption and correct usage of
security tools measures into workflows security technologies
Motivation and ||Factors that drive individuals to engage|| Can be used to design effective security
incentives in secure behaviors awareness and training programs
Influence of organizational and Necessitates tailored approaches to security
Cultural factors . . . .
national culture on security attitudes across different contexts

Tab. 6: Ethical Considerations in Cybersecurity

\ Ethical Issue H Description H Potential Solutions \
Privacy vs. Balancing need for monitoring with Transparent policies, data minimization,
Security individual privacy rights privacy-preserving technologies

Ensuring users understand and agree to || Clear communication, opt-in policies for
Informed Consent - X
security measures data collection
Algorithmic Bias Potential for Al-driven security systems|| Regular audits of Al systems, diverse

to perpetuate biases training data, human oversight
Vulnerability Balancing public safety with potential

Responsible disclosure policies, bug
Disclosure for exploit bounty programs
Surveillance Ethical implications of mass Legal frameworks, oversight mechanisms,
Ethics surveillance for security transparency reports
Ethical considerations in offensive cyber International agreements, rules of
Cyber Warfare .
operations engagement for cyberspace
- . Ensuring equitable access to Capacity building initiatives, affordable
Digital Divide . h .
cybersecurity measures security solutions
Dual-Use Managing technologies that can be used || Export controls, ethical guidelines for
Technologies for both protection and attack research and development

Tab. 7: International Cybersecurity Cooperation Initiatives

N Participating "
Initiative Entities Key Obijectives Challenges
Budapest Convention on . Har_monlze c_ybercnme laws, Limited participation from
. 65+ countries improve international . .
Cybercrime . some major countries
cooperation
UN Group of Develop norms for Competing national
Governmental Experts || UN member states || responsible state behavior in interests, lack of
(UN GGE) cyberspace enforcement mechanisms
Paris Call for Trust and 80+ countries, Promote nine principles for Non-binding nature,
Security in Cyberspace 700+ entities securing cyberspace implementation challenges
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Participating

Initiative Entities Key Obijectives Challenges
. Coordinating diverse
Global Forum on Cyber Strengthen cyber capacity .
Expertise (GFCE) 90+ members building and expertise stakeholders, measuring

impact

INTERPOL Global Enhance international

. Law enforcement L - Jurisdictional issues,
Cybercrime Expert cooperation in cybercrime

Group agencies investigations varying legal frameworks
NATO Cooperative NATO member Enhance cyber defense Balancing national
Cyber Defence Centre of and partner capabilities through research, || sovereignty with collective
Excellence countries training, and exercises defense
EU Network and Improve cybersecurity Harmonizing
Information Security || EU member states || capabilities and cooperation | implementation across
(NIS) Directive within the EU diverse national contexts

ASEAN-Japan
Cybersecurity Capacity
Building Centre

Develop cybersecurity Addressing varying levels
capacity in the ASEAN of cyber maturity among
region members

ASEAN countries,
Japan
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