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that we consider the fast spectral diffusion in TLS so that the unit lemperatmc
is considered for TLS. Here

i@ =eidi i

16 o N,

2
S:Q_PE‘Q_
16 V%!
_mB Lo,
! 16 g

P is the density of states of TLS, T, Ty, Ty, nuclear, electron and TLS
lattice relaxation time, B, the inverse 1emperature of lattice.

Due to the high rate of electron relaxation we consider S=p,.If the
saturation sound is applied at stationary case the following expression for

nuclear inverse temperature is achieved (with the following initial conditions):

B0)=B, B,0)=0):

afly,

181222
J I+a) Yo, 0T,
i

)

In order to estimate the quantity of gained inverse nuclear spin temperature
let us consider the following parameters for the sample: # ~ 107 J.sec,

1 -
wg ~10"Hr, @, ~ 107w, N,~ 10°N,, P~ 10, B ~ 10°Hr, — ~ 10 i

JL
scc P :
In this case @, 7 and 7. Dparameters are
DL

o ~210 sec!, y~21072 sec’!, ——-310‘2 Ch
: T
and the inverse nuclear spin temperature is:
ﬁ; & 40ﬁ,v_,

So the nuclear inverse spin temperature became 40 times higher.

Thilisi I. Javakhisvili State University
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INVESTIGATION OF MAGNETIC AND PERCOLAT_IO{ :
PROPERTIES OF THE SUPERCONDUCTING COMPOSITE'
CERAMICS (YBa € 0, ) (Y, BaCuo ) 7 Y
J.Sanikidze, S.0denov, R.Kokhreidze, G.Mumladze,
I.Mjavanadze, N.Sabashvily

Actepted for publication 14.12.1998

Abstract: In this article physical properties of the Y-containing
two component HTSC composite are investigated. The magnetic
properties of the composite are studied. This composite consists of the
superconducting phase YBa,Cu O, ; and the dielectric green phase
Y,BaCuO, . We investigated percolation processes in this composite
and defined percolation limit in this mixture. The percolation limit is
equal to (17£2)% of superconducting phase, which is in a good
agreement with the theoretical prediction.

Physical properties of the two-component superconducting ceramics
have been investigated in a number of works. These materials were the
composites based on yttrium superconducting systems to which different
non-superconducting substances were added. Here were studied the samples
of ceramics with addition of silver [1], polystyrene [2], the ceramics phase
BaPb, _.Bi, , O, [3], etc. These substances consist ol a system of
supcrconducting grains connected with metallic or dielectric layers and
forming complex superconducting networks. In such systems the
conductivity is of a percolation type.

In the classic percolation theory a number of quantum effects, which
exist in superconductors, is not concerned, namely the proximity effect,
flux quantization effect, tunneling, Josephson effect [4]. All of them can add
some contributions to the percolation processes. So, because of the proximity
effect the superconducting current can go through a normal conductor or
through a superconductor in a normal state.Because of the Josephson effect
the superconducting current can go even through the isolator layer between
two superconducting grains. The flux quantization makes the percolation

4



/7

7~
processes strongly dependent on magnetic field. so does the Joa:phsoq.e!’fccj(
in weak links formed between the grains. SISZ 00199

It is neccessary Lo say that percolation processes in superconductors
based on high temperature superconducting ceramics (HTSC) play a role
not only in the composite samples. These processes musthave taken place in
a weakly annealed samples as well, and in the samples with the superconducting
phase deficit, and with oxigen deficite too, as well as in common samples
ncar the field H , (where the index shows that in this ficld the Josephson
weak links are brought into the normal state). When the weak links are partly
normal, the critical current of the links decrease, because the superconducting
current goes only through the remaining superconducting links. If this
quantity is less than some critical value, the continuous superconducting
chain of the links will not appear even for an infinitely weak current and on
the sample a voltage will appear.

The real situation is even more complex. At any finite temperature in
superconductors there are normal electrons which take part in thermal
motion.As a result of this motion there arises thermal noise i,e chaotic currents
through superconducting links. If HTSC is near the percolation limit, its
critical current may exceed the critical value, and the normal resistance will
appear.

Clearly. the percolation processes, their regularities and influence
must be taken into account in many cases of some theoretical and practical
interest. In the present work some physical properties of the composite

(YBa,Cu,0, 9, . (Y,BaCuO,), have been investigated, using Y,BaCuO,
ceramics (the green phase) as dielectric phase.We have studied the behavior
of composite superconductors in ac and dc magnetic fields, changing the
value of dc field from O up to 300 Oe, which was sufficient for our purpose.

As it is known, on the magnetic moment curve M, .(H) (the cooling in
zero magnetic field) there is a place, where to the magnetic moment of
grains the weak links moment M/(H) is added. The latter moment increases
with field, reaches the maximum value and then gradually decreases to
zero. The field, where M =0, was defined as the critical field chr A little
higher there is a non-hysteresis region, where it is possible to measure a
differential susceptibility XX, (the imaginary part x "here is equal to zero).

As it is known [7], by the use of this value it is possible to measure with a

5
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sufficient accuracy the volume part ol superconducting phase by the foHowifig
relation )@ 13579=21)
Xm I == a i vHe=llNdJ 2

In the used method the value of y * in the field > H , was measured.

J

where the H,, value was determined by the curve decreasing to the constant,
corresponding Lo the grain diamagnetic moment. The following condition

must be fullilled
H<<Hﬁ¥ ! (2)

where He. isthe first critical field of the grains. The other condition must be
on the skin layer depth in a normal sample €>>D.t, where D.t are sample
dimensions|[8]

& =Sel0b. fmnd fa. (3)

Here p, is a sample normal resistivity, ohm.cm. f is the AC ficld
frequency.

The results obtained are given in Fig.1. The dependence of the real part
of susceplibility on DC magnetic field shows, that for IkHz AC field with an
amplitude <<I Oc there
is a sharp decrease at the
beginning with a gradual

—4dry’,
1.0

transition to a plateau.
This can be explained by
diamagnetism supression
of the weak links and by
the constant diamagne-

g‘js tism of grains. From he-
0.2 re it is easy to calculate

Q.3
= the volume and the mass

part of superconducting

: - ; el phase (the calibration
0 100 200 was made by the super-
Fig.1. conducting sample in a
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% X zero DC field). The mass part
iy i L7 ol superconducting phase/can =
g Ay be determined by therekation: « <4< < <
Fu.0o
0.4F \\\7 e e et VL (4)
"
0.3t & Lo 4 where p . p_are the theoretical
\\ and experimental values of the
o Ty o ceramics  density  (the
T theoretical values for the both
o1k ceramics are almost the same).
& In Fig.2 there is shown the
: ! L 1 --tm%  dependence of x, x_ on the
0 ORI (R e )

gonientaso S thelsphase
Y,BaCuO, . Figs.1,3. show,
that for H=0 there is a sharp decrease of % ‘(0) with the increase of dielectric
phase. The possible cxplanation is the following: the probability of percolation
chain forming is sharply decreasing with the increase of this phase. Therefore
the sample N9 (50% of dielectric) has such a behaviour, as if there were
almost no weak links in it and y=const. The sample resistivity also increases
strongly (Fig.4), which qualitatively agree with a theoretical percolation
dependence [1]. Itis necessary to note, that in realily there exists an additional
phase in the initial sample, nearly ~ 33 mass % (Fig.2). So, as it can be seen,

Fig. 2.

- 4ny' p.nOhmem
10—
70
: 60 r
50F
0.5 40 F
30 F
20
21l % o 2-1-1m %
0 I'D 2'0 3}] 4Ir1 5:) 0 II(J zb 3.0 4I0 10
Hig 3, Fig. 4.
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the content of superconducting phase in the sample N9 is (17£2)%. Fr(y{
the classical percolation theory the percolation limit is 19%, whichas'equal—: ')
to the experimental value of (19+2)% in the experiment on aeotrposite! < « ¥
HTSC-Ag [1]. As the critical current in the sample N9 is very small (J. = 10
fI..,), one can consider the value (1742)% as a real percolation limit, which
is in a good agreement with the expected value.

. The authors are grateful to N.Kekelidze, G.Tsintsadze, M.Chubabria for
interest in the work.

Thilisi I.Javakhishvili State University
Georgian Academy of Sciences
Institute of Cybernetics
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THE INVESTIGATION OF FUNDAMENTAL ENIISSIOD?
OF ZnO CRYSTAL GROWN BY RADICAL BEAM -+
EPITAXY METHOD elo= Ul d0

T. Butkhuzi, M. Sharvashidze, G. Natsvlishvili,
E. Kekelidze, D. Peikrishvili, E. Chikoidze, L. Trapaidze

Accepted for application 14.12.1998

ABSTRACT. The PL spectra of ZnO obtained by original method of

Radical Beam Epitaxy are investigated. In the samples of 10'*°Q cm
resistivity the exiton luminescence of free A, B and C exitons is
observed. In the samples of 10°-10"Q cm resistivity the new T line, B
exiton and M line — known from the literature — are observed. The
nature of T line is explained and the new interpretation of M line is
given. The observation of free exitons and polariton emission justify,
that emission recombination of free exiton is prevalence them
nonrecombination processes. This means that the layers obtained by
us are of light purity and monocrystallinity.

To obtain the monocrystalline semiconductive layers of high purity and
to regulate its optical properties is a very important problem of optical
clectronics. These semiconductors should have the absorption and emission
ability in visible and UV range of spectrum. That’s why it is very important
to investigate the fundamental emission of wide band gap compounds, in
particular, ZnO samples.

In spite of that this compound has clearly marked semiconductive
propertics at wide band zone, vertical optical transitions, high efficiency of
emission and absorption, photo, cathode and electroluminescence, high
photoconductivity and etc, the use of ZnO crystals in practice is very limited,
due to the following demerits:

I') The high temperatures (1800-2000°C) of synthesis lead to the existence
of great amount of uncontrollable impurities into this compound.

2) They have good compensation ability, therefore they are of
monopolarity n-type conductivity.

10
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It was impossible to obtain hole conductivity in ZnO crystal by traditional 5 =)
methods. [1]. ello—= ll1YIdd
The method of Radical Beam Epitaxy [2] (RBE) makes possible to obtain
ZnO crystals of both n- and p-type conductivity. During the above-mentioned
method the growth of crystal layers occurs on the surface of the base crystal.
The growth process proceeds by metal component. extracted from base
crystal and by oxygen radicals absorbed from the activated oxygen
atmosphere.
The interpretation of photoluminescence (PL) spectrum of ZnO., in spite
of theoretical and experimental data is still under the discussion. It is due to
the existence of great amount of defects (impurities) in the crystals, which
are obtained by traditional methods. For example, the photoluminescence
spectrum of ZnO obtained by traditional methods (from gas phase. epitaxial
layer, hydrothermal method) consists of fundamental bands in ultraviolet
arca and of yellow-orange wide non-structural band in visible area. These
bands are caused by intrinsic defects and uncontrollable impuritics. Some
authors connect the latter with alkali atoms (Li and Na) [3-5]. Ga, Al, Cd
[6], Se [7] and etc. Also there was not the interpretation of M band in
fundamental area of emission.
The investigation of optical properties of ZnO crystals, grown by RBE
method, makes possible to interpret the emission bands.
In Fig.1 the PL spectrum at T=77K of the ZnO crystal grown by this
method with resistivity p~10"Q cm is shown. The registration of PL was
carried out by the device, block di-
1“'10“ Sraan agram of which is shown in Fig.2.
B The spectrum contains three peaks
HuT of fundamental emission: A_ =
S =367.70m, A =366.8nm, A_ =
-\ =362.7nm (the continuous line, Fig1).
5 For},  =367.7nmand A =366.8nm
bands the half width is Al=10-12meV,
» # and Al=6meV for A =362.7nm.

Fig. I The PL spectrum of t~0 layers According to Thomas exiton
of p=10"Qem resistivity, at T=77k,  model [8], the s-type conductivity
0, g A band of ZnO crystal has I, sym-

1
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Fig. 2 Device for registration of PL spectra: (1) Mercury tub [IPII1-100, (2) Xenon
tub JIKCII-100, (3) Nitrogen LASER JITH-21, (4) (5) by light filter was separated
A_ . =313nm, (6) Quartz lens, (7) Monocromator M /[ P-12, (8) monocromator

" MIP-23, (9) ®EY-100, (10) ®EY-62, (11) Recorder JIKC-003,
(12) icollecting lenses.

metry. The p-type wave functions are transformed by I';, T, and T,
representation. The ') symmetry has upper valence band. Due to the selection
rule I',— T, transition is allowed for light, polarized perpendicular to ¢
hexagonal axe. But I'.— T', transition is allowed for

BA perpendicular as for parallel polarized light. Thomas
i connected each subband with conductivity band to
A,B and C exiton. The width of splitting between A

and B subbands is 8mev and between B and C it is

\ 40meV (Fig.3). The experiment connected with
etk polarization shows, that in ZnO crystal two upper

U}\ subbands change the places to each other and the upper
.-\*7}-\1-7 valence band has I", symmetry, the medium band has
B ! I I', symmetry and low band has I'; symmetry. Thus,
5 / \ T we can say that in the part of exiton luminescence

spectrum, A and B exiton emission should not have
Fig. 3 The energetical preferably expressed polarization. B exiton should have
bands of t~0. the polarization perpendicular of hexagonal axe.

12
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It is known from the literature, that it is impossible to rcglstrate B and e-

exitons with short wave length in PL spectrum due to strong self—a’bSGrptiUn' S

and thermalization processes [9].

The transition of high-energy exiton into low energy state by thermalization
processes is impossible, because close to k~0 area the interaction takes place
only with longitudinal optical phonons. The energy of these phonons is
B —70meV which is more than the splitting energy between valence bands.
T}ns process should be accompanied by emission of infrared quantum of
A=25.8mkm and A=31.0mkm wavelength. These bands are not observed in
PL spectrum.

The non-emission degradation of free exiton by impurities and structural
defects can be realized by two mechanisms:

1) The degradation of free exiton in electron-hole is possible pair during
the interaction with electrical field, which is created by charged defects and
impurities.

2) The realized energy after exiton annihilation is transmited to electrons
bound with defects. Then electrons transmit to conductivity band and by
consequent thermalization give a part of their energy to the crystal lattice.

The bond energy of B and C exiton is less than A exiton. Therefore the
probability of decay on structural defects for short wavelength exitons is
higher than for A exitons.

The hexagonal axe is perpendicular of the surface of the crystal. The
investigation of luminescence direction shows that A_ =366.8nm emission
has polarization perpendicular hexagonal axe (dash line, Fig.1). The other
two have not the preferable direction of polarization. After comparison of
PL spectrum and reflection spectrum and after using Thomas exiton model
we can say, that bands in PL spectra registered by us are connected with
emitting recombination of free A, B and C exitons.

In Fig.4 PL spectrum at T=77K of layers with resistivity p~10°-10"'Q

cm. is shown. Also in this case the visible part is not observed. The fundamental.

emission is represented by three peaks: A_ =363.1nm, A_ =366.8nm,
A =370.6nm. The peak A =363.1nm in PL spectrum is registered for the
first time. It is denoted as T. After the comparison with reflection spectra it
is clear that A, =366.8nm band corresponds to recombination emission of
free B exiton. As to A_=370.6nm peak, in literature it is known as M line.

13
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Fig. 4 The PL spectrum of ZnO Fig. 5 The structure of M line at
layers of p=10"-10"€.cm. resistivity, different excitation.
at T=77K. A, =337.Inm

The interpretation of it, is not unambiguous. Some authors think that it is the
emission of electron-hole plasma [10,11]. This band was observed at law
temperature under high excitation conditions. At excitation I=10'v/em? of
M,=368.5nm, M, =370.0nm and M,=373.0nm Fig.5.

For identification of T line and for interpretation of M line it is necessary
to take into account new types of excitations in crystal.

In particular during the consideration of exiton dynamics, it is necessary
to consider the interaction between exitons and fields of other particles. This
leads to the creation of stationary state of cxiton-photon field. The
transformation of exiton and photon spectrum into polariton takes place.

The dispersion curve of polariton is created by dispersion law of photon
and by parabolic dispersion law of exiton after interaction:

Ega=fick
Guyohiks
EbasBuimes e o
naage 2N

Closc to the cross point of dispersion curves of photons and exitons the
strong exiton-photon mixing is observed. The new type of excitation is created,
which is not neither photon nor exiton Fig. 6.

In the area of big l-:, the state of polariton is similar to the structure of
the state of’ Coulomb exiton. In k ~ 0 area polariton has nature of light. The
polariton states corresponding to this area, are called light like states. Just
within this area polariton can leave crystal and appear in the exiton

14
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Fig. 5 Fig. 6

luminescence spectra. Within the middle area where the exiton-photon mixing
is very important. the dispersion law of polariton is different of both exiton
and photon dispersion law. Just this area of polariton spectrum corresponds
to the fundamental absorption in crystal. The registration of polaritons from
this area in PL spectrum is possible if the free path of polariton is less than
the thickness of the crystal. Within the area of big E multiple collision
between polariton and phonons takes place. So, the intensity of luminescence
is determined by big wave vector of polariton from k ~0 area and by the
probability of transition within middle area.

During the interaction between exiton and phonon besides the mentioned
polariton band one more band is appeared. This band posseses in the more
high-energy state and approaches asymptotically to dispersion law of
phonons. The states, which correspond to high polariton bands, are called
light like. Because those states are similar to dispersion law of light the law
polariton band is called exiton like. This means the existence of two type
exitons: small mass exiton of above polariton band and heavy mass exiton of
low polariton band. The light can be realized from crystal in case of
qQuasiparticles which create light have parameters corresponding to dispersion
law of light. Quasiparticiles from the above polariton band can be easily
transferred into light and leave crystal.

During the radiation by energy more than band gap energy, at first the
exiton of above polariton band is created. Then this exiton transmits phonons
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to the parts of wave vector and energy and occupies position in the min‘iﬁum
of the polariton band. In the case of interaction with acoustic phoroms.
polariton gets a big wave vector and this state corresponds to‘fow ;pUIariit)n"
band.

Polaritons of the above band can be easily sputtered on the defects which
leads to the nonemission degradation of it.

The mass of polaritons from low band is big. That’s why the probability
ol scattering on defects is small, though they are exiton like and [or
approaching the E arca their scattering is necessary. In the samples with
small quantity of defects the primary emission should be from the above
polariton band.

A great amount of exitons are created at strong band-band laser excitation.
The overlap of wave functions of exitons produce the creation of exiton
molecules. In principal state it has I', symmetry and J=0 orbital moment
corresponds to it. The selection laws allow AJ=x | transitions. The canals
of exiton molecules decay are shown in Fig 7. There are three canals of
degradation of exiton molecules:

EM. — L.PB.+hv,
EM. — BL+th
ERL — ELEB v, .

The energy of exiton molecule in ZnO is 6.73~6.740eV. The energy of
low polariton band is E,_,,=3.369¢V. From this we can obtain values for
hv, hv, and hv, - 3.362e¢V, 3.348eV, 3.320eV. These values correspond
to maxima of M,, M, , M, bands. The emission energy from above
polariton band is E_, -(hv,); it gives quantities
362,92nm <A, <363,89nm. The obtained values are in good agreement
with the position of T line. So, A=363. 1nm line is connected with the
emission of the above polariton band. There is little information in
references about emission of the above polariton band due to the strong
absorption of photon like polariton on the surface.

The shift of peak of M line towards long wavelength can be explained by
the following. During the increasing of excitation energy the states with
comparatively long lifetime, which correspond to low polariton band and B,

exiton, approach a saturated regime. Polariton from the above polariton band

16
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has short lifetime, therefore the intensity of M line from some excitation”

value increases more rapidly than the intensity of M and M, . As a re-suh‘_,:‘t'hc' vl
e S LA HIPEE

peak of M line shifts towards long wavelength.

Hence, the observation of emission of high energy B and C exitons,
emission of polariton band, nonexistence of visible luminescence and bound
exiton, justify that the emission recombination of free exitons prevail over
nonrecombination process. This means that the layers obtained by us are of
high purity and monocrystallinity.

Thilisi I.Javakhishvili State University
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OPTIMIZATION OF WEIGHTS FOR THESHOLD

REDUNDANCY OF BINARY CHANNELS BY THE METHdD"

OF GENERALIZED DISTANCE (MAHALANOBIS?)
Zh. Gogiashvili, O. Namicheishvili, G. Shonia
Accepted for publication 11.01.1999

Abstract. Method of optimization of generalized distance
(Mahalanobis) has been used to define the weights at the inputs of the
threshold element and the new result is obtained for the abovesaid
values. Determination of threshold element error probability according
to the pattern recognition theory derives an algorithm with the weights
estimated by Mahalanobis, distance optimization.

Introduction. Let a binary signal with the code +1 or —1 be received on
the n-homogeneous information channels 8,,B,,...,B . Due to the probable
failure of the channels the quantity of variable x at the output is formulated as
asetof x,x,,...,x orthere is n probability of realization of variable x. Clearly,

each x (i = 1,n), in its turn, is a binary variable getting the meanings +1 or -
1. This redundant information (n version of the variable x) will be given to
the decision receiving or restoring element (organ).

Decision receiving element is a device defining the decision, or the value
f’f the outputting signal y on Fhe bams. of the signals X\ Xy-o- %, gIven to the
input. In other words, decision receiving element is a switching circuit
realizing the binary function y=f(x .x,,...,x,) of the n binary argument
X%

If probabilities q,:9y---»4, of binary channels B,,B,,...,B, are different,

then to each information input will be ascribed its weight a,, (i = 1,n), where
a, is a real number (-eo<a<e0). In that case, on the basis of the weighed

2 n
input signals the decision y is received using the relation y=sgn [2 a;x; —© } ;

i=]
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where O is the so-called threshold of the element (quorum). Thcrefor(he
elements working on this principle are called the Lhrcshold clétnents. “The

o ad W= llll'(l.‘(i’
i+]

latter relation can also be written as y=sgn 4iXi {if we formally assume
=1

that ®=a,_,and x =-1, what means that the information channel B always

generate the signal x  =-1 for an arbitrary meaning of the input signal x.

Accordingly

=1, for z<o
sgnz=+0, for z=0
aia L8 o7 e 7 ()

The present work aims to define the up to now unknown optimal weights
@, (i=1,n+1) at the inputs of the threshold organ [1] with the help of
generalized distance (Mahalanobis™) (Fig.1).

Determination of optimal weights. Let us agree to consider the given
problem as that of classification when the input signal x is to be ascribed to
the class Q or Q, on the basis of the X Xy,...,X, | Versions of this signal.
Number of these versions is n+l.

According to such an approach the restoring signal x must be treated as
a random quantity X with realizations x, characteristic of which is the 7+l
random quantity X ,X,,....X . Expediently the set of these quantities is to

4l e y=sgnz

Nonlinear element

Decision element

Fig.1. The model of threshold organ

20
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be considered a random veetor. In other words. regulated combination of
the column n+1 must be considered: Jia {1135

i‘|c‘1_;cl| GII'(VJ
X
Xy !

}': :_ =(X1'X"”' Xn+])

X

where <<'>>is a symbol of transposition. Thus, each element X, (j =1, n+1)
represents a component of the random vector.

Realization of the random vector X can be written as a vector of
observation:

.;f E (xl,xz, x.lHl)

where the components of the vector are the realizations x,.x,,....x
random quantities X, X,,....X .

Vector with the components XI,XQ,...,X"H
common function of distribution

of the

can be described by the

f' (.’C)= PI’Ob{ij.)C]; Xzzxz; ‘)(;.;+l=x:1+l}’

where the probable meanings of x, (i=1,n) are -1 or +1, and x  =-1.

It is casy to see that for the class €2, the vector has the following
distribution

]n'l

n+1 2 X+

®=1]a = -0-a)2, ()

i=1

and for the class Q.

X+l
n+1 5 I-x;

f,(x)=qu_ 4 '(]*qz')i? ) (2)

i=1

Given relations are justif X ,.X,....X  components of the vector X are
independent.



///
Mathematical expectation u=MI[X ]| for any arbitrary component [Ldﬂ
be obtained by particular distributions of the quantities X.. Cﬁmhlmtmn oi

the aforesaid mathematical expectation n+1 can be written in1He forig of'the”

mean value vector u

= M[)?]: (}11- SR REE | )

Namely. the centre of distribution of probabilitics of the vector X for
the class Q can be defined by the vector

!-11 :(ull'“I2""’“Iu'“i(u+l)) (3)
and for the class Q, by
-HI :Cul Do o, ,ul(u+])) 3 )

where

; =1_‘2q,' (SJ
!12; 251‘
t—In+I

Particular distributions of X..(j,, ;1) define the dispersions 67 of these

random quantities and the combined distribution of X, and X, components
define their covariance Gij:

G forr g
Jeri-j

2. :M[(Xf —H; )(Xj “Juj)]: (6)

[t must be noted that the combination of the dispersions 6,=67 and the
covariances ©, =2 make the covariance matrix generalizing lhe notion of
one- d:mensmnal random quantity dispersion

22
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As we consider the case. when the components X X e (L ).
vector X are not interdependent, hence c,=0 for every ri_] and il represents,, . .

e "aidiididd S

a diagonal matrix X:

£
A C S N s

It can easily be seen that the dispersions 67 are equal for both classes and it
is defined by the expression

6(22);' = 0',2 = (1-g;)

Thri=
o i=lLn+l1

(7

Consequently, the covariance matrices are equal
g = ZH =3 (8)
So, studying the threshold element we assume that the parameters and

are known and according to its working principle the threshold organ is
considered to be a linear combination of observations

a,\+a;\+ =Ry

n+1""n+1"

This expression is called a linear discriminant function. The vector of
observalions ¥ is considered to belong to the class Q, for z>0 and to the Q,
for z<0, and for z=0 the decision is not received.

Letus introduce to consider a random quantity Z defining it by the relation

n+l
£= ZaiXi ' 9)
or ' = :
n+l
z=5z , (10)
where i=l
Z=aX, (11)
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It the observation x for the class Q is realized, then the sum (9) has

o+ J

the distribution 2 ;
Yidd "audd dddid o
n+l

F](Z):jil.flr(zi) (12)
where * - is a symbol of convolution, and
(J',j'f;ir EQL"!
f];(ff):qf' & ([_(l;) . L)

where z; gets the values +a, or -q, .
Mathematical expectation of the random quantity Z can be computed by
the formula

n+l n+l
m=Y apy, =Y a(l-2q,) (14)
i=l =l

Similarly, when the observation X :(xl,xz,...,xm) belong to the class
Q,, then distribution of probabilities of the random quantity Z is defined by
the formula

n+l
FQ(Z)ziil.fzj(Z;) (15)
where
Zihd it
Gilel=a dalsg) 2 (16)

and the probable values of z, are +a, and -a,.
If the observation ¥ is of the class €,, then mathematical expectation
of the random quantity Z is defined by the formula

n+l n+l

| ml=2a,-u3,- =Zaf(2fi';_l). (17)

i=1 i=l

Comparing the formulae (14) and (17) we can easily conclude that

m=-m,
] 2

and analyzing the formulae (13) and (16) ;ve derive

S (Zi )icg(“ < )}

I=Tn (19
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Consequently,

P Tl dddd o

F1(2)=F'(-E). (20)

Dispersion o2 of the random quantity Z is equal in both cases and is
defined by the formulae

Ge 4,04, (21)

Using (7) for o, =0 the formulae (21) gives

n+l
0l =) dalq(-q,). (22)
i=l
According to the heuristic points of view the weights a ,a,,....a_ should
be chosen so that the values of the mathematical expectatlons m, and m, be
different as far as possible, and the dispersion be minimal.
It suffices to choose the generalized distance (Mahalanobis) [2] for a
target function
2

e
o= i

-

In our case it has the form:

n+l
[Z (!111 ru“”f:l (24)

n+l n+l

a,0,a;

p=
i=l =l

The weights a(i= L+l ) giving the maximum to this expression satisfy
the following system

P _o
RN : ‘ (25)
i=lLn+1

Using (24) we arrive at

23



z“i (Jun _J“y) (-:2'67':"

“l‘ ‘uj‘ :El—r —— Wi "addd addod o
Tntl n+l n+l

O'\far a; O'!,,ﬂj
=1 ==l

Each vector (a,,4,,...,.a,,,)" is the solution of the system of equations

n+l

(26) if it satisfies the system

n+

0,d; =k(m, - 15,

sf
: (27)

s=lLn+l
where k is an arbitrary (free) constant.
Taking into account that in (23) 6,=0 for i#j and 0 :Gf we get

a,\'g.% 5 k(l'll,\' s Ju'lr)
s=lLn+1 '
from where
k p’l\ lu"'J\

s (28)
s=1,n+1

Using (5) and (7) finally we get

e 0li~24; ©
2g:(1- ;)¢ (29)

i=Ln+l1

If the existence of positive weights is desirable for g <1/2 and the negative
weights for ¢>1/2, then the constant k must satisfy the condition O<k<eo.

For such weights the distance r equals the absolute value of the difference
of the characteristics m_and m,

=|my —my|= p

n+l
e (30)
i=l qi :

26



where. as it was already mentioned, m_(i=1,2) is a mathematical expectdllon

of the sumeorth(,classQ eilo—= Ul1Ydd

Thus, if we choose the W(:lghls a. according to (29) then there holds a
theorem

ol i3
m, — | ; 31)
Formula (30) shows that if probabilitics of crrors at the inputs do not
equal 1/2, then increasing the number of threshold element inputs n the
generalized distance p is monotonously increased and the probability of signal

restoration error is reduced. In particular, generalized distance p for majority
elements equals

_(1-2¢)
q(1-g)
where ¢=q,=..=q,=q and ¢, =1/2.
Family of the dependenceb p(g) for a number of meanings n is shown in
Fig.2.

ST (32)

120 | L

100 |

0,05 0,1 0,15 02 0.25 0,3 035 0.4 045 05 055 06 0,65 0,7 0,75 0,8 0,85 09085

Fig.2. Dependenc.e of generalized distance (Mahalanobis) on the probability of
error of majority element inputs for some values of the number of the inputs.
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Fig.3. Discrete distributions F (z) and F(2) of the random sum Z for the
classes €, and £2,.

Probability of error. Let us consider the Fig.3 define the probability of
error of the threshold element. There are shown the two distributions (F(z)
and F,(2)) of the random quantity Z for the origin z=o.

If x=1. i.e. if the vector of observations belongs to €, bul z<0, then the
decision y=-1 is mistaken and its probability

Q, = Prob{Y =—1/x= +1}= ProbiZ <0/ x =+1}

is defined by the expression:

0= k) (33)

If x=—1. i.e. if the vector of observations belongs to Q, but realization
of the random quantity Z is more than zero (z>0), then the decision is mistaken
and its probability

0, = Prob{y =+1/x=~1}=Pi ob{z >0/x=

is defined by the formulae

0, = ZF, (2)=Y Al-2)= Y A== F (34)

=>0 —z<) wel
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Probability (Q) of the signal restoration error of threshold dcuqmn organ
can be defined by the formula of the complete probability

< g =y 1)

o ad (_n” 1(!;1 7
O=qys 0 +(]_q”+l)'Q2 =0, :Qp (35)
where ¢,,, 15 2 priori probability of identification the class €2, i.e. apriori
probability that the signal x has the meaning x= +1.
Thus
n+l |
: 35
Q Z r ) 2 f]{ r ( )
=
where the function f, (z) 1$ dcimcd by (13) and there is to be mtroduced only
that member which wnusponds to the negative meaning of the variable z.
The total number of discrete meanings of the variable z is PEslias
2=&, +d,+ - +a,+d,, . where a; equals +a_ or -a; .
According to the formula (35)' each discrete quantity of the variable z is
satisfied by the summand Q. ( j = 1,n + 1) equal to the product of probabilities:

n+l

Q}E ():x f( ) q"'“.'an'zin-%l
j:l,2"+]

where

o _{ 4, for z=-aq

Pon, 1=y, ofor Ly = Sy

To derive the existence of probability Q it suffices to sum up the
summands answering the negative meanings of the variable z, 1.e.

QZEQ;'ZEZI']"?Z' 'an'anﬂ‘ (35)”
z<0 z<0
Evidently, the exact algorithm obtained this way coincides the basic result
of [1].
Conclusion. Method of opumlzanon of generalized distance (Mahalanobis)

has been applied for the first time to define the weights of the threshold
clement inputs. Quite a new result (29) is obtained. Determination of
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probability of error of the threshold element with the approaches of pattefn
recognition theory led us to the algorithm (35)” with the weights-estimated
by optimization of Mahalanobis’ distance.

P P S AR
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THE NUCLEAR SPIN TEMPERATURE SHIFT IN""..~ 777"

DISORDERED STATES WITH PARAMAGNETIC™ """ 7"

IMPURITIES UNDER ULTRASOUND SATURATION
CONDITIONS

Ts. Khutsishvili
Accepted for publication 11.01.1999

Abstract : The nuclear polarization in disordered dielectrics with
two-level tunnelling systems under the ultrasound saturation conditions
is investigated.

It is shown that the nuclear inverse spin temperature became 40
times higher in the above mentioned conditions.

It is well known, that nuclear relaxation in solid states with magnetic
impurities is caused by local field changes due to electron spin fluctuations.
On the other hand the electron spin reorientations are caused due to electron-
lattice interactions [1].

If the electron spin relaxation time is less than nuclear spin relaxation
time, the nuclear spin polarization occurs when electron spin resonanse is
saturated. In solid states the electron spin relaxation time is caused by electron
spins interaction with phonons.

It is also well known, that disordered states at rather low temperatures
(T<10 K) exhibits anomalous universal properties, caused by low laying
excitations with constant density of states P — 10*J" m* [2]. The so-called
two-level tunnelling systems (TLS) introduced by Anderson, et al and Phillips
[3], are atoms and group of atoms, in two semiequal states, with tunnelling
between them.

It was shown in [4], that TLS plays an important role in nuclear spin
relaxation at low temperatures.

The aim of this article is to investigate the 'possibility of nuclear polarization
under the ultrasound saturation conditions in disordered materials when the

pin-lattice relaxation is caused by TLS.

Let’s consider the amorphous dielectric with paramagnet impurities:
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_cugzs +quZJ +ZEI +H /*l)

i STl i o S
H, = 23(1 A {1 cos . + %(lf+l,-)sin&}

where :
A A2 |2
cost) =——=— ]__,;, 3
& &;
: AT
sing, =——2,
&

1
o = (AT,, +A%)E is the TLS energy, A, energy of asymmetry, A . tunnelling
energy, S, J#, I* electron, nuclear and TLS pseudospin operators projections,
@, @, Zeeman energies of electron and nuclear spin systems, B the superfine
interaction constant.

The first three terms of Hamilton operator are the electron, nuclear and
TLS subsystem energies, the forth term is the effective interaction between
the nuclear electron and TLS subsystems. Concerning the dipole-dipole
interaction among these systems it causes the spectral line broadening and
spectral diffusion processes. The spin-lattice relaxation time is well known,
so the spin lattice relaxation is taken into account in the final equations.

The whole system can be considered as three subsystems and interaction
between them is caused by effective interaction operator.

The evolution equations of subsystems are derived using Zubarev’s
nonequilibrium statistical operator method [5] and have the form:

dp, O, o, 1
ol s . G )
i B, o, Bs o, Bo 7 (BJ ﬁ[,) (2)
dp [0} 1
ds e _663_5[3D—7(ﬁ5_ﬁ£.)’ (3)
t s Ty
d, , W, 1
B'D‘:_Yﬁf "'}’"_'ﬁs_y";ﬁn___(ﬁo_ﬁll)s (4)
dt CU_, (OF TDL
here Bs == B, = —, are the inverse temperatures of electron, nuclear

and TLS subsystems correspondmgly It is necessary to take into account,
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that we consider the fast spectral diffusion in TLS so that the unit temperature. . ..
is considered for TLS. Here : )
w8’ Ny
G N

o)

5 = n.B Pﬁ
16 Ng

B’ o,

=Zompd
. 16  wg

P is the density of states of TLS, T , T, Lo nuclear, electron and TLS
lattice relaxation time, BLthe inverse temperature of lattice.

Due to the high rate of electron relaxation we consider B=p_If the
saturation sound is applied at stationary case the following expression for
nuclear inverse temperature is achieved (with the following initial conditions):

B0=B, B,(0)=0):

Wl Tl il W

(O ol ;.

()

J —
n]
Aer—Sor ol
;

In order to estimate the quantity of gained inverse nuclear spin temperature
let us consider the following parameters for the sample: 7 ~ 107 I sec,
1 -2
@s ~10"Hr, o, ~107 @, N, ~ 10°N,, P ~ 10J", B ~ 10°Hr, 7.~ ~ 10
JL
sec’! [4]. i

In this case o, ¥ and 7, Darameters are
: DL

1
o ~2104 sec”!, ¥ ~21072 sec”!, — ~31072 sec™
DL
and the inverse nuclear spin temperature is:

ﬁ_} 5 40ﬁ]’_

So the nuclear inverse spin temperature became 40 times higher.

Thilisi I. Javakhisvili State University
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ON THE QUASISTABLE SYSTEM OF TWO -y pory
METASTABLE HELIUM ATOMS

S.Dibo, T.Kereselidze, I.Noselidze

Accepted for publication 18.01.1999

ABSTRACT: The behaviour of the "X’ term of a system of two
metastable helium atoms at medium and small internuclear distances
is investigated. The energy of the system composed by two triplet he-
lium atoms is shown to have a minimum at R=1.5¢ and a maximum at
R=2.0a,. The minimum is located 10.8¢V above the energy of the non-
interacting atoms. The possibility of coupled system formation is dis-
cussed.

It is well known that the total energy of doubly charged ion of helium

quasimolecule He; ™ in the ground state has a minimum at the internuclear
distance R=1.33a,, a maximum at R=2.174, and tends to the energy of two
noninteracted He' ions at R—es [1-5]. Because of the strong Coulomb
repulsion of the nuclei, the bottom of the well is 8.66eV above the value of
the energy of two isolated He’ ions. Calculations show that the potential
well contains five quasidiscrete vibrational levels [1]. According to the esti-
mates of [3] the lifetimes of the levels to decay due to the tunnel effect
amount to the following: for the ground vibrational level 10'"sec, for the
upper level 10" sec. The height of the potential barrier is 1.50e'V.

Thus, in the decay of the quasimolecule Helt into two He™ ions, an
Y q 2

energy about 10eV is released. It is a large energy on a chemical scale (For
comparison we notice that in the decay of one molecule of the trotyl 9.86eV
is released [6]). However, since the quasimolecule He;™ is electrically
charged, it is not possible to accumuléte such a gas in significant quantities.
Therefore, the question arises as to whether this property of the He}* quasi-

molecule is preserved if it is completely neutralized by the addition of two
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clectrons. In other words, could two helium atoms in any electron”stale
form a quasistable system with a large (on a chemical scale) deédy energy?
This system could be a good accumulator of energy. The~existence- and~
magnitude of maxima in the bound states of He, are important factors in the
determination of the composition of helium plasmas and afterglow.

Two helium atoms in the ground state have one purely repulsive term
[7.8]. Therefore they do not form a stable system (or, consequently, a qua-
sistable one either). Some of the energy terms, which correspond 1o a heli-
um atom in the ground state and a helium atom in an excited state at infinity,
Icad to the formation of a quasistable molecule, with a maximum decay
energy from a fraction of an electronvolt to one electronvolt [9-14].

The next terms energetically are the quasimolecular terms correspond-
ing 1o two metastable helium atoms at infinity. If two singlet helium atoms

approach each other, then a single term ]E:', is obtained. If one of the atoms
1s in the triplet spin state, then the number of terms is doublet, and they differ

in parity. In this case we have *X* and X7 terms. If both metastable helium

atoms are in triplet spin states, then we have three terms: *X}, *2" and lZ:
with respective total spin s =2,1,0.

The behaviour of the 'E; terms as a function of the internuclear dis-
tance R has been studied in [15]. It was obtained that these terms have a
minimum and a maximum in the internuclear region R< 3a,. The minima are

located below the energy of the noninteracting atoms. ’IhL heights of the
maxima are less than 1.5eV.

In the present paper we investigate the behaviour of BE: terms of a
system of two metastable helium atoms at medium and small internuclear
distances. We will determine a location of the minimum of the potential ener-
gy with respect to the energy of two noninteracting metastable helium at-
oms, moreover we will estimate an energy released in the decay of the quasi-
molecule He,.

The Schrodinger equation for the four electrons in an axially symmetric
Coulomb field of the two fixed nuclei @ and b with charges Z=2=21is

4
Hta-22h3 ko O

’k J<i=l1 ‘“
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Here i, and 7h are the di\ldnu,\ ol the k - th LILL[[’U]] from the re- /%
spective nuclei a and b. 7; *Ii_',,,- Ll =1 = ”’I' E(R (R)—4/R dsailies 5
electron energy and E(R) is the total energy of the qmsamo!eculc (heveand! 1JIJd 2
below we use atomic units e=m=H=1).

We neglect in zero approximation the repulsive interaction between the
electrons and treat the neglected part of the potential energy in (1) as a
perturbation. The simplification results because the approximate Schrodinger
equation is separable into four equations

1
_"’AL :—77—7 (7R o R), (2)

where k=1,2,3.4. Each ol these equations describes an electron motion in
the field of two stcd nuclei with charges Z=7=2 (He,-llke quasimolecule).

The excited - E states of helium mo]ecult, He, are obtained by lifting
two electrons (o gxucd terms of He;j -like quaqumo[ec,ulc (these terms pass
into the levels of He™ ions with principal quantum number n=2 at the sep-
arated atoms limit), and leaving two other electrons in the terms which pass
into the levels of He™ ions with n=1 at R . There are two terms Iso, and 250,
of the He,-like quasimolecule which transform into the levels of the He?
ions with n=1 at R —s co. There are two terms lscr .and2pg of the H -like
quasimolecule which transform into the levels of the He; ions with n=1 and
four terms 2s0,. 3po,, 3(!6 4fc, , - which transform into the levels of He™*
ions with n=2 [16] (we classny the terms of the He;-like quasimolecule by
the quantum numbers of the united atoms).

For *Z! states of the quasimolecule the wavefunctions can in the inde-
pendent particle approximation be written as Slater’s determinants:

Dy =detp,0.0 By, 0y, 0, D =delo,0.0,B.v 0,0

D, =det 0.0, B.w BB, D =deto,00,8.v,B.w.B.

D; =detp, o0, B,y oy, D_;_ = deﬁ(p,,a, ONCRTNATS Bi 3)
Dy =detg 0.0 By, B.,0f Dy =delg,0.0,8.¥ By, 0,

where P @, and v,y are the wavefunctions of Iso,, 2po, and 250, Spo'”
states of H -like quas:moiecu!e respectively, o conf:@ponds to “‘spin up”,
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and f3 corresponds o “spin down”. The delerminants D. D/ and D D/llL
the eigenfunctions of the z-component of the total spin upudtm Rl wnh Tthe
cigenvalues s =+ 1 and s =-1. respectively. The linear combinalisng '(’D&DJ}
and (D;+D.) are also cfgenl‘mwlions of the operator §_ with the eigdwal-
ues S_zb. 7 :
Besides these determinants there are eight determinants which corre-

spond to the * I states.of the quasimolecule

D; =det ¢ ,01.9,00y 0Ly, B, o) = det|p 00,0, 0., B
D, = cler?qo,.5.@,,ﬁ.w‘wcx.w,ﬂ,ﬁg. Dy =detp, B.0, 8.y, 0.y, 8,
D; =det 9, 0.9, B.y oy f. D, =detip,0.9,B.v,0y,B,
D =delp B9,y 0.y B, Dy=delp, 0,009, B

(4)

The determinants D, (or DD (o D) (D+D,) (or D] +Dy) are eigen-
functions of the z-component of the total spin operator with the cigenvalues
s =+1,—1,0, respectively.

: Substituting instead of v, and y in (3) and (4) ¥, and W, - the wavefunc-
tions of the 3do, and 4fc, states of the H; -like quasnmolecu]c we will obtain
sixteen new delcrmmants which LOII‘CspD!‘ld o Z states of the quaslmo-
lecule. We represent these determinants as DI,D,, Dg and D D DS.

Besides determinants considered above there are sixteen more dete:mi-
nants for the - E+ states of the quasimolecule

G, =detlp, 0.9, By oW, 0, G =detlp,0.0,B.y 0. 17,0

G, = detjp, 0.0 BV 0y, 0, G} =delo,a.0,B.7,0.y,0],

Gy =detg, 0.0, B.¥ BB,  Gi=detlp,0.0,B.v B.7,5,
G, =del9 0.0, BT BB,  G,=delo,x.0,8.7 BB
Gs =dellp, 0.0 B.W 0.7, B.  Gi=dedp,a.0,B.yv, 07,
G derlfgoga,fpg B, B .1;7”0.'!, GhH= deriqoua, o.B.v, ,B.q’i,,o:E.
G, =detp, 0.0, B 0w, B. G =detp,0.0,B.%, 0.,
Gy = detlp 0.0, B, By, G der!q)“a, ?.B.V B ,w,,ag.

(5)
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HLI’LG G (urG 1 (G )andG G (or (‘ {0 )dlCth ctzeniumllons Utlhe
--component of the total spin operator g with the cigenvalues s —+'] dl]gJ“ .«.}

s.=—1. respectively. and (G +G) (or 5+G{_) and (G,+G,) (or G +Gy) are

the eigenfunctions of the operator §_ with the eigenvalues 5 =0.

At last there are sixteen more determinants, which take part in the deter-

5 . ~ . |
mination of the wavefunctions of "Z states:

G, =der‘q)_l,a.q:'ﬂo:.w_,‘,or.lfi“ﬁj_. G, :der}qo‘,\.a.qo”a_w”a.u']“ﬁ%.

G, =detp, 00,09, B.F,0, G, =delp,0.0,00y,B.7,0]
G; =detigp B.o By oW, B. G, =deto B.0, By, wuﬁ
@ =detp, .0, B.v B 0 CE = detlo, 8.9, B.v,B.7,0 -
Gs =detlp, 0,0, B.w 0.7, B,  Gs= a’ef!qo,\.a,coi,ﬁ,w”a,w,,ﬁ\z

é =d€?|q0 o (p ﬁ W ﬁ u—iuai é\;) = de{i@ga’ qouﬁ’uluﬁ‘!lt—;ua
G, =detlp B0, 00y 0.7, B, G, =detlp,f.0,0.v,0.%,B,
é : Il(P ﬁ qoga W ﬁ Wualﬂ éé = [!er(pg ﬁ‘qana’y/nﬁ’v?ua“

Here (51—62) (or (G, ~=G,)) and (’G}w@) (or (é;_é;)) and
(55 —66)+(57 —53) (or (6, fé(;)+(é'7 A(—}"é)) are the eigenfunctions

of the operator JE: with the eigenvalues s =1.-1,0, respectively.

Thus, there are sixteen determinants for each projection of the total
spin. The linear combinations of these determinants define the desired wave-
functions of the quasimolecule. For instance, for s,=1 we have

v, =(a!.D, +o,D, )+ (&,.5, +&,f15,')+ (ciGE il o s (af,G2 L d G, )+
MR e (7)
+ (6,5 + 6,0, )+ (6,5, +5, B, )+ 2 (G, - 6, )+ &' (G, - G,)

where i=1,2,3,...14. The expansion coefficients in (7) and the energy terms

of the quasimolecule are determined by solving the system of lmcar homoge-
neous equations.

In (7) seven wavefunctions correspond to the states when two elec-

trons with n=1, or two electrons with n=2, are at the nucleus « or b at the
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separated atom limit. Therefore we are not interested in these states. For'the
remained statcs we can wrile at R—oo.

w2 b LDy BBk By (61 ey (6 md o8t idags
Ty nosis 9o 5 e woTe (8)
R \(Dy LD PE =D (Gl -6 )Y (G =G,
where i=1.2.
In (8) the signs “+” correspond to 2s and 2p states of the electrons in the

separated helium atoms. Therefore taking into consideration that when R—ee
[16.17]

(O %(qo"(mo + ¢ 000 )= “!—-(qo”lm L (phl,ml

2
ST VR RN e
“{—’x‘“ - —«/I—E (go“mo +¢"010 )= %[(ll"“%a N )— (‘P"zpa e )]

and substituting (9) into (8) after simple but cumbersome calculations we
will obtain at the sign “+” in (8)

1 1 | |
e ldel}w"l.‘gaw"zmaw”“a ,By;”gmag - dcl‘tyf"lmawhz..-aaw“1.\-5 Bl]/"zwa‘[l+

a.b a.h

where i=1,2 and ¢, and y,: are, respectively, Coulomb parabolic and
spherical wavefunctions centered on the nuclei a and b.

Owing to the degeneracy of the energy levels of the quasimolecule at
R—>> in the independent particle approximation the coefficients in (10) are
a=b and a,=—b,. It is easy to see that when a ;=b , wavefunction (10) de-
scribes two noninteracting triplet helium atoms, and when a,=-b,, (10) de-
scribes noninteracting triplet and singlet helium atoms.

In the present study we consider a simplified model. It is assumed in this
model that the inner electrons of the quasimolecule form a “rigid” system
with the electron shell of Hel™ , while the outer electrons move in the aver-
aged field of the nuclei and the inner electrons. The total energy of the elec-
trons is composed of the electron energy of the quasimolecule He;" and
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the energy of the outer electrons, which is determined.
We represent the wavefunctions ‘¥, (1,2,3.4) in the form

¥, = X,(1,2)Y, 3.4 (@) B2) - a2)B(1)aB)B(4)/ 2.
¥, = X,(1.2)%,3 () BQ)@3)BE) - a(®)BRN /2. G

where X (1,2) are the wavefunctions of the quasimolecule He*

X,(1.2) = Ao, (g, (2)+ B, (D, (2), :
X,0.2)= 0,00, - 9,20, H)/42. it

and ¥, (3,4) are the wavefunctions of the outer electrons of the quasimole-
cule He, '

%,3:4) =G v, Ow, @ -v, @y, 3)+ D7, B, -, (4F,3)+
+E, v, O, @)y, (47, 3)+ 7, Bw, &) -5, (4w, 3)
Y,G4) = Ay, BW, (4)+ By, B, @)+ C, W (4)+ Dl B, (4)+
+ B, QW 4+, (47, )+ F w, OF, (@) + v, (47, (3)).
(13)

In (12) the coefficients A, and B, are determined in the two states ap-
proximation [18]

1/2
A= _l i 28;* —2614 +Vgg _Vrm
! 2 v 9 .'rz 2
(e, - 26, +v,, ~v,, P +av2 )
i (14)
2e,-2¢ +V, -V
B] L iy % it £ It ge uit !

3 ((281.‘ 2 28:: + Vgg 7 vlm )2 it 4Vg2u )/2

where €; =& (R)and ¢, =¢, 1 (R) are the energy terms of the H -like
quasimolecule and
Vee =(0, 00, @)1 153 10, (D, )
Veu = (0, 09,1177 19, (D9, (D) e
Ve =(0, 09, D157 19,00, (2)
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are the matrix elements of the Coulomb repulsion between electrons ifrthe
H; -like quasimolecule. Substituting (11) in (1), multiplying .on the left)

by X,(,2), Gy, ® -y, G, ®) X,0.00, 3, @) - ¥, AW, Gk
and integrating over the coordinates of the electrons we obtain a finite sys-
tem of linear homogeneous equations. The obtained system of equations
was solved on a computer. The matrix elements in the equations were calcu-
lated by using the numerical wavefunctions for H -like quasimolecule [16].

The curve of the total energy for system of two triplet helium atoms is
shown in the Figure. The energy of the noninteracting atoms is chosen as
the zero point. As it is seen from the Figure, the curve for r=1.5a, has a
minimum, and that for =2.0a, a maximum. The minimum is located 10.8eV
above the energy of the noninteracting atoms. The calculations showed that
the quasimolecule formed from the triplet and singlet helium atoms has pure-
ly repulsive term.

We now investigate the question:
can the well lead to the formation of a
coupled system of two helium atoms?
For this, we compare the calculated
curve with the energy terms of the sys-
tems He(1s%)+He*(1s) and determine
the internuclear distances R at which
intersection of the terms takes place.
This system has two terms 32; and
25_‘,*. These terms intersect the term
“Z, in the region of the minimum,
from which it follows that at internu-
clear distances R S 1.54, the term X}
y ) E; B, ‘acquires a ‘.‘wi-clth"’ due to tl-'lf.: possibil-
ity of autoionization transition to the
term 23* of the system He;. The au-
toionization transition to the term * )28

0.5 ECR)

0.4

T

0.3

Fig. Behaviour of the *Z term of two
metastable triplet helium atoms
as a function of the internuclear

distance R in the region R < 3a, is considerably less probable, since it
(curve 1). Curves 2 correspond requires a change in the parity of the
to the systems He(15%)+He' outgoing electron.

and He(15%)+He(1s,nl)
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In addition to these terms, the term * I intersects in the region of the”
minimum with a whole band of terms that correspond at infinity ‘to two-— "
helium atoms, one of which is single-electron-excited (see the Fi gune}.'So; g
is clear that in order to answer to the above stated question it is necessary to
study in detail all the intersections the 32; has near to the minimum and to
determine the probabilities for the corresponding transitions. It will be sub-

ject of the following study.

Thilisi I. Javakhishvili State University
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ABSTRACT. We offer a unified microscopic unitary approach of investi-
gating direct nuclear processes involving the lightest nuclei. We prove, that
having specific kinematic conditions the mechanism of compound processes
may be brought to consecutive three-body processes. While constructing three-
particle amplitudes it is necessary to save their unitary properties, then the
possibility of multiple scattering may be neglected. The solution of complex
many-particle problems can be simplified in this case. Concrete calculations for
elastic and quasi-elastic processes have been carried out: N+d—N+d,
N+d—N+N+N,d+d—d+N+N,t+d—t+N+N. The obtained results satisfy the
agreement of theory with experiment, that indicates the ability of the offered
approach to be used even for investigation of the other complex processes.

1. Introduction

Three-body problem in final state represents a powerful facility to provide
valuable information on the basic nuclear problems. Here arise basic principle
difficulties associated with many-particle problems. We mean both writing
the correct equations and solving them. Therefore, Faddeev integral equations
[1] contributed not only to high progress of three-body theory, but also gave
the possibility to find more consecutive approach to complex processes.

The so-called reactions of quasi-elastic scattering ( RQS) play an
important role among three-body (fragments) nuclear problem in the final
state in nonrelativistic energies region (further only such cases would be
examined). Systematic investigation of RQS for the last ten years brought
significant successes. Improvement of measurement methods made the
kinematic region of observation wider, that allowed us to obtain more reliable
experimental results . Faddeev equations made possible tosubstantiate various
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approximate methods of investigation, which helped to carry out more precise

numerical calculations. o {13 5°d=1)

The overwhelming majority of RQS proceeds in many-fragment: pro-
cesses. As a rule, coming into the corresponding matrix elements of two
fragment off-shell amplitudes are defined via experimental data of their free
scattering. It is possible. when the off-shell effects are completely neglected,
or when phenomenological potential of two fragments is applied. However, it
is quite possible. that at not very low energies. the effect of microscopic
description of interacting fragments such as many-particles consisting of
nucleons will become essential. It is clear. that investigation of RQS on the
basis of microscopic description of mechanism of reaction should be started
with processes involving the lightest nuclei. These processes are: d+d—d+p+,
t+d—r+p+n, clc.

Before studying these reactions at microscopic level, it is necessary to
work out the method on simpler process. Thus, such process is nucleon-
deuteron scattering with two possible channels in the final state: N+d—N+d,
N+d—3N.

The purpose of present paper is aunified theoretical microexamination
of RQS, that involves the lightest nuclei, such as processes N+d—N+d,
N+d—3N, d+d—>d+p+n, t+d—t+n+p. The starting point of our approach is
the statement, that in all the cases with proper selection of kinematic
conditions three-body mechanism can play the determining role.

2.Elastic scattering

With the discovery of Faddeev equations Nd elastic scattering came to
be studied first [2-10]. The problem can be solved in closed form for any
_realistic nucleon-nucleon potential. These potentials allowing to obtain the
same results for physical two-nucleon amplitudes in general can be brought
various off-shell amplitudes. Therefore, the solution of Faddeev’s equations
with high accuracy for various energies requiring to involve various partial
off-shell amplitudes, comparing theoretical and experimental results may
show an additional advantage of individual NN potentials. In this respect,
besides differential cross section useful information gives the so-called
polarizing asymmetry (analyzing power).
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of Nd:scattering. Here we can reliably examine various approximate;methods

of three-body solution. The main advantage of each after being mathematically
and physically grounded the solution must be conveniency and simplicity.
One of these methods, three-body impulse approximation was suggested in
[11 ]. Its concrete realization has been carried out by two various variants.
The first is three-body unitary impulse approximation (TUIA) [12], which
represents an outcome of unitary expansion of scattering amplitudes. TUIA
does not include additional parameters, except the parameter of infinitesimal
with the accuracy of which the approximate T-matrix satisfies the condition
of three-body unitarity. The second variant is three-body impulse
approximation with cut-off (TIAC) [13]. Although it represents the result of
intuitive approach and theoretically is less substantiated, still it is simple and
it was found to be quite etfectively applied to RQS [14,15].

In TIAC it is proved, that in individual cases when particle | scatters on
bond system (2,3) the principal contribution may be carried by the
mechanism of single-collision of two-particle. In this case the third particle
must be far enough from the "events". That leads to cutting-off of the Fourier-
transform radial function of bond state @(r): ¥ (r)—=¥(g.r),

where ‘P(q, ")=\/2—/;Jr2dr¢(r) Slnq(frr) !
R

the cut-off radius must be no less than the Debroill wave length A of
relative motion of particle | and (2,3) and itis easily connected with magnitude
of corresponding.impulse @, (Fig.1).

2

-
3
B
—
-

Fig.1 Rra ; . 2)

where C - constant, defines the performance of inequality A< R.
Later the practical equivalent of two variants was proved [16]. Therefore,

W
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There is another important possibility, connected with the investigation.
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taking the perspective of generalization into account, in present pap/(x;wc
use technically more convenient TIAC, as effective alternative of theoretically
more substantiated TUIA. f" 245 |

On the basis of the stated above the differential cros§ Séction of Nd
elastic scattering in the centre mass system is defined as follows:

do 4 2m’ 2
— =02 ) M,
T ]Z | 3)
where M=A z_[dzl‘yd (ﬁ)raﬁ(é_,ﬁ,e)‘lf{,(f{)) 4)
afi=12.31
‘——E—c_ 7 ——&)-—_
P 5 Y s Py 2-. q
Aiip el e (5)
=k +=; =ky——=
é ) =Ky )
A g Loy
= (e g
4m( q)-0

where A - operator of antisymmetrization by identical particles; fog~ tWO-
nucleonic T-matrix; ‘¥ -overall wave function of deuteron; m-mass of
nucleon; Q- binding cnergy of deuteron; k (Eo )—impu]se of incident nucleon
before(after)scattering; the summation in (3) occurs by spin projections of
nucleon and deuteron before and after scattering ; in explicit form they appear
after partial expansion of ¥, 7_,.

We use unit system # =C =1, where in detailed calculations the two-
body off-shell T-matrix and the radial part of deuteron wave function have
been constructed using nonlocal and separable potentials Mongan [17]. In
Figs. 2-4 there the results of our calculations are shown: dependence of
differential cross section of Nd elastic scattering on scattering angle 6
with corresponding experimental data for three various energies in lab.system
9, 14.1 and 18 mev. The solid curve and left scale correspond to calculation
of TIAC , the dashed curve and right scale are analogous to calculation
without cut-off. Experimental points (left scale) were taken from [7,18]. In
calculations we have restricted to /=0 phases, i.e. we have taken into

account only terms 'S, 7S, .
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Fig.2. Dependence of differential cross section of elastic scattering of d(n,n)d on
scattering angle 8 in system of centre mass at energy of incident neutrons E= 9 mev in
lab, system-Where the solid curve and left scale ale corresponding to calculation by TIAC,
dashed curve and right scale are-analogous to calculation without cut-off Experimental data
(left scale) were taken from Ref, [I §].

It is easy to note, that the cut-off significantly improves the agreement
of theory with experiment, especially by magnitude. However, the quantitative
discrepancy still remains. But these discrepancies were expected, since we
are examining an approximate method to solve the problem. Moreover , it

200 2000
160

120

With cut-of f: do/dQ(mbsr)
Without cut-of f

o] 40, 80 120 160180 @c.m.

Fig. 3. The same as fig. (2), but for energy E=14.1 mev. Experimental data were taken
from Ref. [7].
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Fig. 4. The same as fig. (2), but for energy E=18 mev. Experimental data were taken
from Ref. [8].

should be noted , that although we consider scattering at low energies, still
other phases (¢ > 0) might noticeably affect on final results, as those phases
are defined by off-shell T-matrix elements. Finally it should be noted that

precise Faddeev’s calculations, of course, give better agreement of theory
with experiment.

3 Reaction of quasi-elastic scattering N+d—3N

All the mentioned in previous section related to Nd elastic scattering is
true for reaction N+d—3N. Moreover, here appear additional possibilities
connectzd with studying of threc-body system in the region of continuous
specirum: This allows us to obtain a new information of properties of two-
body off-stil amplitudes. Further it will be shown an important circumstance,
that in TIAC the matrix element of RQS N+d—3N is expressed via half-off-
s: 1l amplitudes of N-N scattering . That makes the analysis of N-N interaction
more transparent, than in the case of Nd elastic scattering, where the NN
off-shell amplitudes are included in integral form.

Let’s denote impulse of incident nucleon as, impulses of scattered

nucleons k,,k,,k,.Usually experiments are carried out in complanar geometry
and dependence of differential cross section on scattering angles of two
final nucleons and on energy of one of them is observed. The rest kinematic
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magniludes are defined by conservation laws of impulse and energy. As a/
rule, while measuring, scattering angles are fixed and the dependence ‘of J-
differential cross section on energy E| is defined. However in previous years << < 7
the dependence of differential cross section has been measured on so - called
arc length S [19-23], which is connected with energies of final particles, as

follows:
dS = ARt dBs’ (6)

where $=0, when E,=0, E #0.

As a result there have been obtained new interesting experimental data,
which give the possibility together with other already known data to draw
important theoretical conclusions.

Theoretical analysis of dependence of differential cross section of RQS
N+d—3N on energy E, within the scope of TIAC has been carried out in
[14]. Here we continue this analysis for new experimental data-dependence
of differential cross section on arc length S. In TIAC it is may be written as

follows:
il 2
M\
il T i 3 2kl ’ dE, ‘!"2"“] | (7)
dQ,dQ,dS 3 K, dS |2k, —k,cos(6,)+k, cos(6, +6, )|
where M=/31 zraﬁ(éaﬂ’ﬁaﬁ’eaﬂ)-lyd(ﬁaﬁ) (8)
ap=12,31
it thel aitplied =
ﬁaﬁ = [J') na‘[j’ =kr) “E(ka +k‘b')!
BTN 4 s (9)
Eqy =§a/,/4m, Py =k, +ky+k,.

In Figs. 5-6 there is shown the dependence of differential cross section
of reaction n+d—n+n+p on arc length S for two various collections of
fixed kinematic parameters. Solid curve and left scale correspond to calculation.
by TIAC, dashed curve and right scale are analogous to calculation without
cut-off. Experimental data were taken from [20]. It is easy to note, that here
the features of differential cross section theoretically pass better, than in
case of Nd elastic scattering. It might be attributed, as it has already been
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Fig. 5. Dependence of differential cross section of d(n,2n)p on arc Iength S at energy
of incident neutrons E =13 mev in lab. system, and scattering angles of final neutrons
8,=17°,8,=90°. Where the solid curve and left scale are corresponding to calculation by
TIAC, the dashed curve and right scale are analogous to calculation without cut-off.
Experimental data (left scale) were taken from Ret. [20].
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mentioned above, that the matrix element of RQS(8) is defined immediately’
via half-off-shell amplitude of N-N scattering. Therefore, the conlributi‘o’.ﬁ' of,
high phases ¢>0 here could be less important. However the statement of
previous section. that the cut-ofl basically affects the magnitude of cross
section. is proved as well in the present case.

4. Reaction of quasi-elastic scattering d+d—d+N+N

As mentioned above, the process of Nd scattering represents great
interest, because it serves to be a testing ground for understanding the
mechanism of more complicated RQS involving three composite [ragments.
We consider, that the same role for processes involving four fragments could
be played reaction d(d,dN)N, which in any way represents an interesting
problem in the region of direct nuclear reaction.

Theoretical investigation of RQS d(d,dN)N basically is introduced in
two directions [24-33]. Some authors try to reduce mechanism of reactions
to two-particle examination on basis of routine impulse or Bohrn
approximation [28-32]. In this case there is obtained wider quasi-elastic
peak and several times increased cross section. The agreement of theory
with experiment is achieved by taking into account possible “distortions™,
introduction of the cut-off parameter or just normalized factor. More
interesting is developed in [33] four-particle approach for d(d,dN)N reaction,
based on the known system of integral equations Alta, Graccberger and
Candas [34]. However, due to technical difficulties of selected approach
concrete calculations have been carried out in the simplified variant. At relatively
low energies (=20 mev) the form of experimental cross section is transferred
well, however their magnitude is increased by 2-3 times. As the energy goes
up (~50 mev) the agreement of theory with experiment is improved by
magnitude, but deteriorated by form .

From the theoretical point of view in the present paper the suggested
approach for d(d,dN)N takes an interim place between approaches which
arc mentioned above. We consider, that although d(d,dN)N reaction represents
areal four-particle problem in nonrelativistic region of scattering , nevertheless
while carrying out specific kinematic conditions decisive role can be played
by three-body mechanism. Such condition would be carried out in the region

38

//

idid o o



17/
fo
of the so-called quasi-clastic kinematics, when one of the final nucleons in
lab. system represents “spectator” . carrying low kinetic energy in¢omparison;)
to an average kinetic energy ol nucleon in deuteron. We canwconsider.!thats »
this nucleon-spectator either does not take part in the process. or its role is
insignificant. Then the mechanism of d(d,dN)N reaction could be reduced to
two consecutive three-body processes: deuteron-projectile as unified particle
quasi-elasticity scatters on two-nucleon system nucleus-target, occuring
amplitude of Nd collision could be described within the scope of three-body
scattering (it is easy to show, that the breakup of deuteron-projectile in the
region of quasi-clastic kinematics is slightly probable).

Let’s assign to nucleons of deuteron-projectile numbers 1. 2. to nucleons
ol deuteron-target 3 ,4. Then on the basis of what has been mentioned above
itis clear, that the cut-off radius for wave function of deuteron-target R, is
defined by impulse of relative motion of deuterons @, . the cut-off radius
for wave function of deuteron-projectile R, is defined by impulse of relative
motion of deuteron-projectile and the nucleon of deuteron-target @, ., with
which interaction occurs (Fig.7) .

=

P (15)

Ino
—
N

Fig.7

Experiments by d(d,dN)N reaction usually are carried out in complanar
kinematics and the dependence of differential cross section on energy of
final deuteron £, (or nucleon’s E,) at fixing scattering angles of deuteron g,
and one nucleon 8, are studied. The corresponding expression can be written

as follows:
|2
d’ dh gk 2
g =27 )4 (T KKy spins

. (10)
dQ;dQ,dE, 9K, |2ky—k,cos(6;)+k,cos(B; +8,)|
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i
where M =A- Z\p(,(Pﬁ)j ATy B i e Y 0)dg

o=1.2

B=34 " (lr],(l(vv’

SERGRRRRE T ¥ i [
Pp=hy+thy ke  Ey=—(k,—ky—7); Tip = ko - -(f+1~ﬁ+q)

i ggiogon g L), with (12)
8/)»—— {ZL +k,5(kﬁ+q—ko)_3q__ko(kﬂ_q)}_g

,Eﬂ,l:d are impulses of incident and scattered deuterons ; lzﬁ-impulse of final
nucleon, with which the deuteron-projectile interacts. All the other
designations, as well as the calculation procedure of the previous sections
remain valid.

In Figs. 8,9 there is shown the dependence of differential cross section
of d(d,dN)N reaction on energy E, for various collections of fixed kinematic
parameters. Solid curve and left scale correspond to calculation by TIAC,
dashed curve and right scale are analogous to calculation without cut-off.
Experimental data (left scale) were taken from [32,33]. We consider, that
we have achieved quite a good agreement of theory with experiment ,that is
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Fig. 8. Dependence of differential cross section of d(d,dn)p on energy of final deutrons
E, at energy of inci deutrons in lab, system £ =27.5 mev and scattering angles 8 = 19°,
8, = 50.7° Where the solid curve left scale are corresponding to calculation by TIAC,
dashed curve and right scale are analogous to calculi without cut-off. Experimental data
(left scale) were taken from Ref.[33 ].
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data were taken from Ref. [32].

in accord with analogous preliminary results for other kinematic parameters
[35]. It was unexpected, that matrix element (11) includes two-nucleon off-
shell amplitudes, that could even at low energies be dependent on high phases
Gy ()

5. Reaction of quasi-elastic scattering d(t,tN)N

Triton-deuteron collision in many respects attracts attention of physicists.
Here we examine one of the possible Finot channels-deuterons breakup,
which represents an interesting problem from the point of view of quasi-
elastic scattering of the lightest nuclei. All the more it is important to test the
suggested method for such comparatively compound case

As in the case of previous section the mechanism of d(1,tN)N reaction
in the region of quasi-elastic kinematics can be presented as a set of two
consecutive processes: triton-projectile as a unified particle scatters quasi-
elastically on two-nucleon nucleus-target system, appearing amplitude of
NT of collision is explained within the scope of single elastic scattering of
the nucleon on each nucleon of triton.

Let’s assign to nucleons of triton-projectile numbers 1, 2 and 3, to

nucleons of deuteron-target 4, 5. Let’s denote @, - impulse of relative motion
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of colliding nuclei. @, - impulse of relative motion of triton and one of lh/
nucleons of nucleus-target (Fig. 10) . Then on the basis of what hdk been p
mentioned above it is clear, that the cut-off radius for deuteron wave fanétion™ ** 7
is defined by impulse @,. Moreover we must cut-off the wave function of
motion of one triton’s nucleon (e.g. 1 ), with which nucleon of nucleus-
target (e.g. 4) interacts relatively to other two nucleons (2.3). In the capacity

of such function variation function of triton. which has right asymptotic

was chosen [36]. Now the cut-off radius is defined by impulse @, .

Fig. 10.

Experiments on d(t,tN)N reaction are usually carried out in complanar
kinematics and the dependence of differential cross section on energy of one
of the final nucleons E, (or triton) and scattering angles of nucleon and triton
6,, 6 are measured. The corresponding expression may be written as follows:

5 2

d’c 4 Ammk ks M|

L L Ehsbaidny 2 ,
dQ.dQ ,dE, i 6K,  |4/3k, —kycosB, +k,cos(8, +6,)| L5

where, M =A- ELP,[(EB)']"P,k(gvﬁ)frﬁ(gﬁvﬁ[jsgﬁ)lpr(g’ij)dgdzj (14)
a=1,2
B=4

[
ad

By =k, +k, —ko; =230k —k;)+3

€, =12k, —1/3k, —1/212,,—1/25; fi=2/3ky — Y2k, =12k, -1/23

sﬁ—l/m{4/3k s +kﬁ 8 v g7 —4/9k0k —2/3kok, +kk,, k. +
+4]3kG -k 431~ 0.
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Fig. 11. Dependence of differential cross section of ¢{t,¢p)n on energy of final protons
E, at energy of incident tritons £ =35 mev and scattering angles sz 50°, 8,=20°. Where
the solid curve and left scale are corresponding to calculation by TIAC, dashed curve and
right scale are -analogous to calculation without cut-off .Experimental data (left scale) were
taken from Ref. [ 36].

m - mass of triton; i:o,l:, -impulses of incident and scattered tritons; Q-
binding energy of triton; ¥, - tritons wave function. All the other designations,
as well as the calculation procedure of previous sections remain valid.

In Fig.11 there is shown the dependence of differential cross section
d(1,tN)N reaction on energy of final proton E while values of other parameters
are fixed. Solid curve and left scale corr'cspond to calculation by TIAC,
dashed curve and right scale are analogous to calculation without cut-off.
Experimental data (left scale) were taken from [36]. The theory quite
satisfactory describes the quasi-elastic region (Ef 6-15 mev) of scattering.
As regards to nonquasi-elastic region (E, < 6 mev), here it may seem that
we must take into account the resonance mechanism of reaction. Although
even in this case the agreement of theory with experiment could be achieved
by form. It is necessary to introduce normalized coefficient [37].

Thus, the comparatively simple suggested theoretical approach TIAC
allows to make unified microscopic description of processes of quasi-clastic
scattering involving the lightest nuclei. It is interesting that the parameter of
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cut-off, which represents a quantity of one order. practically unug,mh(,anﬂ/
depends on concrete reactions. The obtained results allow us to ¢onclude, !
that with realization of specific physical conditions the mechanisim of <~
compound nuclear reaction could essentially be simplified if the possibility
of multiple rescattering is neglected, but the unitary property of scattering
amplitudes must be saved. That once again underlines the fundamental role
of unitarity, while investigating many-particle problems.

Thilisi I. Javakhishvili State University
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ABSTRACT. Non-linear ot~ dynamo waves are investigated, when in the
Magnetohydrodynamic (MHD) equations the dependence of o and turbulent
dissipation coefficients on the temperature is taken into account. The calculations
are done in a local Cartesian coordinate system, in which gravity is ignored. The
perturbed non-linear MHD equations are investigated also. In this case the zero,
the first and the second order harmonics of Dynamo waves are taken into account
when dynamo numbers are close to unity (Weakly Non-linear Dynamo Waves).
In such =imation the stationary solution of the non-linear equation for amplitude
is found and stability of this solution is investigated .

1. Introduction.

A comprehensive inroduction in the dynamo waves theory is presented
in many papers [1-4]. Kinematic mean-field dynamo and linear o~ dynamo
waves were first treated in [1,5]. Non-linear dynamo waves were =imately
investigated. For example, there was solved equation of induction, where

~a coefficient depends on magnetic field [6,7]. Then non-linear dynamo
waves were investigated by means of equtions of induction and motion with
force of Lorenz [8,9]. The aim of the present work is to self-consistently
solve a set of equeations for non-linear dynamo waves, derived from the
MHD equations of motion, continuity, magnetic induction and energy, where
o and dissipation coefficients depend on the temperature. The problem was
solved by using of perturbation theory, preserving the terms representing the
zero, the first and the second harmonics of the dynamo waves. We consider
the medium as an ideal gas p=pRT/LL, where p and p are pressure and density,
respectively; R is ideal gas constant and g is the average particle mass and
T is the temperature of medium. The structure of the paper is as follows: in
section 2 the perturbation theory is discussed; in section 3 the non-linear
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dynamo waves equations are discussed taking into account only the /h//l
harmonics of the dynamo waves for the components of the magnetic field
induction and zero order harmonics for the temperature; in ihL ’\tL[l()n 4 d ‘J,
fuller set of non-lincar dynamo equations is given, including Lhe terms 01 thc
first harmonics for the magnetic field induction, the second harmonics for
the density and cemponents of velocity and zero and the second harmonics
for the temperature; in section 5 the results are discussed.

2. The Perturbation Theory

We investigate dynamo waves by means of the MHD Equations
[1.4.10.11]: Equation of Induction

%B = ror[VE] — ror(r]roté) + rotE. (1)
t
Equation of Motion

[meB]

A4 +(VVV = p V(2 pvs). (2)
ot 4mp
Equation of Energy
e B2
% +(VVe= Sl + (Vprve) + Mirot8) +2vS7 +Q. (3)
ot P p 4mp
Continuity equation
.%Fi div(pV =0 )
t

Here B and V are magnetic field and velocity. In the equation (1) $ivec
E =B, i, for the o—» dynamo wave, az‘and i, is a unit vector along the x

axis. In the equations (2),(3) we write the components of tensor S in the
following form:

S =05 ?XL+%M%5 av.'
Sonig idw drndpnady 43%af: (5)

Here x =X, X,=y, X,;=z, V=V , V.=V V.=V
The calculations are made in the local Cartesian coordinate system with
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origin immovable in regard to the centre of the Sun. The z-axis is directed) =[]
locally orthogonal to the Solar surface, the y-axis is directed toward Trorth: < #
and is locally tangent to the meridian and the x-axis is directed toward west
toroidally. In the MHD equations all the functions f can be given as follows:
f=f,+f" Heref, is unperturbed term of the function fband f* is the perturbed
term. Let us consider the unperturbed term of the magnetic induction as
equal to zero and the unperturbed velocity ‘.70 =(Vo+rV,+zV,, )f‘, . where
v, V.,.V_ are constants.

In thc equdtlon (3) we include a cooling term Q of the form [10.11]:

Q=0(c-e¢). (6)

where ¢ is a thermal relaxation rate, e is the internal energy per unit mass
and for the perfect gas e=p/[(y-1)p], and e, is unperturbed meaning of the
function e. In the equations (1-3) we have taken into account the dependence
of o and dissipative coefficients on the temperature: a=o (1+T/T,)";
magnetic diffusion n=n,(1+7T"/Ty"; kinematic visconsityv=vn(l+T’/Tn)"z;
temperature condactivity y =y, (1+T/T,)".

Note, that our further investigation for the Sun is valid only for thin
spherical layer case, as it was supposed for linear dynamo waves [1,5].
Width of this layer is smaller than the local scale height in the lower convective
zone. Hence, unperturbed density p, can be imatelly considered as constant.
On the other hand for estimation of the unperturb pressure p, (temperature
T=p p/(Rp,) we investigate the unperturbed equation (3)

ad 2 2
50 ar (VO )pD 7T ( 3 l)pOVO (V\: it V‘;) (7)

Suppose that the pressure p, does not depend on the time. As it is known

~ 10" din/sni®, v'= 10 sm*lsec, V=QR,, (V. 24V H<Q?, p ~0.1gr/
cm®. Here R is the radius of the Sun, Q is anvular frequency of the Sun
rotation. Hence, from the equation (7) we can estimate the characteristic
length /, of change of the pressure p: [, =5-10°R,,. If we take into account
dependence of p, only on the time, then we can estimate characteristic time
, of the pressure change as follows: 7, =2 - 10° year. We have assumed, that
¥ and coordinates are satisfying ioIIowmo unequalities yl< R, lZl< R, and
lime t<«10° year. Hen~e, we may consider P, as constant in [he perturbed
MHD equations, when the unperturbed equation (7) is valid. In the MHD
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equations, we have considered perturbation functions of the Lempcralm{'f’.
the density components p’, x, y, z of the magnetic induction vector B5BL B/

and velocity V. V\ V' as follows: o= lllUida
T'IT,=Uq+Ugzexp(i2p) + C.C., (8)
Pl pg=Uexp(i20)+ CC.; (9)
B’ = BU,explip)+C.C.. (10)
B. = B,A k.U jexpli@)+ C.C., (11)
Bi=— ByA "k, oU exp(ip)+C.C., (12)
V! =Ugexp(i2p) + C.C., (13)
(k,V, +k.V?) Jo=Uexp(i2p)+C.C., (14)
(k,V, ~k,V'z) [o=U,exp(i2¢) +CC., (15)

@ =yk, +zk, +5wJU3dr'+ &oj(l +U )" dt' +¢,, (16)

Here k, k, are )z components of the wave vector; =[0,51, All* is
the [1equency of the linear a—® dynamo wave; A=k V_—kV ; 6—] when
o A>0; 6=—1 when o A<0; C.C. -means complex con_lugate L-—k il
is a constant quantity and is determined as a value of perturbed maqnetlc
induction at =0 moment; U, U,, U, are real functions of the variable r; U,
U, U,.... are complex functions depending on the time; ¢, is constant.

We have assumed, that all perturbed values f*in MHD equations do not
depend on x coordinate §f76x=0. In the paper [12] the equations (1-16) are
investigated supposing 0,=0, V. =V =V, = 0, p'=0. According to the
equations (10-12) ¢ is the characteristic phase of oscillation of x,y,z
components of the magnetic induction. For example, we have obtained the x
component of the magnetic induction B:

ReB.=2ByU,cos@, ImB, =0 (17)

From the equation (16) we can obtain the characteristic frequency of
non-linear dynamo wave @ =—d@/dt:
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o =6w|-U —(1+U )], (1 8),/

In equation (18) U, and U, are the non-linear terms. In case when U Um (,_,‘, JI
then for lrequcmy ol o~ lincar dynamo waves ©, we have:

w=-80, (19)

Taking into account the equation (17-19) we can suggest that the 502
components of perturbed magnetic induction oscillation (10-12) include only
the first harmonics of dynamo waves. According to the equation (8) the
expression for the perturbed temperature consists of terms with the zero
and the second harmonics of dynamo waves, in contrast to the XNZ
components of perturbed velocity (13-15) and density (9), which depend
only on the second harmonics of dynamo waves.

3. Non-linear Dynamo Waves without the Second Harmonics

Let us investigate dynamo waves taking into account only the perturbed
terms of magnetic induction with the first order harmonics and pertubed
temperature with the zero order harmonics. In this case with the help of the
equations of magnetic induction (1) and energy (3),(7) we obtain the following
set of coupled non-linear equations for the dynamo waves:

aai =U, - {(1 +U )" N2 4 r’6[(1 +Ug)" +U, ]}Uz. (20)

i

a—an =i52(1+U)" U, - {1+U0)"' N7V? +z'6[(l +U )"/ +U3]}U4. 21)
T L

U

a_ro =2(y-1A+U)"NPFB~ + p,,,CON""Z[(l +U, )" - 1]- ooUo- (22)
Here 7= ar, B =8mp,/B;, C, =1 =DV +VO/ V), V7 = YPo/ Po-
is asquare| thermal velocity, F=U +d0|U4| d, —a)zk?/A' RREk k!
N=w"* 770 *is the dynamo number from the o—w dynamo theory [I 4,
P,=V,/1, is a magnetic Prandtl’s number [4], ¥is a relative heat, o =0 /.
3.1 The Linear Approxnmatlon Investigating the equauons (20-22)
in the linear ~imation first we have to assume that U =0, so that temperature
is constant. Then we can write the solution of the equations in the following

form:
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U, =expl (1 =N "1, U =0, : (2/3/)

Wl T dade a 7/

From the equations (23-24) we can see that for monotonically increasing
functions U, and U, with time 7;0 (7>0) it is necessary N>1 [1.4].

3.2 Non-Linear waves, when o Is Constant. Let us investigate the
equation (20-22) when n =0. From equations (20-22) we can obtain:

U=(1+i8 )U,, (25)

U,=0 (26)

?Ug =U, _(I+U0)"|N‘]/2U3s (27)
a7 5 7

rals 2

Q'le”"|(1+ Uy )_l(a U;O )? +{PmC0N—V?(1+Ue )—l[”I =N bl )72 —

ot ot
—nl]+0'0[1—non(l+ U, )"]—2[1—(]-“)0 ) N"’z]}ajUﬂ+ (28)

+ 2[1 —(1+ U, )™ N"ﬁ]{pmcﬂN-'ﬂh +Ug )™ - 1]— o,Up [=0.

Here U=U, +U,, U=U,+U,, U=U, +U;, where & U i3 U e dhe

411 o
stationary solutions of the equations (25-28) and U, U’ U, are their

perturbation terms. According to the (25-28) we can obtain:

U0| ot N],”ln, )} 1’ : (2 9)

U2 =0.5B(r =1 oy (NM ~1)= p, CoN V2 (N ™/ — n] 30
In case N=1 from the equation (28-30) we have:

U,= (N-D/2n)), (31)

U3 = Bn—Ddn,(y - D] (6, = pCony). (32)

Let us determine the time 7, >0 when the function U, achieves a stationary
value. By using the conditions: U,| =1, U,| _ =U,, and the equations (25-

32) we find:

=)
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=0 (N-1)"gU3. A (33)

Let us investigate stability of stationary solutions (29-30) of equations <17 < 2
(25-28). In the equations (25-28) following conditions are assumed:
Ug= 1L W< WU, |, WUl WU, L, and U}, ~ U, ~ U, exp(gt). We have
obtaired ¢ in the linear approximation: :

I ) :
g= 2{—A, i(A,‘—4A3)'/3}- (34)

where,
Sy e sk
A=p,C,N I:(n, LN —n]]+ao[l —-n(l-N )]. 35)

by s =t ¢ b
Ay=2nN ¥ [aouv"" —1) = P, CoN (N —1)}. (36)
This stationary solution is the stable if:

Re g <0. (37

From equation (34) we can see that condition (37) is valid, when A >0,
A_>0.

" Letus analyse solutions (34) by unequality (37) in cases when a) n,=1
and b) N= 1.

a) In this case we obtain:
A = (04 = PuCoN (1= y) +n, N1, (38)

Ay =2m,(1= N )5, = p,.CoN ). (39)

Hence, Re (g)<0, when: 1) n>0;2) N>1;3)c P, CN " and

(=n)+m,N"™ >0 (40)

Itir =1 then (40) satisfies always. If n>1, and 1< N<7,:1“'-Ts than (4O)J
satisfies always.

b) When N = 1 we have :
A]=O- a3 Pmcﬂnﬁ’ : (4 l )
A0~ p.Cp)N- 1), (42)
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From equations (31).(32).(41-42) with unequality (37) we ublam I/CI

PG C n s 2)N =1, 3) n>0. Jod=l)

ol uuc-l(-'-

3.3 Non-Linear Waves, When o Depends on the Temperature. Let
us investigate the equations (20-22) when 7 #0. In this case we assume, that
U=U,+U,, U=U, U, Us=U, AU U('],+U where U, U, U, US
are the stationary soluuons ot the equations (20-22), and U,, g U, are
their perturbaration terms. We have considered weakly non-linear waves i.e.

N=1.In this case we obtain:

Nl
U -
Cis 2n] —n4 (43)
U3, =058y =17 (@0 = PuCot)Wos. (44)
Uy, =0, (45)
Uy =(1+i6)Us,. (46)

We have investigated the stability of stationary solutions (43—46). For
this reason we consider the linear aproximation U ~ U} ~ U, ~exp(q, 7).
For g, we obtain the forth degree algebraic equatlon Analysm of thls equation
leads to the following necessary and sufficient conditions for Re(q,)<0:

o,—p Cn,>0; )N, > 1 08)2nm > n,. (47).

mo 2

4. Non-Linear Dynamo Waves with a Glance to The Second
Harmonic

Let us investigate non-linear dynamo waves by means of the set of MHD
equations (1)-(4), when we take into account the first harmonic for the
magnetic ficld, the second harmonic for velocity and density, zero and second
harmonics for temperature and we suppose that ¢ is constant ie. n=0. We
consider the solutions of the equations (1-4) using the perturbation theory
when N ~1. Taking into account this conditions, we obtain stationary solution
of the equations (1)-(4),(8-16) in the following form:

B' = B, cos(¢), (48)
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B, = B, wk A" 27 cos(g + g ) (‘49)
L T 1 i) T
B, = —B,,,wkr\.A 27 cos(@ + 4) (50)
i ‘
?=UO+UTsm(2go+q:):r +1T), (51)
0
g oo
= psm(2<p+(pp R, (52)
pO «’
V.=6V.U,sin(2Q + @, + 1), (53)
Vi =~k k™ p/py, (54)
1{,’:—5«;&5}(“1 p/po- (55)

(Y 1)(n, +4b)b

U=
: [ 4y(4b> +1)

55 (56)
-y )(n,+4b)b

N-1=2nU,+[(y"-05)+
Wo (Y ) e

1B, (57)

Here ﬁ'—‘S”Po/B;-n where B, =2ByU,,,, U,, is stationary value of

function U,; b=x,/n,+ o/4y; U=(y- 1)(0,B)™" V=KV, +K7‘V_V)/(K§+
),

o T)__ﬂﬁ_
s (Sbl +2)],"2 i (59)

sin(pv) z_'Al”"'{ (¥ =DI@pLn, +1D2b—1)+2p,, (2b+1)(1 - n,)] -

v . ) (60)
= Y(4b- i 1)2pm },

69

55 N\



77 J

| £
cos(pv) =— ~{(y—|)[(4p,inz + l)(ZIJ+l)—2pm(l—nz)(2/)—l)] S
A, % HIAUEE (wﬂ:_)'
_}/(4/)—+l)}. (.q(";aaucdl;vv'
; 28 Ry
Jialleo, 3—*;_.,; : (62)
ay ==y (4h* + 1)+ (y = 1)(2b - 1), (63)
L b0
cos(¢, )_AT' (64)
by = =2y(4b* + 1) +(y —=1)2b—1), (65)
bl RO 0 @ ;
T 2@+ L
A B
U=t i .
£ 294b% +1) (60
3 AB. 3
Y2y @b +)@pl +1)’ (68)_
A, =0.5(4b% + D{[2(y = )@p2n, +1) + y(~4p, b + 2p,, —2b—1)]+ 1
(69)

+[4(y =Dp,, (1= 1)+ y(~4p,b~2p, +2b - D},
A, ={[Y@H? + D)= (y ~D@b+ DF +(r =1 -14"2. (70)

We have i.nvestigated the stability of stationary solution (48-57). For
this we consider the linear aproximation for the perturbed quantities ~ exp(q 1)
and for the ¢ we obtain:

_{3(]/—{).&_ 2—y hy (y = D(n, +4b)b
T 2 y@bi+)

Consequently, stationary solution (48-57) is the stable i.e. q<0 if n>0,

6,>0, b6>0.
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5. Discussion

Propagation of a weakly non-lincar o—w dynamo waves in the Solar « <+« <
lower convective zone is investigated. The analytical solutions for the
components of magnetic field (48-50), the temperature (51), the components
of velocity (53-54) and the density (52) are obtained. With the help of these
equations we can study variation processes taking place on the Sun.

These approaches make possible to investigate nature of sound waves’
frequency shift and splitting on the Sun (p-modes). During the research
works we have considered the characteristic values of the environment in
the non-perturbed state, which were following the processes described in
(48-55) equations. With the help of the perturbation theory we have suggested
possible excitation mechanism of the shift and splitting of p-modes’
trequencies. Doppler effect was also taken into account.

The other important result of the solution is that it can explain Solar
luminosity during the 22 year solar cycle period.

Abastumani Astrophysical Observatory
Thilisi I. Javakhishvili State University
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ABOUT LOOSENING ACTION OF ANTIBONDING: ;=
ELECTRONS WHILE PHOTOMECHANICAL EEEECT /. 01JJu
A.Gerasimov, G. Chiradze, N. Kutivadze,
A. Bibilashvili, Z. Bokhochadze

Accepted for publication

Abstract. We have shown experimentally with the help of the example
of spectral dependence and value of microhardness increase (photomechanical
effect-PME) in Si that the more is the energetical difference of antibonding
state of electron from its state in insulated atom the more will be the loosening
action of electron situated on antibonding level.

The mechanism of photomechanical effect (PME) influence of the
light upon microhardness (MH) of semiconductors was offered in
[1+5]. The essence of this mechanism is such that the change of MH
happens because of the change of antibonding quasiparticles (aquases)
concentration by light that loosens chemical bonds between the atoms of
the substance. It is well-known [6] that the more effective is the
loosening action the more is the difference in electron energies between
the initial state of substance insulated atoms and the corresponding
energies of electrons in solid state energetical bands formed while
reapproachement of these atoms to one another for certain distances,
e.g. the more is the splitting of bands as bonding and antibonding ones,
(Fig.1). The splitting processes of bands in the space K differ one
from another and these bands are able to have some extremums of
energy [7]. If the electrons (holes) will be situated in minimums with
higher (lower) values of energy then their loosening action will be
more than in case of electrons (holes) situated in minimums with lower
(higher) value of energy. For this reason the action of light with quant

' Antibonding quasiparticles (aquases) are electrons on, antibonding states and
holes on bonding states. Conductivity band [ 6], tails of density of states and donor
levels corresponding to it consist of antibonding states, and valency band, its tails
of density of states and acceptor levels of bonding states [ 8 ].
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Fig. 1. UPH-lamp spectre.

energy sufficient for electron transition from valency (bonding) band to
energetical minimums of conductivity (antibonding) band situated higher
according to energetical scale must be more effective in PME.

The experimental results of spectral dependence of PME value are
given below and they confirm the considerations declared above.

The investigations were carricd out with a non-dislocational
monocrystallic specimen of Si, ol n-type conductivity, with specific
resistance p=200 ohm cm. the preparation of specimen and methods of
MH-measuring are given hereinalter [5]. We used the lazer JITH-4046
and ultraviolet(UV)-lamp with quant set nv=2+6eV (Fig. |, UV spectre)
as the sources of light with different quant energies. The intensity of

Table
Emanation| Quants’ ¢, Photon | Stationary | Capacity Rations

Sitie 'E]]cr':v ~-cv Stream | Concentration |of Electrons

B cm~sec! | of Electrons ev D, /P, T, E /O,

cm?
Lazer 2 1.6-10" 4-10M 0.56
25 2.8 29

uv
Lamp 2-6 1,6-10" 1.4-10% 1.64
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light was changed with the help of neuatral filters. We have “Chosenn...

THadd AW o

such intensities of light situated on lincar region of dependence of MH-
change on light intensity [5] when there was reached the cqual AH-
change of MH (e.g. AH=H -H,. where H, and H are the values of
MH in the darkness and in the light. correspondingly) in case of
loading 25¢. The cqual AH was taken in order o have the same depth
of indenter-immersion. We have measured the photohall and calculated
the stationary concentration of non-cquilibrium clectrons on the surface.
The same values of photon stream ratio to stationary concentration of
aquases for both sources of light (Table) indicate to identity of generative-
recombinative conditions on the surface independently rom emanation
source. We give the results of measuring in Fig. | and they allow us
to see that the influence of UV-light is more effective_than lazer
emanation. Indeed, for equal AH in case of lighting by lazerthe photon
stream and stationary concentration of excited electrons are ~2.7 times

Cohductivily zone \ 2

“ (antibonding zone)

Fi
|
!
|
|
|
|
o
|
|
|
|
5
N
[

V4

N Valency zone
(bonding zone)

Fig 2. Schematical illustration of encrgetical states of electrons in insulated
atom E  and in solid that is formed from a great quantity of atoms whal causes
the appearance of bonding (valency)and antibonding (conductivity) bands. In antibonding
band there are shown illustratively the minimums for different lengths. E - the
minimal width of forbidden band, E =0.56eV. E.=1.64¢V. 2
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more than in case of lighting with UV-lamp. though il we'llmtake |r/
account that this light is absorbed in thinner layer. the average
coefficient of absorption for the given UV-light o=10° cm™. than Nazer,
emanation e =10'cm’'. the coercion of lazer emanation Llpuﬁ”A‘I-I'Wo'LfIEJ“ g
have to be considerably greater. but the cxperiment shows us “the
inverse situation. We can cxplane it so that light quants hv>22eV can
transit the electrons into higher (second) minimum of conductivity
(antibonding) band situated at a distance 2.2¢V [rom the ceiling of
valency band (Fig. 2). If we take into account that the number of
quants able to transit electrons onto minimums situated higher is
approximatcly only 1/4 of all photons emanated by UV-lamp (Fig.1).
then the leading part will be taken by transitions into second minimum
from which the electrons during ~10"'sec ( the time of interlinear
transitions [7]) will transit to the lower minimum but during this time
they help atoms whin their movement (the time needed for one gap of
atom - of 10"sec rate) by loosening their bond strongly. We must
take into account also that in PME the leading part must be taken by
the temp of aquase generation® instead of their stationary concentration.
Electrons transited onto higher levels in comparison with the values of
minimums are thermalized e.g. they are lowered to minimal value during
10sec [7] and nearly won’t have the influence upon atom transition.
The light from lazer source in our experiments can act only with the
help of electrons transited into the first lower minimum hv<2eV, and
UV-light acts, as arule. with electrons transited into the second minimum
hv>2¢V. Each electron lessens the energy of bond in the first and the
second minimums of energy correspondingly to about 0.5¢V and 1.64eV
(the difference between energetical states of electrons in free atom and
on the bottom of corresponding minimums in conductivity band,
Fig.2), c.g. in case of presence in the second minimum the electron
loosens nearly 2.9 times more than in case of presence in the first
minimum. Thus, in order to obtain the identical influences upon MH-

> This assumption is true because. in difference from the processes connected
with atom migration where it's necessary to have the full release of atom, in case
of PME each atom demonstrates the pressure of indenter and each decrease of
chemical bond makes easier the transition of atom.
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value of Si in case ol lazer coercion we’ll need the aquase concenlration - «
as many limes more also. what we can observe during the cxp@jmg;,u-
(Table). both for temp of aquase generation and for their stationary
concentration. The fact that the ratio of aquasc  (photon stream)
generation temp or concentration for (wo sources of emanation is less
than the ratio of loosening capacities of electrons in the second and
the first minimums, e.g. that during the experiment we observe aquase
and photon stream concentration while /v>2eV less than it is caused
by the ratio of loosening capacitics of electrons in the first and the
second minimums. is connected with the circumstance that 1/4 of
photons is transited to higher minimums by electrons that arc able Lo
make loosening more than electrons in the second minimum, and these
photons have the weak influence but have the influence still upon
loosening of chemical bonds.

idid o o

Thilisi I. Javakhishvili State University
Kutaisi State University
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Abstract. The physical mechanism of thermomechanical effect (reduction
of microhardness according to the increase of temperature ) is offered by us in
the given work. On the basis of this mechanism we have explained all
characteristic events of microhardness change caused by the temperature. The
observation process is carried out using semiconductors with only covalent
bonds Ge and Si. In such a way we have shown the role of electrons and holes
excited by temperature in reduction process of microhardness that is appreciable
especially for temperature less than the valua of Debay temperature.

The reduction of microhardness (MH) under the coercion of the
temperature of solid is known as thermomechanical effect (TME) [ 1]. Heating
is the cause of reduction of MH in covalent crystals that under the conditions
of normal temperature are characterized by high hardness, fragility and low
plasticity in comparison with metals, and these crystals gradually acquire
the plastic properties [1-5]. As a rule, the reduction of MH is explained by
thermal fluctuations that enlighten transition of«dislocation in covalent crystals
[6]. But this mechanism can’t explain all observed particularities of change
of MH while increase of temperature [7]. For example: great reduction of
MH while certain temperatures, gradual reduction of MH anisotropy of 1%
kind [8] together with heating. In the given work there is offered the new
mechanism considering the dependence of MH on temperature, together
with all characteristic events. The consideration is carried out for the example
of semiconductors with only covalent bonds — Ge and Si.

' Electrons on loosening orbitals and holes on bonding ones are called the antibonding
quasiparticles. Conductivity band [11], tails of state density corresponding to it, and
donor levels consist of antibonding orbitals, what about valency band, its tails of state
density and acceptor levels - they consist of bonding orbitals [12].
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The offered mechanism is based on the new conception of alom lransh//()n
in solids [9.10] which shows us that the probability of elementary, migration
act of atom is determined by means of probability W= Ww'“m--- ,IJH(i
W, =A(n, /N,)os= is the probability ol presence of certain quantity o of
dm;bondm0 (_]le‘slpdl ticles (aquases)' near the given atom, A — coefficient
that weakly depends on temperature and aquase concentration, 0. —aquase
quantity that is necessary for accomplishment of the given elementary
migration act, W — probability of presence of phonon with maximal energy
near the given amm During this process the way of aquase creation doesn’t
make any difference. These notions were used successfully for explanation
of physical nature of light influence (PME) [12-14] and of electric field
influence(EME) [ 15] upon MH. It was noticed that in case of the temperature
set before, ¢.g W ,=const, change of MH correlates with aquase
concentration {16] Pr omccdmﬂ from this we can suppose that together with
phonons, the concentration of aquases created by temperature plays important
role for reduction of MH while heating.

The typical dependencies of MH on the temperature of semiconductors
Ge and Si are given in Fig.1 [1]. As we sce, the relatively weaker dependence
of MH on temperature (the low-temperatural region) is observed at first.
and, beginning from certain temperatures, MH strongly depends on
temperature (high-temperatural region). I’s necessary to mention that the
values of temperature of
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these temperatures coinside with Debay temperatures ol the given meniab ) =« )
(c.g. with the temperature in case ol which the whole energetical spgciEs pff iUl JJ
phonons s excited in the investigated material) within the interval of measuring
exactness. and when the temperature becomes higher. the movement of
defects is lightened considerably.
This assumption is supported also by experiments carried out in order
to observe the temperatural dependence and defectness ol specimen regions
that are adjacent to the imprint [I]. We can observe considerable changes in
this part of the specimen only in high-temperatural region what is caused by
the mobility of defects.

Anisotropy of MH of the Ist type (change of MH in dependence with the
orientation ol indenter on the investigated hedre [8]. is caused by the
directedness ol SP3 in covalent bonds [17]) decreases with the increase of
temperature [8]. It is well-known that because of electron migration from
bonding band o the antibonding one not only the force of chemical bonds
between atoms having near them aquases arisen during their thermal
movement is reduced .but also the spacial distribution of electron density of
atom chemical bonds is changed. As a result, together with the increase of
temperature in crystal there decrcases the quota of directed P-states at the
expense of S-states increase. e.g.. the isotropization of bonds is accomplished.

It 1s the cause of observed reduction of MH anisotropy together with the
increase of temperature [8].

The influence of aquases upon TME is indicated also by the fact that,
differently from PME and EME that take place in the thin nearsurfacial region
ol the specimen where aquases arise and concentrate as a result of the
corresponding coercion [15.18]. TME takes place in the whole volume of
the crystal (in case of all loads of indenter, e.g. on all depths of indenter-
immersion), because the formation of aquases as a result of coercion of
temperature is accomplished uniformly in the whole investigated material.

In order to prove the mentioned considerations about TME we have
carried out the comparative experiments with united methods concerning
the temperature dependence of PME and TME for different intensities of
light with the specimen of nondislocational monocrystallic Si of n-type with
specific resistance p=200ohm c¢m. Methods of MH measuring are given in
[14]. Investigation of TME and PME was carried oul in case of different
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temperatures that were reached by means of heating of underlay with attached™
specimen. We have measured the temperature with the help of thermopaire: (|
both in the darkness and in the lighting [ 14]. The process of unloading Wil J
accomplished after cooling of specimen in the darkness in order to evite the
bloating of imprint [13. 18]. We must mention that we have choosed such
values ol intensity of white light [ and I, that are disposed on the linear
region of dependence of MH on lighting intensity | 13].

11" the value of MH is reduced for AH in comparison with H measured in
the darkness (for the same temperature) in case of the given temperature T,
under the cocrcion of light with the certain intensity. then in order to obtain
the same reduction without light it’s necessary to heighten the temperature
upto some certain value T, > T,. Though. the comparison ol aquase
concentration in case of equal AH shows us that for light coercion the
stationary concentration of aquases created by the light of the certain intensity
is much greater than aquase concentration in case of the temperature that is
necessary lor obtaining the MH-reduction equal to the light one. This fact is
explained so that according to [1]. in order to reach the certain value of
probability of migration act that determines the given value AH. the less is
W, the more must be W s e.g.. the higher must be the temperature.
Unfortunately, we weren’t able to estimate the probability of phonon rise
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near the given atom in destroyed region ol specimen bult the trend of inérfhse =)
ol this probability together with the temperature is cvident what sei<de (s g+ <4< ¥
a qualitative approvement ol the considerations that were given above.

The influence ol aquases upon TME is approved by the fact that in case
of simultancous cocrcion of light and temperature MH is determined by the
most concentration of aquases derived by light or temperature  because
under the condition of the certain temperature W, is the same both for PME
and for TME. It's clear from the Fig. 2 that (or the certain intensity {,. while
concentration of aquases created by light — P =2x10"cm ™ is more than the
equipose concentration of aquases created by temperature P .the value of
MH is determined by P, . and il P =P, . for T= 150°C P begins o act
upon the value of MH. and then, when P}lehl. T>200°C, MH is determined
by P>2x10"cm. We observe analogue situation also while coercion by light
with the intensity >, when P, | =4x10"cm™,

We may also conclude from the Fig.2. that in low-temperatural region
phonons play less role than aquases. otherwise the inclination on curves of
temperatural dependence of PME would have to be more. and higher the
Debay temperature (high-temperatural region) they begin to play the
considerable role, what explains. as we’ve mentioned above, the increase of
temperatural dependence of TME in this region of temperature.

Thilisi I. Javakhishvili State University
Kutaisi State University
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THE PHYSICAL MECHANISM OF PHOT OMI*CHAN[LXrJ
EFFECT Jin (136922 -

Yl "aidd i o S

A. Gerasimov, G. Chiradze, N. Kutivadze,
A. Bibilashvili, Z. Bokhochadze

Abstract. The given work introduces the results of systematic investigations
of photomechanical effect - PME (change of the value of material
microhardness(MH) under the influence of the light) carried out with
monocrystallic Si, using the uniform methods. We have studied the dependence
of PME on spectral consistence and intensity of light, the residual PME
(conservation of crystal softening during the certain interval of time), the
influence of lighting upon MH-anisotropy and the temperatural dependence of
PME. On the basis of carried out investigations and analysis of data we have
ascertained the correlation between the values of PME and the corresponding
concentration of non-equilibrium carriers excited by light (so-called antibonding
quasiparticles). Leant upon this fact, we have offered the mechanism that can
explain the decrease of MH because of lighting in covalent crystals as, on the
-whole, caused by weakening and isotropization of chemical bonds because of the
presence of antibonding quasiparticles generated by light.

1. introduction

Sufficiently numerous works [1-9] are dedicated to the investigation of
photomechanical effect (PME) [1], e.g., change of the value of material
microhardness (MH) under the influence of light. But, unfortunately, the
physical mechanism explaining the nature of this influence doesn’t exist till
now. Perhaps, it is caused partially by contradiction of experimental results
obtained with the help of different methods, specimen and conditions of
experiments. The knowledge of mechanism of PME is very important both
from fundamental and from applied points of view.

We have considered the results of investigations of PME in Si with uniform
methods that expose the physical nature of light influence upon MH.

As it is notorious, during the process of MH measuring the break of
material takes place and causes the travel of the certain mass of observed
substance under the pressure of indenter. If the coercion of light reduces
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MH. it means that the displacement of this mass of substance will beawade s =1
easicr. and this fact is explained finally by the increase of atomumaehlity!JiJ. 2
relatively to one another. e.g.. by change of interatom interaction. In the
works [10.11] there was offered the new conception of atom displacement
in solids that describes the way of increase of atom mobility by light coercion.
In order to facilitate the process of reading of this article, below we'll give
the principal sense of the above-mentioned conception.

The usc of the method of Lincar Combination of Atom Orbitals (LCAQ)
in approaching of the strong connection for description of electron stales in
semiconductors gives us two meanings of energy [12]: states with the less
energy — bonding states and states with the higher energy — antibonding
states. The hybridization of atom orbitals having one S and three P states
takes place while formation of covalent crystal from separate atoms. When
they are transformed into bands, P-states of clectrons conform to the ceiling
of valency band that consists of bonding orbitals. and S-states of electrons
conform to the bottom of conductivity band that consists of antibonding
orbitals (Fig.1). Each travel of the electron from valency band to conductivity

E

L =P

= Antibonding zone
i (conductivity zone)

= s’ o O

Thest [—" =] p* S'P'S'DO
~ Bending  zone

e S+O (valency zone)
.

>
/r
Fig. 1. Formation of energetical bands while rapprochement of atoms (r-internuclear
distance), and change of energy and spacial distribution of electronic density of chemical
bond as a result of electron translation from bonding band to antibonding one.
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band. ¢.g.. travel [rom bonding state (o the antibonding one. is uccnmpmﬁd
by the corresponding change of its quantum state. e.g.. change!ol bond!
energy and space distribution of charge of those atoms that havesoar:them« 7
the hole or free electron during the thermal movement. If we’ll take into
account that S-orbitals have spherical symmetry and P-orbitals have directed
double-bell electron clouds, it means that the leaving of electron {rom P-
state increases the specific weight of S-state near the given atom (Fig.1).
Thus. the more conductivity electrons and holes [ormed because of excitation
we find in crystal the more will be the reduction of bond energy and of the
deal of hard directed P-bonds. and atoms will get the additional rate of [reedom
what leads to the increase of mobility of atoms relatively to one another [11].
["s necessary Lo mention that in case ol defects creating the local energetical
levels in forbidden band. the acceptor levels are bonding orbitals and donor
levels-antibonding orbitals. Because of it the electrons in conductivity band
and on donor levels and, also. the holes in valency band and on acceptor
levels are antibonding quasiparticles (aquases). Below we give the experi-
mental data that illustrate the leading role of aquases in PME.

2. Methods of experiment

The experiments were carried out with undislocated. monocrystallic
specimen of Si (conductivity of n-type). with specific resistance p=200ohm
cm, alloyed by Sb, with impurity concentration N =2.3-10"cm™. The specimen
were cut out to surfacial planes (100), the disorientation was not over 0.3
The measuring of microhardness was accomplished by the set .,Durimet”,
using the method of pressing-in, with the help of the standard four-hedral
pyramid of Knupp. Before measuring we have exposed surfaces of specimen
to the chemical-mechanical treatment with following annealing in vacuum.
The load was removed after the certain interval of time as the lighting was
switched off. In all experiments the big diagonal of Knupp pyramid always
coincides with the direction <100>of investigated plane (100). The ground
for necessity of these two conditions will be made in Part 4 and Part 5,
correspondingly. The thickness of SiO, film on the investigated surface of
Si. measured with ellipsometric microscope, was about 30 A. The control
experiments have shown that SiO, layer up to the 60A doesn’t have influence
upon the form of the curve that indicates to dependence of MH upon the
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Fig. 2. a) Dependence of MH of Si on the load of indenter in the darkness (1), and
while coercion by light quants , hv>AE_(2) and hv<AE_ (3). The error of measuring is the
same for all curves. X ;

b) Dependence of MH of Si on lighting intensity while coercion by light quants,
hv<AE, (1), hv>AE (2), and by white light (3) (I-intensity of light sources in conventional
units, O- corresponds to the darkness).

load-P:H=q@(P).

We have used the incondescent lamps with tungsten (wolfram) filament
of type K21-150 as unmonochromatic sources of light. The lamps were
disposed evenly with the distance 8cm from the investigated specimen. The
angle between the normal of specimen surface and the direction of light
stream was 60", If it was necessary to obtain the light with the encrgy of
quants hv<AEg, where AEg is the energy of forbidden band of Si, Si plates
(p~150 ohm.cm) with the thickness 300mcm were disposed in front of
these lamps with the distance 2cm in the position of normal incidence. What
about the light with the energy of quants hv>AEg, for its obtaining we have
used the monochromatic source of light He-Ne lazer of JITH-404B type
with the length of emanation wave ~0.64mcm. The change of intensity was
obtained with the help of neutral filters and the quantity of lamps.

In order to avert the thermal influences we have cooled the system of
lamps, filters and the investigated crystal with the stream of air. The measuring
of lightened surface temperature ol investigated specimen and the control
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experiments carried out in the darkness at the temperature reached during

the process of lighting have shown that this additional low healing ‘doesn™t '

have any influence upon MH and in such a way it proves tHe' unthermal
nature of investigated PME.

3. Dependence of pme on spectral consistence
and intensity of light.

In Fig.2 there arc given graphs that reflect the results of cxperimenté
about spectral dependence of PME. Curve 2 in Fig.2, a corresponds to the
case of coercion of lazer emanation upon the investigated crystal. As we can
see in the figure, PME is observed in the certain interval of loads (<100g),
and then. together with load increase, the light and dark curves of dependence
H=@(P) coincide. The effect of considerable reduction of MH under the
influence of lighting exists in the depths of indenter-immersion that are not
over the thickness of crystal surfacial layer determined by the inverse value
of absorption coefficient 1/a, where, on the whole, the aquases are formed
(their concentration decreases farther exponentially). The Fig.2,b, curve 2
shows us the dependence of MH in Si on the intensity of the given emanation
and we can sec that the linear abatement of MH turns into saturation. It is
caused by the reason that the thin nearsurfacial layer of crystal, where aquases
arise because of light absorption, is softened after the certain intensity so
greatly that it doesn’t make contribution into the value of MH determined by
that part of material that in fact doesn’t contain aquases.

The existence of PME is ascertained also in case of coercion by quants
with the encrgy hv<AE upon the investigated crystal (Fig.2, Curve 3). The
lighting of Si crystal with such a light leads to the reduction of its MH for all
loads used in practice [13]. Really, the reduction of MH because of the
intensity of lighting with energy of quants hv<AE (Fig.2,b, Curve 1) has a
linear nature. Therefore, in such a case the value of PME doesn’t depend on
the depth of indenter immersion into the investigated crystal. So long as the
investigated Si crystal is transparent for the light hv<AE , the observed PME
must be caused by the light absorption on defects that arise during the process
of imprint-formation, and because of the low coefficient of absorption the
emanation penetrates into the whole region of crystal broken by the indenter,
for any depth ol indenter immersion during our experiments.
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Fig.3. Tails of stale density in the forbidden band of semiconductor with a high
concentration of defects,

Really, the crystal is disregulated greatly at a touch of the indenter, there
is formed the defect structure that stretches into the depth of crystal around
the indenter. As we know [14], the greatly disregulated semiconductor has
tails of state density in forbidden band (Fig.3). and they on their side must
lead to the change of the nature of light optical absorption in the given region
in comparison with the unbroken part of crystal. The tails of valency band
consist of bonding orbitals, and the tails of conductivity zone consist of
antibonding orbitals. The coercion upon such a structure with the quants of
light hv<AE leads to the redistribution of electrons between the tails and to
increase of anuase concentration in defect region, what is the reason of
softening of this part of material.

The influence of aquases formed because of absorption on the defect
partof crystal, in case if the concentrations of unequilibrium carriers generated
while lighting of unbroken surface of crystal by lazer ray and by white light
coincide, is displayed also in more cffective coercion of the white light than
- of light hv>AE (Fig.2,b, Curve 3). We can understand this lact if we’ll
take into account that because of the wide spectral consistence of white
light together with absorption of light quants hv>AE, on the regular part of
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crystal during the process ol indenter immersion the absorption-of qu’u//ﬁ('s
hv<AE _takes place on the defects that on their side contribute to the incréase

of atom mobility. ' JalNI5e B

The data of |5] also indicate to the principal role of" aq‘dam'in i

PME. and the existence of negative PME (increase of MH under the influence

of lighting) is ascertained what is caused by reduction of electron
concentration on antibonding levels and of hole concentration on bonding
levels.

4. Residual PME - residual softening of nearsurfacial
layer after switching-off the light

It was revealed that the value of light MH depends on the time during
which the crystal remains under the load after lighting with white light is
switched off. If the load is removed in the moment of switching-off the
lighting, we obtain the imprint with less sizes (consequently. MH has

kg/mm?
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1
e
800 |
700 ¢
] 2 3 4 In(t,s)

Fig.4. a) Reduction of values of light MH during the time when the specimen remains
loaded after stopping the lighting.

b) Recombination transitions in nearsuperfacial region of crystal with heterogenecously
bent bands. E-energy, X-coordinate along the surface.
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Fig.5. a) Temporal dependence of logarithm of relaxation for relatively changed MH
after the stopping of lighting at different temperatures of the specimen: 1-23%, 2-50°, 3-
gal

b) Dependence of logarithm of relatively changed MH after the stopping of lighting
on inverse temperature.

heightened values) than in case when the load is removed after the certain
interval of time as the lighting is switched off, e.g. in the first case the clastic
restoration of the imprint is accomplished. Under equal conditions of
experiment this difference is more for small loads and great lightings [15].
The indicated temporal dependence of relaxation of MH is given in Fig.4a.

The residual PME can be observed also during the following experiment:
if we first light up the crystal surface for 10 sec, then switch the light off
and make imprints after the certain intervals of time. The temporal dependence
of relative change of MH after stopping the lighting (relaxation of values of
MH to its dark value) has the exponential nature (Fig.5,a). The both
experiments indicate to residual influences of the light upon MH after stopping
the lighting that we have mentioned as a residual PME'. This effect can be
explained in such a way: as we know, the break of crystallic structure on the

"We have to mention that qualitatively analogue results were obtained [4] with the
specimen GaAs and GaP, without the corresponding explanation of results.
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surface of semiconductor and the presence ol many heicruucnciliu/ in
comparison with the volume on it lead to uneven bending of encrgttical
bands in nearsurfacial region of crystal (Fig.4,b) [ 16]. While i hohnria w1th
the light hv>AE _ the electrons are thrown from valency band 0 ¢onductivity” ”
band but because of system aspiration for the state with the less energy they
arc accumulated into energetical pockets of the bottom of conductivity band.

By analogy, the holes come to the surface and fill the humps of valency
band. When we arc switching the light of(, the process ol recombination is
accomplished in the crystal and, after the reduction of conductivity at the
constant current to zero, as we know, the additional conductivity at the
alternaling current remains because of the presence of [ree electrons and
holes in spacially separated extremums of bent bands. For recombination the
clectron or the hole has to climb back over the potential hump, and, because
it is necessary to overcome this barrier, the duration of life of carriers is
prolonged what is reflected on the relaxation process ol concentration of
clectrons and holes and, consequently, after stopping of lighting the nearsur-
facial layer conserves the softening during some period [17]. The fact that
together with load increase the value of relaxation effect is reduced and
becomes unmeasurable can be explained so that the effect exists in the
pressing depth of the indenter into ctystal, and the heterogeneous bending of
nearsurfacial region bands approaches to this depth.

In order to prove these suppositions we have carried out the experiments
concerning the residual PME at different temperatures of the investigated
specimen, and they have shown that the relaxation of values of residual PME
toits "dark" value has exponential nature, what depends not only on the time,
but also on the temperature (Fig.5 a,b).

5. Anistropy of PME

As it is well-known [8], the value of MH depends on crystallographical
orientation of the investigated surface (anisotropy of the 1st type) and on
disposition of the indenter relatively to crystallographical directions on the
given surface ( anisotropy of the 2nd type ). In case of Knupp pyramid
when its big diagonal is orthogonal to <100> directions on ( 100) plane
of monocrystallic Si, MH has relatively higher value ("hard" direction ) than
in case when the big diagonal of Knupp pyramid is parallel to <100> directions
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Fig.6. Dependence of values of MH on the (100) edge of Si, on angle that the big
diagonal of Knupp pyramid makes with the direction <1 10> in the darkness (1) and while
lighting (2,3) (2 - with light quants, hv<AE_, 3 - with light quants, hv>AE ).

("soft" direction). When the disposition of the crystal relatively to the
immovable indenter is changed, periodically changes also the value of MH
- from its minimum to maximum (Fig.6, Curve 1). Let’s explain [19]:
during the process of imprint-formation under the coercion of indenter in
covalent crystal there happen break, pressing, tension and turn of chemical
bonds. We can make analysis of indenter position and of chemical bonds
spacial disposition. The Fig.7 a,b shows us two-dimensional analogue of
disposition of atoms and directions of chemical bonds on the investigated
(100) plane of monocrystal Si. However. in fact. the chemical bonds that
unite atoms with one another make a certain angle with the surface (Fig.7¢).
We can see in this figure that, when the big diagonal of Knupp pyramid is
disposed along the proection of chemical bonds onto (100) surface of Si
monocrystal (Fig.7, a), the tension and turn of chemical bonds are dominating
and the break is made easier, so the value of MH is minimal. If the big
diagonal makes 45° angle relatively to the projection of chemical bonds onto
(100) surface (Fig.7 b), then the value of MH is maximal, because the process
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Fig.7. Disposition of atoms and chemical bonds on the (100) plane of Si monocrystal.
and two different orientations of the indenter that conform to the minimal - ..a” and the
maximal - ,b”, values of MH: ..c”- spacial disposition of hybrid SP*-orbitals in Si crystal.

of pressing is dominating.

The investigation of this anisotropy of MH on (100) edge of Si mo-
nocrystal while crystal lighting with the light of different spectral consistences
has shown that in case of coercion by quants of light hv<AE the value of
MH-incidence is the same for all directions, e.g., initial anisotropy is conserved
( Fig.6, Curve 2). It happens because the anisotropy of the initial crystal is
greatly reduced in defect region where the quants hv<AE are absorbed. In
case of coercion by quants of light hv>AEg that is absorbed in unbroken
region of crystal the value of MH-incidence for “hard” direction is more than
for “soft” direction ( Fig.6, Curve 3). As the anisotropy of MH on the edge
of monocrystal is determined as the difference between maximal and minimal
values of MH [18], on the basis of obtained results we can say that the
lighting reduces anisotropy of MH [19]. It takes place because the pressing
of directed chemical bonds is dominating for conformity to the maximal
value of MH on the given edge of semiconductor, and, evidently, the light
after accomplishing the travel of electrons causes the isotropization of sharply
directed chemical bonds (Fig.1), and, as a result, the “light” curve is more
smooth than the “dark” one. These considerations are proved by the fact
that if we consider anisotropy of 2nd kind in case of residual PME while
coercion by quants of light with the energy hv>AE , the elastic restoration
of imprint for “hard” directions is more than for “soft” directions.

96



6. Temperatural dependence of PME

As we see [rom the results of above-mentioned experiments conteming * « <4< < <

the PME, the change of MH correlates with the change ol aquasc
concentration. Consequently, we can suppose that while specimen heating
the reduction of MH takes place on the whole as a result of aquase formation
by the temperature. Because of it we have made the experimental investigation
of temperature dependence of Si crystal MH both in darkness and while
coercion of lighting with white fight of various intensities. The experiment
was carried out in the following consequence: as the necessary temperature
of investigated specimen was reached. we measured the imprint in dependence
on conditions we obtained different steps ol MH temperatural dependence
under. If the specimen was cooled down to 50°C after imprint-formation.
without lifting the indenter, then indenter was lifted and the measuring was
accomplished, we obtained the values given in Fig.8. Curve 1. If we lift the
indenter and measure the imprint size belore specimen cooling. it is less than
in case mentioned above, e.g., its elastic restoration is accomplished. This
fact, analogue to residual PME, gives us heightened values of MH. what
. kg/mm*
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Fig.8. Temperatural dependence in Si of “dark™ MH (1,2)-during the two difierent
modes of imprint-formation: 1 - cooling with unlifted indenter, 2 - cooling with liited
indenter, and of “light”. MH (3.4) measured in the st mode: 3 - at the intensity of white
light ll, 4 - at 13>l|.
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lcads to the quasi-saturation ol MH by the temperature (Fig.8. Curve 2)'/01/zu
was observed by some authors [5]. From the graph (Fig.8. Cubves|1i2wel)
can see that analogue to the case of light coercion. the concentrati@minereases
of aquases formed by the temperature leads both to reduction of MH together
with the temperature and to mechanical unstableness of imprint frame that is
displayed while increase of elastic restoration of its sizes.

During the investigation process of temperatural dependence of PME
the temperature was measured while specimen lighting. and measuring of
imprint size was made after specimen cooling with unlifted indenter. We can
observe in the Fig.8, Curves 3.4, that at first the temperature doesn’t have
any influence upon light PME. But for cach intensity. as the certain temperature
is reached. the dependence of value of light MH on the temperature is
displayed. and, if the increasc of temperature continues. PME disappears.
Also, together with the increase of lighting intensity, the point, where
temperature and light curves coincide, is transited to the side of high
temperatures.

The comparison of concentration of aquases created both by temperature
and by lighting has shown that, if within the certain temperature interval the
concentration of aquases more than by the temperature is formed by the
light — n >n... then within this temperature interval the reduction of the value
of MH is determined by the lighting and is nearly constant. If the temperature
continues to increase, when n becomes comparable with n , light MH begins
to depend on the temperature and, when n <n,, PME turns to zero, and MH
is changed only together with the temperature.

7. PME in Ge and SiC crystals

We must mention that qualitatively analogous results were obtained by
us while investigations concerning the PME, using the same methods, for
the specimen of Ge (of type T9C-40) [20] and for the specimen of hexagonal
6H-SiC with surfacial orientation (1000), alloyed with N, , with impurity
concentration N -N =3- [0Semz 211
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Conclusion

Thus. the clear correlation of MH reduction with aquase coneerration <+ « « <
indicates cvidently that the change of MH because of lighting in crystals with
mostly covalent bonds is accomplished on the whole because of weakening
and isotropization of chemical bonds by antibonding quasiparticles.
e.g.,quasiparticles created by excitation of electrons and holes.
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ACCUMULATION OF CHARGE IN MIS-STRUCTURE -5+ =1,
WITH DIELECTRIC AL,O, UNDER THE COECTLION-///"/l1J. 2
OF IONIZING RADIATION

A.Bibilashvili , A.Gerasimov , M.Merabishvili

Abstract. The influence of ¥- and electronic irradiation upon the parameters
of MIS-structures with dielectric Al,O, obtained with the help of catalytic
plasmatic anodizing has been investigated. Comparison of parameters of MIS-
structures with dielectric Al,O, obtained by means of catalytic plasmatic
anodizing of Al and with generally accepted dielectric SiO, after ionizing
radiation is given shows that MIS-structure with dielectric 5iO, is more
susceptible to ionizing radiation than the structures with Al,O,. The offered
model of charge accumulation in dielectric Al,O, after the influence of radiation
considers the presence of traps of electron and hole types in the dielectric and,
also, the recombination effects on these traps.

The nature of MIS-structure clectrophysical properties change for given
conditions of irradiation is defined not only by the type but also by properties
of dielectric component and, because of it, the way of its obtaining has a
great importance. There aren’t made many investigations on radiation changes
of electric properties in MIS-structure on the basis of dielectric Al,O, though
this material is perspective for microelectronics, as it is indicated in [1].

In the given work we have compared the results of coercion of various
radiation types upon the parameters of MIS-structures with dielectric ALO,
obtained with the help of plasmatic anodizing and with generally accepled
dielectric SiO,.

Methods of Experiment. In the process of obtaining MIS-structures
we used Si of n-type with the orientation (100) and specific resistance 4.5
- Om-cm as an underlay. Dielectric Al,O, on Si-underlay was obtained by the
method of catalytic plasmatic anoding of Al [2]. Al was sprayed onto the
surface of Si processed to the 14™ class of purity using the method of resistive
evaporation in vacuum 6.6-10* Pa. Y was sprayed onto structurcs Si-Al
using the method of electron-radiate evaporation with the temperature 373K.
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Then we have placed the obtained Si-Al-Y structures into !ow-[cmpcru[;}t‘/a/l]
oxygen plasma (the temperature of the pattern was not over 313Ky ‘Fhe:(,
process of Y-Al oxidation is accomplished during the I'ccding'pf.p,q's,i:,iyp, JI
removal relatively to plasma onto the pattern. The oxide Y,0, serves as a
catalyst that accelerates the oxidation process nearly 50 times. After the
process Y, O, is etched out in concentrated nitric acid. Ellipsometric measuring
has shown that the thicknesses of different films of AlO, is in the interval
90-120 nm. Diclectrical [ilms ol Si0, with thickness 100-120nm are obtained
by thermal oxidation of Si in “moist” and “dry” oxygen with the lemperature
[432K. In order to finish the creation of MIS-structures we have sprayed
the contact platforms of Al with the diameter 1.5 mm onto the surface of
dielectrics through the stencil.

The obtained MIS-structures were exposed to electronic and y-irradiation.
The energy of clectrons during irradiation process was 3 MeV, the intensity
- 2.5-10%e¢m?s!'. The source of y-irradiation was InGa - circuit of reactor
with the intensity 1.2-10° t/hour. While irradiation different tensions were
removed onto metallic electrodes of MIS-structures. The temperature of
patterns was not over 350 K for all types of radiation.

The investigation of space distribution of radiation-induced charge in
diclectric was carried out by the method of layer-by-layer ctching out of
diclectrical films after electronic irradiation with integral stream 10"%cm™, |
per cent hydrate of hydrofluoric acid was used for etching of oxide layer of
Si0,. and for etching of Al O, used the boiling concentrated orthophosphoric

“acid. The velocity of etching in both cases was ~1 nm/s. Thicknesses were .
measured with cllipsometer on each stage of etching.

The electrophysical characteristics of MIS-structures were studied using
the method of declining of high-frequent volt-faradic curves. We have
determined the charge in oxide volume according to the tension shear of
experimental curves relatively to the theoretical C-V characteristics in points
corresponding to the plane zones and to the middle of forbidden band of Si,
strictly speaking, the charge on rapid surfacial states. It is well-known [3,4]
that the distribution of density of surfacial states according to energies in the
system Si-Si0O, has a minimum in the middle of forbidden band of Si and
surfacial states are neutral both for p-type and for n-type of Si.when the
level of Fermi is placed in the middle of forbidden band [5]. Because of it, if
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the charge in the oxide will be caleulated according o the poinly, of-the, -
middle of forbidden band of Si, then the error that is conditioned by, Spl_ldg,ldl )

Twd (1-

states will be minimal.

Results and their Consideration. The results of investigation of
radiation-induced charge distribution in dielectrics afer electronic irradiation
are shown in Fig. 1. The graphs indicate that after the irradiation in the same
patterns distribution ol the charge brought out by rudiation doesn’t depend
on tension at the gate, and the differences in changes of plane zone tensions
while different tensions at the gate are explained by the quantity of captured

charge.
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Fig.1. Change of tension of plane zones according to thickness in dielectric SiO,
{(*dry”, (a) and “moist”, (b)) and ALO.(¢) for different removals at the gate during electronic
irradiation: +5V (1); -5V (2); OV (: 3) and without irradiation (4).

103



/7 J
o S SR e A gt
w10, cm? = A0

% Jia N0 57I=2)

il % _fo‘|,"-—;."'¢,;"‘

—L e L gy
13 T Yl IR

FIG.2. Dependence of radiation-induced charge in MIS-structure with dielectric Al .0,
(—) and SiO,(—) on the stream of clectrons for different removals at the gale duun0
irradiation: -5V(1:5); -3V(3: 6); +3V(2:8) and OV (4;7).

In this Figure we sce that in “dry” Si0O, the radiation-induced charge is
concentrated nearer Lo the border Si-SiO, than in “moist” SiO., in case of
ALO, the tension of planc zones is channcd less than in case of SIO obtained
by [hc, both ways.

We give the dependencies of radiation-induced charge in MIS-structure
with dielectrics SiO, and Al,O, on the dose of electronic and Y-irradiation,
correspondingly. (wl;i[c different removals at the gate) in Fig. 2. The removals
feeded to the gate 1V and £3V were >to the module of the initial tension of
plane zoncs VW and of the tension of inversion V, because the working point
ol MIS-transistors is situated near these meanings. From these Figures we
sec that in case of increase of removal tension at the gate from -3V to +3V
the value of the positive charge accumulated in AlLO; is reduced, and even
the effective charge becomes negative (Fig.3, Curve 10). The curves of
charge accumulation in SiO, in the same figures indicate traditional character
of charge accumulation in this diclectric [6].

In order to describe the accumulation of radiation-induced charge
in the volume of dielectric ALO, we offer the qualitative model that takes into
account the assumptions of Harari [7] about the presence of electron and
hole traps in ALLO,, about their space distribution, about the processes of
electronic recombination induced by the field near the surface of Si section.
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Fig.3. Dependence of radiation-induced charge in MIS-structure with dielectric ALO,
(—) and Si0, {—) on the dose of y- irradiation for different removals at the gate during
irradiation: +3V (1;10); -3V (2;6); +1V (3:8): -1V (5:7) and OV (4:9).

In addition to these assumptions, in order to explain our experimental results
we introduce the concept of hole injection under the coercion of the ficld
from the side of Si. If the removals at the gate arc positive (Fig.d4a), the
electrons induced by radiation will be captured near the border of the section
ALO-Al, and the positive charge will be captured on the border Si-ALO..
But the most part of this positive charge will be either compensated with

Yad

€] &
AL ALyl S¢ ‘. QL

FIG.4. Schematic model of accumulation of radiation-induced charge in
dielectric during ionizing irradiation: a) positive removal al the gate, and b) negalive
removal at the gate.
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captured electrons or recombined with electrons induced by the licld (fem
Si. The ratio of currents created by injected electrons and by radiatipn-induced: [,
holes increases together with the increase of tension value. ¢.gytogether » 2
with the increase ol tension the elfective positive charge is reduced and
under the condition of certain positive tensions the effective charge becomes
negative (Fig.3. Curve 10).

In case of the negative removal at the gate (Fig.4b) the radiation-induced
couple electron-hole is separated by the field in dielectric in such a way that
the electrons will be accumulated near the border of the section Si-ALO.,
and the holes. as a rule. will be accumulated near the border A!-Alz()‘. The
charge conditioned by electrons on the traps in Al,O, will not be disp]ayed as
aresult of recombination of trap electrons with the holes injected from Si. or
- as a result of compensing capture of holes injected from Si onto the traps
near the border AL,O, - Si. In case of increase of negative removal at the gate
the hole injection is increased and we observe the increase of the accumulated
positive charge (Fig.2, Curve 5; Fig.3. Curve 6).

Thus. we can conclude that in Al,O, obtained by plasmatic anoding
of Al there exist the traps of electron- and, also, of hole types, and in SiO,
there are only hole traps [8].

Conclusions. 1. The value of radiation-induced charge and its disposition
relatively to the border of the section dielectric-semiconductor depend on
polarity and value of removal on the metallic electrode during the process of
ionizing irradiation.

2. Si0, obtained by thermal oxidation is for two rates more susceptible
to ionizing—rudialion than AlLO, obtained by the mcthod of catalytic plasmatic
anodizing of Al.

3. The model explaining the accumulation of radiation-induced charge in
dielectric AL,Q, is offered by us. This model considers the presence of trap
of electron and hole injection from Si-underlay in ALO, and recombination
effects on these traps.

Thilisi I. Javakhishvili State University
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INVESTIGATION OF CONTACT OF Ti-Ge/GaAs
SCHOTTKY BARRIER OBTAINED BY ION-PLASMA/J5% =0
METHOD

J

A.Bibilashvili, A.Gerasimov, Z.Samadashvili

Abstract. The height of potential barrier (@,) and of perfectness
coefficient (n) depends on per cent consistence of alloy (Ti-Ge) and on
modes of photon treatment for contact with Schottky Barrier Ti-Ge/GaAs.
We have established the optimal production process for obtaining contacts
with Schottky Barrier, of high quality and stableness. The photon treatment
with impulse power 5 kwt the alloy 4at%Ge — Ti is shown to be useful to
give us the contacts with higher quality and stablencss. We have observed
cxperimentally that, because of chemical activity of Ti to oxygen, in contact
layer there exists oxygen, and its contents is decreasable with the help of
photon treatment.

The devices with Schottky Barrier (SB) bases are used widely for
production process of integrated microcircuits (IMC) on GaAs [1,2]. The
quality and stableness of SB define the parameters of IMC on GaAs and for
this reason investigation of characteristics of new contact systems is very
actual. Alloys of various materials can be the perspective material for
creation of stable and high-quality contacts on GaAs SB. During this
process one of alloy compounds must be a shallow donor that is surface-
active in GaAs and must have a high solubility in it [3]. The second compound
of alloy must have a low solubility with the first compound and for it that’s
obligatory not to form intermetallic fusion with GaAs [4,5].

The alloy Ti-Ge is perspective from this point of view because Ge isa
shallow donor in GaAs and has a high solubility in it, Ti is inert regarding to
GaAs and Ge, and the formation of intermetallic phases is difficult to arise
[6].

In the given work there are investigated electrophysical parameters of
Schottky Barrier Contact (SBC)-GaAs on the bases of Ti-Ge alloys obtained
with the help of ion-plasma method.
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We have used as a body epitaxial structurcs of n-lype Gadsol <177
crystallographic orientation (100). with concentration of charge carriers

/

Methods of experiment

10"7em . Films of alloy were plated using the method of ion-plasma spraying
ol mosaic target. The target consists of sheets of iodic Ti and of especially
pure Ge disposed on it mosaically. For target spraying Ar ions were used.
Before alloy plating we polished the surfaces ol GaAs chemically following
the well-known standard technology. The treatment of Ti-Ge/GaAs contacts
was carried out using the photon method. The photon treatment was
accomplished on a special unit that allowed to vary impulse power within the
interval 0+19 kwt. and duration of light impulse — 0.1+10 sec (with the step
0.1sec). the range of emanation spectrum was 0.4+3.5mem.

The values of barrier heights and of coefticients of contact perlectness
for Ti-Ge/GaAs were defined by the method VAC. Investigation of element
consistence ol its change that is corresponding to the depth of surlace
structure was carried out using the method of Auger-Electron Spectroscopy
(AES) on the set of PHI-450 type with coaxialanalyzer of “cylindrical mirror”.

Results and discussion

During the process of Ti-Ge alloy plating the mixture ratio was calculated
according to the formula:

C = oS, /T aS, - 100%,

where Si is the arca engaged by i compound, ¢, - coefficient of spraying of
i compound, C - its concentration.

The films of alloy with Ge contents 4at% and 12at% were plated. The
thickness of films was 150 + 160nm. The crror of mixture calculation was
not over 2%.

Pesidual Pressure of | Current of Voltage Current of | Volocity of
N | Pressure in Worcing discharge, | on Target, Target, Plating,
Chamber,Pa| Gaz, Pa A kY mA nnymin
1 2107 7-10°7 4 1 15 5
= 5 2 30 12
3| 5 3 40 14
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«able shows the working modes ol spraying unit and the vclmﬁgi)l‘
alloy deposition. 7 (51 574 2 ()
In Fig.l there are given the graphs of dependence of pgt'.c;'pL'igi.l'. jigil‘fi‘cl-‘.
height and of perfectness coellicient for SB contact of Ti-Ge/GaAs
4at% and 12a1% Ge in alloy obtained in the mode 3 (table), on time of
photon annealing. while impulse power 5 kwt and 7 kwt.

0 1 T2 k tcek

0 1 2 3 teek

Fig.1.Influence of photon coercion upon the height of potential barrier ¢, (a) and
upon perfectness coefficient n (b), while different percent contents of Ge in Ti film:
4at%Ge -1: 2, 12at%Ge - 3; 4, and powers of photon treatment: 5 kwt — 1; 3, 7 kwt — 2;
4.
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Fig.2.Profils of element distribution according to the depths of contact systems
Ti-Ge/GaAs obtained by the method of ion-plasma spraying: a) Ti- 4at%Ge; b) Ti
- 12at%Ge. 1 - Ti; 2-Ge; 3 -Ga; 4 - As; 5-0.

As we see in Fig.1, we obtain more qualitative and stable contacts while
4at%Ge in alloy, after photon treatment of contact with impulse power 5
kwt. ;

Fig.2 gives typical AES profils of elements distribution corresponding to
the depth of contact systems Ti-Ge/GaAs 4at% and 12at%. As we can see,
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the distribution of Tt and Ge in the film is uniform. Probably, this [dety
caused by the reason that these clements have equal LULHILIL]‘lls of spm\*mg

However. the contents of mwm_n in alloy is considerable and its Lﬂnu_i'lll dlm‘n y

on the interface alloy/GaAs increases. The presence ol oxygen in allny is
caused by more active interaction of Ti with residual oxygen in vacuum
chamber than of Ge with oxygen. In such a way we can explain the presence
of a great quantity of oxygen on the interface Ti-Ge/GaAs in case of
dut% Ge in comparison with 12at% Ge in alloy. The diffusion process ol Ge
in GaAs is difficult because of the presence of the oxygen in alloy [3]. and
for this reason the concentration of Ge on the border of GaAs is decreased.
The contents ol oxygen in alloy and the width of transient layer Ti-Ge/
GaAs arce decreased after photon treatiment because of the break of bond Ti
— oxygen.

Conclusions

. We have offered and founded the principle of choosing for contact
material used in SBC with regulated height of barrier; this principle allows us
to choose Ti-Ge alloy as such a material.

2. The regularities of change of SBC electrophysical parameters arc
investigated in dependence on alloy consistence and the modes of photon
treatment.

3. Analysis of results show us that while choosing the modes for
impulse photon treatment we can obtain SBC with barrier height 0.62 + (.75
¢V and with coefficient of perfectness 1.1 + [.3.

Compared analysis of results of change for potential SB height value and
for value of perfectness coefficient allows us to use the offered technology
for production of stable digital IC on GaAs.

Thilisi I. Javakhishvili State University
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Abstracts. The encrgy dependences of the absolute cross sections of
ionization (g,), charge trasfer (0) and electron loss (o) processes at the
collisions of atomic particles with closed electron shells (Li*, Na* K* - He,
Ne. Ar) in the energy range 1-7 keV. have been determined. For interpretation
of experimental results modern theoretical representation are used.

Introduction. Mcasurements of the absolute cross sections of the inelastic
processes of alkali metal ions and inert gas atoms collisions in the region of
several hundred and thousand clectron volt energy are connected with
experimental difficulties. In these cases colliding particles are characterized
by closed electron shells and processes realized on a small internuclear
distances R. The projectile ions are scattered through relatively large angles
and this is accompanied by the formation of much more energetic secondary
particles (target gas ions and free electrons) than is usual. The energies of
thesc particles may reach tens of electron volts. This circumstance has not
been considered in the earlier papers, which must raise doubts about the
reliability of the measurements themselves and the conclusions drawn from
them. On the other hand, these data are necessary for solution of many
fundamental and applied problems (plasma and upper atmosphere physics,
astrophysics and etc.).

The energy dependence of the absolute total cross sections of the
processes of ionization @, , charge transfer ¢ and projectile ions electron
loss (stripping) o, during collisions of alkali metal ions and inert gas atoms in
the energy range 1-7 keV were determined in this work. Cross sections o,
and o, were measured by an improved transverse clectric field (“condenser”)
method, and ¢, by recording double charged primary ions, produced as a
result of collisions, using mass spectrometric system.
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An estimate for the uncertainty in the absolute values of cross/sections) =
given below is about 15%. L

Experimental arrangement and measurement methods.

The main parts of the used mass spectrometer arrangement are (Fig.1):
surface ionization type ions source [; magnetic mass analysers Ml . M: :
accelerating and focusing (quadrupole lenses) system L ; collimating slits S
- S collision chambers C,. C,; valves G . G, lor admission target gas in
these chambers; ionization manometers P, P, and detectors of projectile
ions F| . F, . Target gas pressure in the chambers (about 10~ torr) corresponds
1o single collisions condition, Differential pumping system D sccured vacuum
about 10 torr in other parts of the arrangement. The standard transverse
ficld method [I | involves collection with the aid of an electric field of plane
condeenser K, of target gas ions and electrons generated by the passage of
projectile ions through a gaseous target. Absolute cross sections of production
of these particles ¢ _and o _are connected with cross sections 0, , 0, . o, by
the following way:

0,=0,+0, 0=0+0

In view of the characteristic features of the investigated pairs of particles
mentioned above, the standard method was modified. For fixed of the
homogeneous part of field (“collision length™) the condenser electrod was
divided by small parallel sections (1-10 sections) and charge distribution
was studied on them. In front of the electros a grid g is placed to suppress

Fig. 1. Schematic diagra;‘n of apparatus.
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o TR P B e R secondary electron ummun from.
L T { |2 -sections -\ the surface of sccuons T_hlb jerid)
o e s g S i cen o e is used to receive an :nforman(m
o v 13-energy eV T about _cncrgel‘lcal spcf:lrum'ol
413 _l,{.,\ 2,4-energy 5xol scancr‘mg- particles by stopp:ng
S okt It 2] potential” method too. In Fig.2 a
{_“: 2 —"a}}q \o\ — dependence of the current of ions
L ] xa\:\ -y e scattering on the section focated
X .

1= & o — as close as posible to the energ
AN e P gy
- ‘2%,‘ Tosann o slit (S, ) of chamber C, (section

0 [ERER T e e T RN

1, curves 3 and 4) and on the
middle section (section 5, curves
| and 2 ) from stopping potential
for K* + Ar pair at energy E = |
keV and E=5 keV is ploted
(curves 1,3 and 2.4 respectively). Considerable difference between these
curents is connected with the high probability of the hit of scattering projectile
ions on the middle section. That’s way, section “I"”” was chosen as a measuring

0 20 40. 60 80 400 eV,

Fig.2. The dependence of the currents
of positive ions scattering on the sections |
and 5 from stopping potential.

and hence additional electrod system is mounted to provide homogeneity of

the field in this region (electrods B in Fig.1).

Absolute cross sections of the stripping processes g, were measured in
separate experiments by mass spectrometer analyzis M2 of projectile ions
beam after passing through the collision chamber C,, filled with the target
gas. The electric lens L, ( Fig.2) provides the focusing of the projectile ions
after collisions with target gas atoms.

Results of measurements and discussion. 4

The energy dependences of the total absolute cross sections of the
processes of ionization (o for Na*— He, Ne, Ar and charge transfer o for Li*
— He, Ne, Arcollisions are plotted as an example in Figs. 3 and 4 respectively.
As itis evident the discrepancy between the results of different-authors [2,3]
is considerable. The reasons for this are the experimental difficulties mentioned

above. For example as we determined, in Na* — Ne collisions about 25% of

the target gas ions have an energy over 40 eV, and about 15% of free electrons
over, 30-35eV.
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Fig.3. lonization: (Na*- He), 1 - our results, 1" -[2]; (Na*- Ne), 2-our results, 2' - [2];
27 - [3]): 27 - [10]; (Na*- Ar), 3- our results, 3 - [2].

The interpretation of our results by plotting schematic correlation diagrams
of diabatic terms of the colliding system [4] and the use of model
representations [5.6] expresses certain conclusions about the mechanisms
of the relevant processes. It was found that in Li*— Ar collisions an electron
is captured mainly into graund state of lithium atom Li(2s), at internuclear
distance R~1.5 a.u. For Li*— Ne pair the charge transfer is realized through

intermediate state Lit— Ne(2p® 3s) at

2 w relatively large distances R .

i ) o o s ; A compz?n.sion 0.‘ our data for
8 a,s____ou_/a_/_ﬂﬁ,;-{;”__: Li*— Ne collision with the cross
ey e sections for emission of a resonance

Sy ;’2" gudlel ,{:——*_i_%‘_»—-’i—' line of lithium atom (transition 2p —

;; L 2wk Jdhy # o 25, A = 670,8 nm) reported in [7],
2| ;‘.'t’“‘xz o @ { shows that o, includes a

i r considerable (~50%) contribution of
o s 48 B 7 v the portion cross section of an

Fig. 4. Charge transfer: (Li*- He), 1 -
ourresults, 1'-[11]: 17-[2], 1" -[3 §; (il tes
Ne ), 2- our results, 2 - [2], EAR @l
Ar), 3 - our results, 3- [2].

clectron capture by excited state
Li(2p) of lithium atom.

The contribution of the various
channels into the total cross sections

11317



0 e ¢ was estimated to define L/hc
: = ?(jz ] mechanism of ionization 'pr('lcgzées.' For -

5 61 (\@ Pl e dircct i1onization channet* suth

Ed x/j e \'?ii 8 contribution was estimated by

i g 5 calculation of cross sections portion

10 9t // I using a procedure described in [6]. To

x// i estimate the contributions of molecular

IOAM L 'i iy and atomic autoionization channels [8]

[ ] the experimental data about spectrum

ol / ] of the free electrons were used. It was

; i obtained that in the Na*— Arcollisions

_m' i the direct ionization channel is

;; : . 4 : j . 6 — predominated, whereas for the Na*—

3
He pair the process of ic
Fig. 5. Stripping: (K*-He ). 1 - our R Sl et

resiills 2 [0] & O] o) A oar autoionization of neon is about 30%
results. and direct ionization - about 10%. In

the case of Na*— He pair the atomic
autoionization channel of helium is the main one.

In Fig.5 our experimental (curves | and 4 ) and calculated (cur.3) data
of stripping cross sections ¢, at the K *— He, Ne collisions arc compared
with experiments data ol the excitation cross section of ten autoionization
states of K * ions at the collision K *— He reported in [9] (cur.2) in arbitrary
units.

The comparision shows that the main way of realization of stripping
process at least for K *— He pair in investigated energy region is connected
with direct ionization mechanism.

7 eV

Thilisi I. Javakhishvili State University
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_ R. Dekanosidze, N. Jalabadze
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Abstract. Polycrystalline samples of Mo, Ni and Ti implanted by carbon
ions (dose 1.10" — [.10"™ ¢m? and energy 40-100keV) are investigated.
Characterizations by electron Auger-spectroscopy (ASE) and electron
diffractometry in dependence on the temperature of after-implantation
annealing in temperature range 200-1000°C have been carried out. In
implanted system of Mo-C, at dose 1-10'7 cm? hcp structure Mo,C was
formed. At increased dose the additional lines of y~MoC and y-MoC
(hexagonal structures) appeared. In the implanted system Ni-C (dose 4-10"
cm?) carbon is located in the layers of the near- surface region forming an
amorphous dissipative structure. In the dissipative structure carbon is not
chemically bound with Ni and it is in a graphite like state. At dose of 6-10"
cm? and higher carbon concentration in the implanted layer corresponds to
required value and the carbide Ni,C (hexagonal structure) is formed.This
phase is stable up to the annealing temperature 400°C.In the implanted systems
Ti-C (dose 5-10"cm ) the phase TiC is not formed without after-implantation
anncaling and the formation of amorphous dissipative structure at the near-
surface region is observed. Annealing at 200°C returns carbon from the
dissipative region to the implanted layer,where the phase TiC (fcc structure)
is formed. This phase is stable to 800°C of annealing temperature. In all
cases heating of implanted samples over the temperatures leads 600°C to the
carbide phase dissociation and reduction of the initial crystal structure of the
samples.The additional bombardment without after-implantation annealing
of the samples by Ar * ions leads to the formation of the carbide phase TiC.

1. Introduction

High-dose implantation of transitional metals by carbon ions may be
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interesting in several aspects: 1) fundamental research of interaction of hig/h-_
energy ions with solid states. formation of dopped atoms d[smp%ﬁl\«’fﬁ%ll}(,w‘l:
(exit of dopped atoms through implanted layer to near-suerface region) and
dissipative structure of target atoms (a long-distance effect of ion bombar-
dment); 2) formation of thin diamond-like films on solid surface; 3) formation
of carbides of a given thickness on a given target in implantation metallurgy.

For modification of properties of target by ion implantation the transitional
metals require high-dose of ions. It is considered that structural change is
determined by two nonequilibrium processes: generation of radiation defects,
which are larger than the number of their recombination and by the
introduction of impurity which is much larger than equilibrium solubility.
Therefore not only a chemical composition determines a structure, but it is
determined by a complex of interrelations, when quick-particles come into
collision with solid state.

When implanting the ions of higher dose, change of material properties
most probably happens through the structural transition.Nonequilibrium
distribution of impurity atoms and radiation defects may lead to unexpected
metastable states. The search of relationship between the structure and
properties is necessary for formation of new materials by ion bombardment.

The ion alloying of transitional metals by the ions of sp-elements: boron,
oxygen and fluorine, always produce non-crystalline (amorophous) phases
in implanted layer [1-3]. On the other hand bombardment of transitional
metals by carbon and nitrogen ions always produce carbids and nitrids [4],
correspodingly.

The purpose of this work is to investigatie dopped carbon and structural
transition in thin films of Mo and in the near-surface layers of bulk
polycrystalline samples of Ni and Ti.

2. Experimental

Polycrystalline films of molibdenium with thikness of 800-1000A" were
thermally deposited on the vacuum cleaved rock salt (NaCl) at 250°C.
Implantation were made at the energy of 40keV and 1-3.10"7cm doses by
the method described in [4].

In addition, investigation of the 10x10x1 mm polycrystaline samples of
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Ni and Ti with 99.99% purity have also been carried oul. The susface was: ()
prepared by the standard technology including mechanical polishby-dramond- -
powders and pastes on glass. calico and cambric.electrochemical polish and
before-implantation homogenizing annealing at 1100°C.For each specimen
annealing was carried out at 4-5-107 Pa for 30min.

Ton alloying of the samples prepared at room temperature in the system
with cryogen jacket at liquid nitrogen temperature with single charge carbon
(C*) ions of energy 100keV and doses 1-107cm™? -1-10%cm= was carried
out. After-implantation annealing in vacuum 4-5-107 Pa was made at 200-
1000°C (annealing time was 30min). For each case separate samples have
been used.

Additionally two samples of titanium,implanted by C* ions with energy
100keV and dose 5-10'7 cm2,were inestigated.One of these samples had
been annealed before implantation while the other had not. After this,the samples
were bombarded by Ar* ions with dose 2-10'%cm™ and energy 200keV.

The structural investigations of all the samples were made by electrono-
graph EMR-102 at accelerating voltage 100keV. The samples of Ni and Ti
were also invenstigated by Auger-electron spectroscopy (ASE) method on
the LAS-2000 of “Riber” (France). Spectra have been obtained at the energy
of primary electron beam of 3keV.time constant 1sec,modulation amplitude
1V.emission current of electrons 0.32A. Sputerring of samples were made
by Ar* ion beam with the energy SkeV and ion current density 2-10 ° A/cm®.
The velocityof ion etching was = 30AYmin.

3. Experimental results and discussion
3.1.Molibdenium-carbon system

In implanted system Mo-C at dose 1-10 '7 cm™ the hep stucture Mo, C is
formed. By increasing the dose up to 3-10' cm™ the additional lines of
¥-MoC [5] and y’-MoC [6] phases (with hexagonal stucture) appear on the
diffraction patterns together with Mo,C. Indiced scheme is shown in Fig.1.

In [7], transition to nitrides or carbides was a result of bombardment of
vaporized or cathode sputtered films by different ions (for example, He* or
Ar*).These transitions took place on impurity contaminations and were
explained as a radiation-stimulated polymorphy.
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It is considered that tl_z‘/'

NIdA| (hkt) W e : ‘
/2.8 100054C preferable : orm(-mon of ons 7(7)_14:”
227210085 Hm,0] another carbide at room lcm‘p_(:,fmnre‘: 944
312.6 100 Mo, is determined by~ ‘“fhe’" "
b 12.95\tow Mo thermodynamical probability.In the
512.36 |002) Mo, C implanted system Mo-C,where
mf/‘lz 6 [2.28 (101) Moy € i n it Mo,C was formed,thermodynamical
7 0.08\09Mec| F 1T potential ol reaction al room
S |1 SE0UF-MoC| || o | | | | temperawure AZ’,,=-0.53¢V/at. A
Z?:;‘; ;Z;;,’f;’oi : { cohe.rence. of s}truc}gres supports
S|l ssleomenc) || | the formationol additional malas%a-
i 1.50| (HOHarC 1 i ble phases y-MoC and y-MoC with
BlagdyHoc) || 1 || AZ%y=—0.10eV/aL
1911.35 | (103)/osC : | 3.2. Nickel-carbon system
75231\ (200Moc| [ |, | e '
0| |1 19008} MaC | w This implanted system has a
1710. 2\ 2/f)MosC || thermodynamical prohibition on
i ! {j ! . formation of NiC at room
| i b temperature (AZ°,,, = +0.33eV/at).
P | n n;{/ l In Fig.2 distribution of carbon
Tz

| of polycristalline specimens
bombarded by C* ions, 100keV
energy and doses 1.10"7-1.10" cm?
oL ; ; (the critical dose of transition is
8.10'® cm?) is shown. At the doses
1.4.10" cm™ (average calculated

\Af{ ~~1 1| atoms in dependence on the depth
10,
/1)

Fig.1. Intensities of elecron diffraction

lines and interplanar distances in implanted ;
system Mo-C, at energy 40keV and dose concentration of dopped carbon 2-
3.10"cn1: 7.10* cm™) considerable migration

of carbon atoms from ion-alloyed
layer to the surface is observed. The profile appears at dose 6.107 ¢m™
(average concentration 8.10% cmi?). KLL Auger-lines of carbon in dependence
on time of surface sputtering for different doses and temperatures of after-
implantation annealing is shown in Fig.3. Up to the dose 6.10" cm? in the
whole depth carbon is not chemically bound with nickel and is in graphite
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Fig.2. Profiles of carbon distribution in implanted system Ni-C at energy 100keV and
doses: 1 —1-10'7; 2 — 4-10'%; 3 - 6:10'": 4 — 1.10"cm2,

like state and forms amorphous dissipative structure. At the dose 6.10" cm'
* and higher, carbon in graphite like state is only on surface, in the depth it is
in carbide state (Ni,C type) that is indicated by the shape of KLL Auger-lines
of carbon [8].

Considerable difference of calculated concentration of dopped carbon
with the result shown in Fig.2 is probably connected with carbon migration
to the surface and its evaporation.

Dose limit of phase transition obtained in approach [9] is 8.10"™ ¢m?
(average concentration is 1.6 102 em?), i.e. at dose 1.10'7 ecm? the transition
in carbide was supposed to happen. However, increased migration of carbon
atoms from ion-alloyed layer to the surface decreases total energy of elastic
interaction of carbon atoms with lattice, what,on the other hand decreases
the total stress of ion-alloyed layer and prevents the phase transition. Another
though less important reason of indicated disparity is that the cascade of
interaction along the ion track creates impoverished zone. The average energy
transfered to the first vipe-out atoms equals to 186eV: the average number

1129



J
Vs
+ [-1076-1071 107410716101/ 6107 1, |410](6 0] 1-10./4-10.J6+40. 610, /e

i [ thepihess et | 3007 13,007 400 [ itk bbb 30yl i 1)
A A ; h \ ! b plg= 1 101ddd
At e IR W ,i "'1 = P

IR Holr \I,f' |4 V|’~ o 4 \
15 ,; | AR
Amis F A A4
i } ‘ 60 r 1:‘* { "1" W
il
i
1 1 A
G |« ~ i T A I
et L Lo LA g "'Lr 'E ! ‘L V
| L

Aif *i.f' Jer"\:l,,. s -r’\(uﬂs i | M e [ |
I
A

dhIMaiInL

[
| - | ||~ A
30 V | i (I 20 B e AR e fe
i S o
s e e

Fig.3. KLL Auger-electron spectra in implanted system Ni-C at different doses,
sputtering time and annealing temperatures.

of atoms participating in the cascade per one vipe-out atom is 3.0; the average
number of displacements per atom in the range of dose 1-10" ¢cm?-1-10"
cm? equals 1.5-15. Around the impoverished zone there is the atmosphere
of carbon atoms (a type of Kottrell atmosphere) what also decreases the
total energy of interaction of carbon atoms with lattice. So the phase —
transition takes place at the dose of 6-10'7 cm™ (see Fig.3).

While anncaling of implanted samples (dose 4.10'7 cm?) carbon is in
graphite-like state in the whole depth of implanted layer and after annealing
at 800°C it is found only on the surface. In Fig. 3 the KLL Auger-line of
carbon at annealing temperatures 300-400°C is shown, which corresponds
to the temperature stability of Ni,C. '

Electron diffraction patten from samples alloyed by dose 1-4.10'7 cm™
show only the lines of fcc-structure of nickel.In the range of doses 6.10'-
1.10" ¢m2, two lines of Ni,.C were found (with interplanar distances
d=2.267A" and d=1.567A") together with nickel lines.
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So thermodynamical prohibition at room temperature is the lactonwhich? ) = )
interferes with the structural-phase transition.On the other hand#Ni (fec /<17 < 2
structure) and Ni C (hexagonal structure) have coherent planes.Itis possible,
that coherent “genesis™ and coherent bond on interphase boundaries are
stimulating factors and they prevail over the thermodynamical prohibition.
Dissociation of carbide starts at 400°C(maximum temperature of stable state
is 370°C).Diffusion coefficient of C in Ni at this temperature equals 3.3.10"
cm/sec. So the length of diffusion path equals 2.4-10" ¢m what is enough
for exit of carbon from implanted layer (thickness of implanted layer is =
0.2-10* cm).

3.3. Titaniwm-carbon system

This implanted system has thermodynamical permission of TiC formation
at room temperature (AZ" = - 1.87 eV/at) and has a structure coherence.
Phase development may take place on interphase boundary of (0001) Ti and
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Fig.4. Profiles of carbon distribution in implanted system Ti-C, at energy 100keV,
dose 5.10'7 cm and at different annealing temperatures. The annealing time after implantation

is 30min for each specimen. | — without anneal; 2 - 200°C; 3 - 400°C; 4 - 600°C; 5 —
800°C; 6 - 1000°C.
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(111) TiC. However, litanium as other transition metals ol hexagonal ladice, ..,
with d-states density of 1/10 to 2/10 has essential value of compressthility; 7‘ di
and comparatively small value of local elastic energy when titanium atoms
are interacted with interstitial carbon atoms.These two factors are obctacles
for structural-phase transition when carbon ions bombardment occurs.

The implantation were made at energy of ions 100keV and at the dose
5.10"7 cm?? (critical dose is 2.10'7 cm™). As shown in Fig.4 (curve 1) TiC is
not formed. This fact is conlirmed by the relation of Auger-signal intensilics
between carbon and titanium [10]. Considerable amount of carbon atoms,
which are not chemically bound with titanium, is observed on the surface.
They have an amorphous dissipative structure in the near surface region.
This fact is confirmed by the electron diffraction pattern (see Fig.5a).

After implantation annealing at the 200° C-30min carbon atoms return
from dissipative region to the implanted layer, where formation of carbide
TiC occurs (see curve 2 Fig.4 and electron diffraction- pattern Fig.5b). In
this case the volume of implanted layers considerably increases. Explanation

Jc
TinRey
4.00
035
i
0-50}— 2
L=
0.25

) 020 040 o060 030 {.00 1{.20
Depth (um)

Fig.5. Electron diffraction patterns on reflection from implanted system Ti-C. The
annealing time after implantation — 30min. a - without annealing. b — 200°C; ¢ - 400°C; d
— 800°C; zone axis [0001].
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of this fact by carbide formation is not possible, because ratio of unit-cell; -
volumes of TiC and Ti is 31.8/80.6 = 0.39.Thickness of the |mpl¢g}lc§i_!a,yer,, JJ2

according to the curve 2, Fig.4. is about 0.9.10 “em. If we take near-surface
layer of dissipative structure away (0.25.10 ~*cm) and neglect the impurity
swelling (atom of C in TiC has strictly covalent radius and linear increase of
implanted layer (o the surface is about 1.10 ‘cm and take into consideration
the thickness of the sputtered layer (0.6.10 *cm), then growth of implanted
layer volume in this case is ianVu:().H?.f Where V is the volume ol the
implanted layer defined from the curve 2, Fig.4;V  is the volume of the
implanted layer calculated by the parameters of the dopped atoms distribution
function and by the projective path and path spread.

Growth of implanted layer volume up to 2.5 times at annealing temperature
200°C, as we consider is developed by vacancy mechanism. If we use
empirical relation of vacancy formation with melting temperature [11]. then
this energy will be about 1.20-1.22eV.Energy of vacancy migration determined
from activation energy of selfdiffusion equals 0.06-0.08eV. Threfore, vacancy
cluster along the ion track, released from atmosphere of carbon atoms, is
not transformed to dislocation loop by annealing (as it takes place at after-
implantation annealing of molibdenium and tungsten) [12], but to the three-
dimensional formation (i.e.pores).

The anncaling at higher temperatures (400°C) leads to the full traspho-
rmation of amorphous dissipative layer to the carbide phase (curve 3, Fig.4,
and electron diffraction pattern Fig.5¢). The increase of annealing temperature
leads to the dissociation of carbide phase and to the reduction of initial structure
of pure titanium (curves 5;6,Fig.4 and electron diffraction pattern Fig.5d).
The dissociation of titanium carbide within the range of temperature stability
up to 3257°C is attributed to the diffusion of carbon atoms in the titanium
carbide. At 800°C diffusion coefficient is about 2.3-10~"" cm?/sec and diffusion
displacement during annealing is about 6.4-10~¢m.

The implanted system Ti-C (dose 5-107cm™? and energy 100keV) in
which titanium sample was annealed before implantation and then bombarded
by Ar*ions with dose 2.10'® cm? and energy 200keV is transformed to the
titanium carbide (curve 2 Fig.6). Calculated thickness of implanted Ti-C
layer was equal to 3.1-10%m and thickness of the implanted Ti-Ar layer was
equal to 2.6-10° cm.
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Fig.6. Profiles of carbon distributions in titanium.l-implanted by C*,5.10"7cm™
100keV.Ar*, 200keV, 2.10"cm, without annealing. 2 — annealed before implantation at
1100°C, 30min. Implantation by C*, 5.10"7cm and Ar*,200keV, 2.10'"cm™,

The critical dose of amorphization during bombardment of Ti by Ar* ions
according to the thermal model [13] is more than 10"cm™. Taking into
consideration impurity swelling of the implanted layer [14] and sputtering
coefficient in Sigmunds theory we obtain a dose of implantation - 1.3-10"cm .

In our case radiation influence (2:10'%m?) returns carbon atoms from
amorphous dissipative - film to the implanted layer and carbide TiC is
formed.However,degree of swelling is increasing (InV/V, =1.34).

The implanted system Ti-C in which titanium sample was not annealed
before implantation but then was bombarded by Ar* ions after implantation
(dose 2.10"cm? and energy 200ke V), also leads to the transition to the titanium
carbide (curvel Fig.6), but it is less porous (InV/V,=0.77).
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4.CONCLUSION Vl

The results of the investigations could be briefly formulated as folows: ~

i iwie o o

| In the films of molibdenium implanted by carbon ions with énérgy
40keV and dose 1.107cm?, Mo,C is formed. At dose 3.10"7cm™ metastable
phases y-MoC and y’-MoC are appeared additionally.

2.In the implanted system Ni-C (energy-100keV:dose - 4.10"7cm™) carbon
is not chemically bound with Ni and is located in the layers of near-surface
region forming an amorphous dissipative structure.At dose of 6.10"cm™
and higher,carbide NiC is formed and this phase is stable to the annealing
temperature 400°C.

3.In the implanted system Ti-C (energy-100keVidose - 5-10"cm™ the
phase TiC without after-implantation annealing is not formed.After-
implantation a'nncaling in the temperature range 200-600°C leads to the
formation of fcc carbide of titanium. Annealing of the implanted samples
over 600°C leads to the carbide phase dissociation and reduction of initial
crystal structure of the samples.

4.Formation of the titanium carbide in implanted Ti-C system is possible
without after-implantation annealings by additional bombardment by argon
(Ar*) ions.
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THE ATMOSPHERE OF ANNIHILATING VORTEX. . = 7"
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ABSTRACT. The motion of a vortex in liquid helium Il near the solid boundary
is considered. Especially, the sequence of events in the course of which an
annihilating vortex, a wall and parts of liquid contours, disposed between them,
get confluent. In spite of some allegations no contradictions with Thomson’s
theorem accompany this process, and no new dynamical principle turns out to be
necessary.

1. Introduction

1.1. The dynamics of vortex filaments (or "point vortices” in the case of
plane flow) is so unusual that sometimes it seems Lo be opposed to Newton’s
one: the state of vortex array is [ixed only by the configuration of vortex
filaments (positions of vortex points). and there are no velocities in initial
conditions (inertial terms are absent in equations ol motion). But this is only
specific form of Newton’s second law: the sum of forces acting on massless
object must be zero (if’ a vortex has a core. then the sum of acting forces is
equal Lo the product of cores mass and acceleration).

The vortex dynamics was founded by Helmholtz [1], later developed in
numerous works (Kelvin's ones [2,3] must be mentioned first of all among
them). and was described in many manuals [4.5]. Nevertheless, misunder-
standings turn out to be possible till now. and the purpose of this paper is to
clarify some of the vexed questions.

They are connected both with classical hydrodynamics of ideal
incompressible liquid and with the motion of quantized vortices in He II.
Their dynamics is founded by Hall and Vinen [6] (see also reviews [7-12]).
The main difference from classical liquid is that: (i) circulation is quantized
in units 2mh/m, m being the mass of helium atom, (i1) the scattering of
phonons and rotons on vortex filament causes the force of mutual friction
which must be included in the sum of acting forces.
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2. Helmholtz-Kelvin law of vortex motion in ideal 1ng0mprewhlehqmd

olo=U11UIdd o
Vo = Y.ou

where v, is the velocity of vortex filament (linear vortex) and v, is the
velocity of liquid in the position of vortex (excluding the rotation around it).
If the filament is curved, then only the contribution of considered element
must be excluded, but other parts of filament contribute to the motion of this
element. But we restrict ourselves by plane flows with straight vortices
perpendicular to the plane of motion.

Eq.(1) corresponds to equality

FM T [rv"\() ",0]:0 2)

where F, is the Magnus force, [=I't, I is circulation, and 7 is the unit
vector directed along filament.

1.3. In the same case of plane flow the law of vortex motion in He
II is [6]:

pu Pu
4o = = B 0 =7,0) = L BB g =io], 3)

where v and v are the velocities of superfluid and normal components in
the position of vortex point, B and B’ are Hall-Vinen’s coefficients of mutual
friction [6-12], p, is the density of normal component, p is the full density of
He IL. The corresponding force-equilibrium-equality is:

FM+F\'rz=0’ 4)

where F_ is the force of mutual friction [6.,8].

2. Annihilation on the plane solid surface

2.1. Let us consider a vortex disposed on the distance d; from solid
plane surface y=0 at the initial point x,(0)=0, y (0)=d,. If the vortex has the ..
circulation 27/ m, then its motion is caused by the image with circulation
(=2nh/ m) disposed at the point x = x, y=

h
Viox Tiiaiany 2V s0x s 0, (5)
2y,

()’
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and the velocity of vortex according to Eq.(3) is 4455
ﬁ:(!ﬁ&_Br) h %:_&B il Wil Tl i o S

dt 2p Zi_r; dt 20 2my,’ ©)

This cquations arc easily integrated and we have the following description
of vortex annihilation:

) 2o 12
]
o | e Pu_p, -1 (7)
] 2mp it
pn pr! f 3
2;} Bx, =(1- Qp- B)dy— vy)» (8)

where ¢, = (hp,B/2pm)™"?d; is the duration of annihilation process
(the vortex disappears in the wall annihilating with its image at the point

xo(t,) = (1= p,B'[2p)(p,B'/2p) " dy. yo(t,) =0),
2.2.It is known [13] (see also [5]) that vortex moving according to
Eq.(5) is followed by the atmosphere. the part of the liquid of which has the
same transport velocity as the vortex.
In the following discussion the reference frame of the wall (in that Eqs.(5-
8) are written) is changed by the reference frame of the vortex. The
atmosphere is placed in so-called Kelvin's semioval (another half of oval
surrounds the image), and the liquid in it moves on the closed streamlines.
The liquid outside the atmosphere,
¥ overflowing it, flows along the wall
on the unclosed streamlines. This
picture of flow is stationary and
y  strecamlines coincide  with
trajectories of fluid particles.
\ 2.3.In the case of arbitrary small
B Eq.(6) principally differs from
Fig.1 The streamlines correspondingto  Eq.(5). Semioval breaks away from

Eq.(10). They have the shape determined the wall (and from the semioval of
by the ratios x/y, and y/y,, i.e. the loop of
separatrix only decreases while y, — 0, X ¥ i i
but the picture does not change, important, it is unremittingly

the image). And what is more
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decreasing in the process ol approaching the wall. So the voriex thas, ho.
atmosphere in the above- mentioned sense. But we can name ;\'(3"‘( mr-,()m(,{ ' J
restricted sense) the liguid disposed into the loop of separatrix shown in
Eighls
2.4.In the reference frame of the vortex (x -axis is parallel to solid
boundary. and y -axis is normal to it) the wall (y=-y,) and the image (x=0,
v=-2y,) arc moving, and the vortex is immovable at the point ai= =il
The velocity of liguid is determined by formula (=1 +7v):
oy el o S0 R e
| e 2p Ymty,

(9)

where the first term is the contribution of the vortex and its image in the
velocity of liquid. the others are caused by the transformation to the reference
frame of the vortex.

The family of streamlines is determined according o Eq.(9) by the
equation ¥ =const, where
h

pn X pn
(1-—LBY+x-"B | —
X 2p ) 2p  2my, [0y

is the current function.

Let us note by (x . y ) the critical point. where v =v =0. The streamline
Wiy =,y ), which passes the critical point is a separatrix that separates
the stream from the arca of motion around the vortex on closed streamlines
(in the case B'= B =0 the equation of separatrix trans{crs into the equation of
Kelvin’s oval). During the vortex motion to the wall, the closed part of
separatrix (the loop) decreases and at the moment /=1 it disappears (the size
of this loop is of the order of y,).

2.5.It may seem that liquid particles, which at initial moment were circling
around the vortex (were filling the loop of separatrix) layer after layer undergo
qualitative change of motion: leave the vicinity of the vortex and get away
from it along the wall. But as it is shown right now it is the false impression
(the real picture is difficult to imagine because of difference between
streamlines and trajectories in this nonstationary flow (the flow is nonstationary
even in the vortex reference frame in that the wall is moving)).

Actually, because of continuity of motion, liquid particles, that once for-
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unding the vortex forever. Location of liquid contours into and out of each
other also remains unchangeable. The part of liquid that once was the vortex
atmosphere remains with it forever and separates the vortex from liquid.
which has never been its atmosphere. Liquid contours that contain the vortex
do not cross each other during vortex motion to the wall. Thomson’s theorem
also excludes the possibility of such crossing. The lower parts of those
contours remain between the vortex and the wall, and at the moment of
annihilation the vortex, these parts of liquid contours and the wall get confluent.

2.6. The Fig.2 illustrates these statements. The moment t = 0.95 1 is
pictured on it, and the location of points which were forming closed streamline
at the initial moment =0 is shown (it is noted on each of them from which
angle they were seen from the vortex at initial moment). At the moment
1=0.95¢, the vortex is already near the wall (v,(0.951 )/d =7.107%), the loop of
separatrix is very small, and former atmosphere is streiched along the wall,
but does not pass the vortex.

From Fig.2 we can see how the part of liquid contour disposed between

the vortex and the wall is stretching while the vortex is approaching the wall.
At the end of this process the liquid is almost motionless almost everywhere
except the vicinity of the vortex, especially between the vortex and the wall.

=
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90 o ~1.0 0.0 /4,

Fig.2 Here are shown at r=0.95¢ the positions of points which at initial moment were
forming closed streamline inside the loop of separatrix. On each of them is noted from
which angle they were seen from the vortex at /=0. The initial position of the wall is y=d,
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2.7.The law of motion given by Eq.(1) is valid only for completely ﬁ’é
vortex (only the Magnus force can act on it, but it is equal to Zero)./The-".
motion considered in this paper is caused by Magnus force and mutuakfrietion: < < <
The results of this consideration are valid for the motion of a vortex driven
by any force. Actually, however one may move the vorlex it never crosses
the liquid contours surrounding it, and the circulation arround them is preserved
independently of their disposition relative to separatrix. The liquid contour
which was the separatrix and it may ccase o be separatrix later, has the
same feature. It is clear even {rom the fact that the surface surrounded by
liquid contour cannot be changed while the loop of separatrix can undergo
arbitrary transformations depending on circumstances: how and where the
vorlex is moving.

3.Summary

3.1.The difference between trajectories of liquid particles and streamlines,
specific for nonstationary flows, makes the picture of such flow less clear,
hard to imagine. E.g., it may cause the impression of the neccssity for a
vortex to cross some liquid contours. But this contradicts Thomson’s thcorem
and is wrong because there exists no reason to infringe this thcorem. The
existence of liquid contour, which earlier did not surround a vortex but now
surrounds it, is impossible. Our consideration of annihilation process
corroborates these statements. It also corroborates that the singularity of a
vortex does not create the necessity of some new dynamical principle
(compare [14,15]).

3.2.All general statements, of course, will remain the same in the cases
of several vortices or more complicated configurations of the wall. But it is
interesting to study the possibility of phenomena of mixing and chaos in
these cases.
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