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EQUATIONS OF LONGITUDINAL SOUND PROPAGATION
IN SUPERFLUID HELIUM FILLED POROUS MEDIA AND..
VELOCITIES OF PROPAGATING WAVES AT LOW
FREQUENCIES

Sh. Kekutia, N. Chkhaidze, O. Tkeshelashvili
Accepted for publication March, 2000

ABSTRACT. A theory is developed for the propagation of
longitudinal waves in a system porous media-superfluid He®. The
obtained equations are applied for determination of velocities of
wave propagation at low frequencies for any value of porosity and
tortuosity. There are two ways of solution, the first of which is
combination of the first and fourth sounds. Temperature
oscillation is possible in the second sound.

1. INTRODUCTION

Flow phenomena in porous media are important to a wide variety
of problems and have been studied theoretically and experimentally
for a long time. Actuality of study of the processes, which occur in the
porous media, is enhanced because of special properties of superfluid
helium that fills porous media. Two types of motion are known to
exist in superfluid helium, corresponding to the normal and superfluid
components. The existence of these two motions (superfluid and
normal) produces distinctive wave processes in liquid He II. The
propagation of two undamped sound waves is possible in an unboun-
ded volume filled with liquid He II. The first wave, which is called the

first sound with velocity, C ,"0 =0P / dp, is characterized by the fact
that normal and superfluid components oscillate in phase. In the
propagation of the second wave, or second sound
U3, =c’(c’ /" )(éc/dT), the superfluid and normal fluid
components oscillate oppositely to one another. Moreover, transverse
waves exist in connection with the motion of only the normal

component and are called viscous waves. They occur at the walls of a
vessel filled with He II and are of the same nature as viscous waves in
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an ordinary fluid. However, because of the special propertics of

superfluid helium, wave processes can take place not only in large, ...

vessels, but also in very narrow channels, whose width A is much
smaller than the viscous-wave penetration depth A= (2n/ep™)!’?
>> A . Here 1 is the viscosity of the normal component, and © 1s the
frequency of the oscillations. In this casc the sound propagates
through the superfluid component and is called fourth sound. So the
fourth sound involves the motion of the superfluid component only,
with the normal fluid clamped by its viscosity inside a porous
medium, and it can be used to determine the superfluid fraction or for
understanding the effects of pore structure [1].

On the other hand, in a series of papers [2,3], Biot proposed a
simple phenomenological theory of elastic and viscous behavior in
porous, macroscopically homogeneous and isotropic, elastic media
saturated with a compressible viscous fluid. Because the motion of the
solid and fluid parts is followed separately and on equal footing, this
theory represents the most general theory possible for two-component
porous solid — fluid system. The theory takes into account the motion
of the fluid in the interconnected voids of a porous solid and predicts
the existence of two types of bulk compressional waves and a single
shear wave. These waves satisfy a pair of coupled differential
equations that describe the coupled motion of the fluid and solid
phases. These equations contain a mass coupling coefficient, which
arises from the fact that in a fluid-saturated porous sold the
microscopic motion of the porous solid-fluid is not uniform and in
general is not in the direction of the macroscopic pressure gradient.
This leads to an apparent density, which differs from the actual bulk
density. One bulk compressional wave is a standard compressional
wave whose phase velocity is almost independent of frequency at low
frequencies. At propagation of this wave there is no relative motion
between fluid and solid. The other bulk compressional wave is slow
and it propagates in the manner of a diffusion wave at low frequency.
The phase velocity of latter wave approaches zero at the zero-
frequency limit, and it is highly dispersive and attenuated at low
frequencies. As the frequency increases, the slow compressional wave
takes on the character of a propagating wave. So, it is possible for the
fluid part and the solid matrix to move in opposite directions, resulting
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in the second kind mode. Confirmation of Biot's theory that fluid

saturated porous media support two distinct longitudinal acoustic- ..,

modes was reported by Plona [4]. Plona observed these compressional
waves in a water-saturated porous structure of sintered glass beads.
The fast compressional wave had speed comparable to the
compressional wave speed of the constituent glass beads and the slow
compressional wave propagated with speed less than the speed of
sound in water.

Our aim is to generalize Biot's theory in case the porous media is
saturated with liquid He IL. In our article we study the theory for three-
component pore solid-superfluid systems. Superfluid He® is interesting
acoustically because it can support more than one mode of sound
propagation in contrast to ordinary liquid. Therefore it makes sense to
use the superfluid Helium as a probe of the transport properties of
porous media as a great number of different types of waves can
propagate in the superfluid Helium. This approach is justified, as rich
and valuable information on the properties of superfluid helium-
saturation porous media can be obtained from the analysis of
oscillations propagating in it.

According to the above mentioned the purpose and objective of
the article include: the development of the theory of propagation of
longitudinal waves in a porous elastic solid containing superfluid
Helium and estimation velocities of propagating waves in conditions
of low frequencies.

2. EQUATIONS OF LONGITUDINAL SOUND PROPAGATION
IN SUPERFLUID HELIUM-FILLED POROUS MEDIA

Let's introduce a rectangular system of coordinates and examine
the unit cube containing a great number of pores. Under mechanical
equilibrium of this picked out in the internal part of the system,
resultant forces acting on this volume from the other parts are equal to
zero. Under deformation the system is getting out from equilibrium
state in which it had been initially. In this case there appear forces
seeking to return the system to the equilibrium state. Also all points of
the unit element displace under deformation and by U, .U, U, we

denote the components of the displacement vector of the solid part.
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This vector is defined here as the displacement of the skeletal frame

considered to be uniform and averaged over the ¢lement. In a sinular ..

way we define displacement vector (7, determining a flow of liquid

part of the cube. Due to two possible types of motion in He II, U !
breaks down into the sum of two parts

3 n
g, =20 +2_ g 1)
p p

corresponding to displacement of superfluid and normal components.

To establish relation between forces and accelerations we'll use
generally acknowledged Lagrange formalism and concept of
generalized coordinates. We assume that pores have less dimensions
as compared with dimensions of the unit cube of the system, which we
consider as an element. In tum, we assume that dimensions of the
element of the system are less than the wavelength of the wave. We
choose nine average displacement components of the system. As a
result kinetic energy of the system per unit volume takes the following
form:

2T =py (Vi +V} +VE )+ pip(VVi AV V5 +V V] )+

+ 200 (VS +V, V) +V V] )+p3) [(V,jf +(Vy )2 +(V} )-’]+
onlvr 2 o e 7). @

Expression (2) suggests statistic isotropy of the system, which
implies that the directions x,y,z are equivalent and uncoupled
dynamically.

Let's inquire into the nature of mass coefficients in expression (2).
As Kkinetic energy is a positive definite quadratic form, mass
coefficients satisfy the following inequalities:

pu>>0i pn>0; p2>0;
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Let’s assume there is no relative motion between solid and liquid
as well as between components of liquid ¥, =V’ =V We examine

motion in x -direction without loss of generality.
Then from (2) we have:

Psys = P11 +po +p5 + 2Pl +p12)

where pg, represents the total mass of the superfluid helium-solid

system per unit volume. If we denote density of a solid with p, , we
have:

Pays =Psot(1=D)+(p* +p" JO=p oy +D(p* +p" —pyy), (4)
).

where @ is porosity. With g, denoting total force acting on a solid

part of unit volume and by O and Q! correspondingly total forces

acting on superfluid and normal components of superfluid liquid per
unit volume, then Lagrange's equations have the following form:

o( or 0 ]
[ ]=E(F’11Vx +p1Vs +P1VY )=z

ol ov,
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Let’s lead Newton's equation for superfluid and normal
components:

s X — OS :
G
FV" ©)
Dp" ZE Q"

Companson of Eq. (6) with Eq. (3) and (5), when there is no
relative motion between superfluid liquid and solid skeleton

Ve =Ve =V
vields
®p* =p32 +P12; Dp" =p3; +plyi
(1= )psor =Py, +P12 +P]> (7

Coefficients p;, and pj, are mass parameters of coupling
between a solid and correspondingly, superfluid and normal
components of superfluid liquid or the term p’(") describes the

inertial (as opposed to viscous) drag that the fluid exerts on the solid
as the latter is accelerated relative to the former and vice-versa. It is
vividly seen if we examine the case when averaged displacement of
both components of superfluid liquid are zero: U; =U; =0. Then
Eq. (3) takes the following form:

(®)

-~
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Equations (8) show that when a solid is accelerated, the force
0;(0; ) acting on superfluid (normal) component of liquid retards it,



which is characterized by coefficients p7,, p7,. As Oy and Oy act
against acceleration of a solid, then '

sths (<. )

The first Eq. (8) shows that p,, is a total cffective density of the
solid moving in the He II. It consists of the solid own density
(1-®)p,,, and additional mass p, due to the fluid, so

P11 =(1=D)pg +Pa- (10)

The third relation from Eq. (7) gives

Pa="Pi12=P12=Pa+Pa- (1)
Finally we have:

P11 =(1-P)pyy +Pa+Pa:

P22=Pp" +pa,

P =Dp" +pg, (12)
Pa=~P12>0,

Pa=-P2>0-

Coefficients p,,, p3;. P32. Pi2, 1> that have been determined

according to relations (9-12) ensure positive definite quadratic form of
kinetic energy (2).

In the equations of motion (5) ¢ is the force acting on the porous
frame per unit volume, which is equivalent to the sum acting forces
from surrounding liquid and skeleton. First of them equals to
~(1-®)VP, taking into account that the porous frame occupies the
fraction (/—® ) of volume, where P is the fluid pressure. The second

force during propagation of longitudinal waves (when we have only
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stress-dilation deformation) may be written as — VP, where P, i$

related to the speed of longitudinal sound in the skeleton with formula

SSeop:
CZ =—=% (13)
0P

Here p,. is a mass density of porous frame and

P =(1-D)py . In Eq. (5) 0" and OF correspondingly are forces
acting on the normal and superfluid components per unit volume.
Taking into consideration that fluid occupies fraction of volume @
and the expression of forces acting on superfluid and normal
component per unit volume [3], we have

Q'":—q{f-vmp*cvr .
p
% (14)
0 =-¢[_vp—p’cvr) :
p

where o is entropy of unit fluid mass, and 7" is temperature. As there
are three thermodynamic variables alongside with three velocities in
equation of motion we lack three equations for completeness of the
equation system. These cquations are usually accepted to be the
conservation laws of mass for skeleton and fluid as well as the
conservation law of entropy superfluid liquid. They have the
following form

Pt Y(p,.7)=0,

ot
67‘:+V(p"17" +pV*)=0, (15)
0

@c—+V(pcI7)=0.
ot
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In Eq. (5) we ignored dissipative processes. In our case the

slipping of normal component of superfluid liquid with respect to pore .~~~ =

walls is the main mechanism of dissipation. In most cases velocities of
macroscopic motion are so low that dissipation 1s marginal. Such
almost reversible processes might be described with the help of
dissipative function. It means that the so - called dissipative forces or
frictional forces being linear functions of velocities are to be added to
the non-dissipative equations of motion where only forces acting on
the system have becn taken into account. Their forces might be
represented in the form of derivatives by gencralized velocities from
some quadratic function of velocities or from the dissipative function.
Then by analogy with Biot [3] about dissipative terms the equations of
solid and normal component we have

p 7+ piV + P +b(@)(V ~V" )+ VP, +(1-®)VP=0,

- . n
LV 4 "o —bE(@)(V —V" )+ ®E_VP +®p'cVT=0. (16)
p

The Poisseuille flow coefficient b is the ratio of total friction
force to the average normal fluid velocity. Complex quantity F(®)
represents the deviation from Poisseuille friction as the frequency
Increases.

3. THE LONGITUDINAL WAVES IN LOW-FREQUENCY
RANGE

In the low frequency limit normal component of superfluid liquid
is completely locked to the matrix due to the viscosity and the pore

frame and the normal fluid move together with a velocity V" #0. In
order to consider this situation we must exclude the friction force, the
two equations content, and substitute these two equations by a non-

equivalent one. Then we have V" = ¥ in five equations that do not
contain the viscosity force. So we derive five equations for five

variables. We choose the following independent variables: V=V,
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V*,P, P, and 7. In the lincar approximation we have the systems of

equations:

1
2

P+p"divi” +p*divF® =0

. 5
P35V 450" + 0P-VP —dpiovr=0 (17)
o}

. . S
(Pu +2p), + p'_;g)V” +pi ¥+ VP, + (] - p—QJJVP +®p°cVT =0
p

f'f%m“divx?" =0

We assume that along with any X-axis in propagating longitudinal
waves all dynamical quantities vary according to the law
exp/i(ot—kx)], corresponding to a travelling wave, with wave
number k£ and cyclic frequency @. Then from the compatibility

conditions for the system of equation (17) we deduce the dispersion
relation:

[cz —-Ci}[cz —Lsc;,}
D AP —P

sc

2
p——2f 0?2 c2 (cz-ﬁ}o, (18)
Ofa,p-p°) £



where a., > 1 is a purely geometrical quantity independent of solid or

fluid densities and it can vary from unity (for straight pores parallel to’ AT

the motion) to infinity for isolated pores or pores perpendicular to the
motion. For the induced mass tensor per unit volume we took

P12 =—(y —1)Pp 1 [6].
S n
Cio :P_Clzo +E“Cgo
p p

is the fourth sound speed without taking into account the tortousity or
the fourth sound speed in straight capillaries filled with He II,
C = /k 1s unknown velocity of longitudinal waves.

Two longitudinal sounds are the solutions of dispersion equation
(18), when inequalities are valid

(€57 <265 <@y (19)

The first of these sounds has higher propagation speed and is
similar to the first sound in the bulk fluid. The normal and superfluid
components of the helium oscillate in phase with one another in this
sound though not at the same velocity. This longitudinal wave is
called fast mode and it is intermediate one between the first and the
fourth sound

a.p=p*) Ch +p*Cj
Cf,.; =( «P P ) ,"} P T:U : (20)
O (agp—p*)+agp

The second solution is an oscillation of a deformation of the
porous frame together with the normal fluid combined with a
simultaneous out of phase motion of the superfluid component. This
slower mode is similar to the second sound



2 P
; Cip + p" ?(‘fc
C-?SC 5 p_ps sc s
om0 T + P E__
pn p" p

The dispersion equation (18) transfers into expressions of work
[7], where waves propagating in the system superfluid-acrogel have
been studied. It should be noted that an intermediate mode between
the first and the fourth sound and a mode similar to the second sound
propagate in this system. Our results arc more general and give a

possibility to study dependence of velocities on porosity and
tortuosity.

CONCLUSIONS

The equations for the propagation of longitudinal waves in a
system porous media —He II, for any significance of frequencies are
deduced. The obtained equations are utilized in particular case - for
low frequency range. The velocities of propagating sounds for any
value of porosity and tortuosity are found. Two solutions the first of
which is a combination of the first and fourth sounds are derived.
Temperature oscillations are possible in the second sound.
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PROPAGATION OF WAVES IN SUPERFLUID-SATURATED
POROUS MEDIA
(High and low frequency ranges)

T. Karchava, Sh. Kekutia, N. Chkhaidze
Accepted for publication March, 2000

ABSTRACT. The linearized motion equation system of ideal
liquid filled with porous media is constructed, when solid
component with p_, density motions with U ; velocity and liquid

with p ;- density motions with U, velocity. Expression of porous

medium tortuosity is obtained on the basis of imposition of
additional mass. Influence of tortuosity on sound velocity of
propagating waves has been determined. The results obtained in

work are generally true when the condition p ,Zp; is fulfilled.

Analogously hydrodynamic equation system of motion for He II
saturated porous media in high and low frequency limits has been
obtained. The solution of these equations is as follows: the first,
the second and the fourth sound speeds decrease n-times due to

porous media, where n? coincides with the tortuosity, when
pr4py- It is shown that the same conclusion may be done for

viscosity wave.
1. INTRODUCTION

It is important to study acoustic nature of He® to establish its other
properties. He II is described by two-velocity hydrodynamic equation
system [1,2], which appropriates to the model, according to which He
11 is performed with two motions: one normal - with ©, velocity and
p, density and the second - superfluid with O, velocity and
p,density. The total density is p=p +p,. In case of unlimited
geometry this system of equations gives three wave solutions: the first
sound, where ©,=0,, ie. liquid oscillates as entire and generally
follows with oscillating of pressure and density. In the process of the

16
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second sound propagation superfluid and normal components of He 11
are oscillating in the opposite phase. In this case condition

J=p,0,+p, 0,= 0 is fulfilled and temperature and e11trop)"'

oscillate. The third solution 1s viscous wave, which is provoked by the
existence of perpendicular gradient of normal velocity direction. The
first and viscous waves also exist in usual liquid, when the second
sound 1s characteristic only for superfluid liquid.

2. WAVE PROCESSES IN POROUS MEDIA

The character of sounds propagating in superfluid helium is
changing in conditions of limited geometry and is connected with
partial or complete dragging of normal component [3-8]. Complete
dragging of normal component of superfluid liquid is noted when the
fourth weakly damped sound propagates [3,4,7]. This is characteristic
only for superfluid liquid. Waves propagation in He II has been
properly studied when parallel plane walls or cylindrical capillaries
were filled with superflud He® The obtained results describe
qualitatively data of many experiments, when He II is in such
geometrical conditions that differ from the above mentioned regular
geometry. But in case of regular geometry influence of walls in high
frequency range is too little. Sound velocities are significantly
decreased in porous medium filled with He II [9,10], i.e. influence of
porous particles remain. Hydrodynamic linerized equation of He II
must be solved and boundary conditions are to be spcc1ficd for this
aim. Besides, solid component motion must be taken into account,
velocity of which differs from liquid velocity. This is reflected in
boundary conditions as follows:

[5,.7]=[04.7] , )
(S,,.71) = (54.7) , , A @)
(©,.7)=(S4.7) - (3)

#n 1s normal of touching solid body’s surface and He II.
It should be noted that surfaces of solid components and liquid are
occasional, this problem is unsolvable. But we have to find the way




out. In particular, if we analyze results of numerous theoretical studies

of propagation of the sound in superfluid liquid, the first (1) condition, ;-

in regular tasks plays the main role, when conditions (2) and (3) play a
passive role. In porous media (2) and (3) boundary conditions play a
particular role. That's why we shall consider a case when condition (1)
might be neglected. In this case both superfluid and normal
components might be considered ideal liquids. Besides, we shall not
consider dissipative processes that do not contribute to attenuation of
sounds and do not influence velocity of the first and the second
sounds. These conditions are being fulfilled in high frequency limit
o >>0,, where o, =(2n/p,,A2). Here n is viscosity and A -
hydraulic radius [11].

In order to take into account conditions (2-3) we prescnt the
system: porous media - liquid as a single hydrodynamic system,
namely. as a mixture of solid particles and liquid with p,, density
and U, velocity. Then the continuity equation for this system is as

follows [1]

op 1 i
—&L'*'dw(pmum) =O: 4)

where p,,0,, is the density of the mixture impulse. If we consider
volume of mixture ¥, then ¢¥, is the liquid volume, (1- @)V, is a
share of volume ¥, of a solid component, then we have

Pm =¢pf+(1—¢)p:l- (5)

During the sound propagation ideal liquid acquires velocity b and
solid component acquires # velocity, so

pmﬁm =¢P'r6+(1"¢)93117- (6)

Despite the fact we take into account motion of a solid component,
we neglect change of ¢ below. It is justified by the fact that

18 _



dimensions of a solid component are larger than its displacement. If

pn¢ is a mass of a solid component per unit of the mixture volume, '

then we have the equation

O(p:'c) +div(p,cit) =0, %)
i

where ¢ is concentration of mass of solid component and p,,¢ =

= (/- @) pa
Then, if it is foreseen (3-4) we'll obtain:

op S
?If—+d|v(pj-um)=0, @®)
'&"{"div(p:lam)zo' ©)

Conscquently the continuity equation of ideal liquid, which fills
the porous media, remains unchangeable in the above-cited model.
The continuity equation of entropy is not subjected to changes either
due to the fact that heat transference between liquid and solid particles
is neglected. Thus it follows from equation (6) that equation of motion
of unit mixture volume has the following form:

?_(P /5)
ot

a(p \lu)

- ) —==f (10)

where f=-VP=-(1-¢)VP—¢VP is a force acting per unit of
mixture volume both from the liquid side and from the solid side. The
force caused by the solid deformation, which is neglected due to a
proposed model, is not taken into account. This force is necessary
when infinite claster of a solid is observed which is achieved for a
certain porosity value. Comparing experimental data with the results
of work we receive ¢, =0.35.

Thus results of this study are justified for 0.35 < ¢ < /.

19



If a solid is not oscillated with the liquid in a process of sound

propagation, the equation of a solid mass M and volume ¥;; has-the ;.

following form (see [1]):

O(]V!u ) ov; O(up —vyg)

V ——m--.-—————— 11
pf sl C'I X a{ ( )

ct

Here boundary conditions (2,3) are taken into account, besides my,

tensor of the added mass is introduced. Its form depends on a concrete

form of a solid and it is proportional to the liquid density [1]. We

think that equation (11) is justified for all solid particles in volume Vo,

the total amount of their masses equals M. If we take my = md,,, then
we obtain:

oi Pr+A4pad

= (12)
ot py+A4p ot

where Ap is induced mass density per unit volume of the solid

component and Ap:#, if we bear in mind (12), equation
1-0Vo
(10) obtains the following form:
» OO -
nepr—= 13
P = (13)
where
1+ 4
(e (14)
1+ AP/P sl

Expression (13) is the motion equation of ideal liquid filling the
porous media and Ap depends on the form of a solid body surface.

For example, when solid sphere oscillates in the ideal liquid
Ap=p f/2 and when the infinite cylinder oscillates with the axis

perpendicular to the direction of the sound propagation, the density. of
induced mass has the form Ap=p , etc. In our case it is impossible

20



to calculate Ap due to understandable reasons. But we can always

consider Ap=Kp where X is a constant value for the solid surfage

of this form. Its estimated value might be established with the help of
expression (14) if n is measured experimentally. Quantity n s a
coefficient of the sound refraction for the porous media-ideal liquid
system. As we can see in equation (14) n simultaneously depends on
density of liquid and a solid body. Formally. when
P s > py proceeding from (14), then » < /. It means, that velocity of
the sound propagation increases, but in this case velocity of a solid
body is larger than liquid velocity [1], which does not correspond to
the present model. When p=p,,n=1.1f py <py.then n> /[ and

velocity of the solid component is less than liquid velocity. In this
case change of ¢ is ignored. Also when p, <pgy, n’ is no more

dependent on the system of solid component density and we have

le—,x

o o oy S PR B R (15)
p

Value « depends on properties of a solid body and that’s why it is
real tortuosity of porous media. Proceeding from (15) a is always
larger than 1. Dependence between o and n is as follows:

L 4=0n (1" ~d)p [ou

(16)
(1-P2-(*-d)ps /Py

Let’s study porous media filled with superfluid He'. Then we shall
have the following two equations instead of equation (14):

) s A R

==L . % 17
dt el Seipiide  dped ()
d(Mu;) o, dv g, du,.
=pV. L+ m, = —m,,
di PY s dt My dt my. dt (18)
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Finally, for superfluid liquid filling the porous media we shall

have the following equations taking into account equations (17) and " =

(18)
PO (19)
at j— )
, &
n~:7+Vp=o, (20)
)
—+Vu=0, 21
BR vl (21)
H) . div(pos,) =0, 22)

here p is a chemical potential of the system and due to the fact that
we neglect change of ¢ we have: dp= Ldp —odl, where T is
p

temperature, o -entropy of the unit of liquid volume. A system of
equations (19-22) is truthful for frequencies ® >®,. A system of
equations (19-22) has two solutions. The first propagates with speed:

Pn\\op),

during its propagation density and pressure oscillate. We have the
following relations for oscillating values:

L P L Y A 24)
L, U, L, vieaUny
The second solution has the following form:
A % -
UZP =;J° Pn /ps('éfl, QL3 (25)
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In this wave the ratio of oscillating quantities equals to:

S Pa. T 22 icl SR SECKEE DI e
Vg px. U c ‘ Vs Ps U2 ; L

P B}

It should be noted that low frequencies solution might be obtained
from equations (24-26). Due to the fact that we do not take into
account dissipation, then v, =# and within ® <<®, equations of
hydrodynamics have the following form:

o Gy
—07+psdlvu, =0,

2 s
n —+vVu=0, 27
= —~+ Vi @7

d(p o)
ot

=0

Proceeding from this

2

s, =Ps 2, ,,+p—p"-UZ;p. (28)

p

This wave solution is called the fourth sound and U,,, U, is

presented by formula (23,25). Consequently, speeds of sounds
decrease by n times in the superfluid liquid filling the porous media.
According to [12], experimental data are well described if
n=(2-¢)!/?. This relation is obtained from (15), if Vp/p=1 and
p << p,, . These conditions are found in the above experiments.

Now we shall consider peculiarity of viscous waves propagation in
the liquid-porous media system. Therefore, now we study infinite flat
surface oscillating in the porous media filled with liquid according to

the law u =uoe"""'. This surface is in flat yz and a viscous wave
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propagates in x > ( direction. We shall use the approach, developed in
[1. 24], where the equation

(29)

is obtained for the common liquid not in the porous media and liquid
velocity meets the following boundary conditions:

v.=0.v,=0,v,=u,whenx =0. (30)

As multiplier »° appears before the velocity derivative in the
porous media, equation (29) changes into the following equation

- 31)

and a wave vector of a viscous wave will equal

w
pf =k_30.)7, (32)

k3 =n

where n is presented by the (15) relation. Consequently, a viscous
wave velocity decreases by n-times in the porous media like the first,
second and the fourth sounds. In case with He Il p  is changed by

p, in(32).

CONCLUSIONS

Thus, the linerized motion equation system of the ideal liquid and
superfluid helium filled porous media is constructed. For this system

there is obtained an expression of tortuosity, which depends on
porosity and ratio of induced mass to density of liquid. The speeds of
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the first, fourth and second sounds decrease n-times due to porous

media.
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USE OF FEED-BACKS FOR DEFINITION OF A MODE OF

METEOROLOGICAL SIZES IN SURFACE LAYER OF THE

ATMOSPHERE
Z. Khvedelidze, A. Chitaladze, R. Danelia, N. Ramishvili
Accepted for publication April, 2000

ABSTRACT. The connection between radiation balance of the
Earth and air temperature was established on the basis of
feedback between meteorological elements. The singularity of
relief of Georgia with an angular variation of exposure was
stipulated. The findings of investigation will be utilized for an
improvement of problems of solar power of Georgia.

For the solution of many practical problems (diumal variation of
air temperature, radiation balance of a surface of the Earth, night frost,
air pollution) it is necessary to establish intercommunications in a
surface layer (10 - 100 m) between meteorological elements,
turbulence of air, cloudiness and the Earth’s surface roughness

Internal factors which cause a formation and modification of
metcorological elements, are in tight correlation. strengthen and
loosen the influence on the basis of feed-backs [1]. Of feed-back
' systems for mountain regions (Caucasus) the following connections
are selected:

a) Temperature — (dampness — cloudiness). Naturally, the increase
of air temperature mass (AT > 0) increments an absolute dampness
(Aa > 0). The cloudiness (An > 0) is incremented. Dampness - the
water vapor intensively swallows an energy in infrared band, and the
clouds reflect an incident solar radiation and decrease it (AR < 0).

Simultaneously, the increase of cloudiness (An > 0) causes the
increase of an absorption of long wavelength effective radiation going
out from surface (AE < 0). All this at last causes abatement of
temperature (AT; < 0) This process can be presented under the
following scheme:



]—>AT>0 — Aa>0 > AT< 0 —» <—]

\/ /—>AR<0—>ATS<0——'
AT;>0—> An>0 e

T — AEg<0 —» AT,<0 _‘

b) Temperature - albedo. The abatement of temperature of cover
of the Earth causes the increase of precipitation (AT, < 0), formation of
snowfalls and ices. All this increments an albedo (AA; > 0). The
increase of an albedo decreases a solar radiation,” what causes
abatement of temperature (AT, < 0). In that way a positive feed-back is
formed, which causes an increase of initial perturbation

On the basis of reduced feed-backs we shall consider
mathematical model of diumal variation of temperature in connection
with a radiation balance and albedo for locality of Georgia. In model
the relief originality of region with entering an angle of exposure will
be stipulated. That represents physico-mathematical novelty of this
model. '

Assume that in an equation of motion advective terms, force effect
of Coriolis and vertical component of the wind speeds are small and it
is possible to neglect them. In that case it is possible to write a main
system an equation of a task as follows [2]:

?_‘L=_i§1_’+i(k92) &l _a_(ka_q)

ot pox 0z\ oz a Yo\ oz
2V—=—£§£-;-£(kg), —a£=k‘l’+a,,-;a—(k-ai)—s, (1)
o pdy o\ oz ot oz\ oz

»® a( o) Aty G

—=0g—|k—|, —=a—.

ot 0z ot 0z°

For closure of a system (where 8 unknowns) are possible to use
semiempirical relations of Kolmogorov:
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k=1b . a:b—‘/—‘l, L=2N1c’/47—L£——.
/ o¥/oz
ou) (ov) g ®
NI LA Al e 2
(63) (62) T eéz @

where U, V are horizontal components of wind speed, accordingly on
an axis and p air density; P atmospheric pressure; k turbulence
coefficient; Z vertical coordinates; © potential temperature; g
specific humidity; / scale of turbulence; € a dissipation energy: b
kinetic energy of a turbulence; o, =k, [k, ag =kg/k, o, =k, [k -
turbulence cocfficient of heat, damp and momentum; x constant of
Karman, ¢ the stationary value is introduced as a matter of
convenience.

On the physical basis the solution of a problem should have
periodic character, Therefore in the initial moment (t = 0) values can
not be obtained. As to a boundary requirement, they will be posed for
alevel Z=0.

Concretely, these requirements look like:

when Z =0
‘u(z) =v(z) =0, ©)
O(Z)|250=T1(Z)|20=®s - “
when Z - o
U=U,, V=V,
0(2)=0y, T)()su=T, ()

Q(Z)=|z—)uo=0: b(Z)|z-m=0-
Here Uy and V, the values of a geostrophic wind, are considered.
(5) indicates that daily fluctuation of meteorological elements

gradually decreases on the altitudes and in high altitudes they are
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constant. Let's consider a feed-back of air temperature and radiation
balance, taking into account a relief singularity of Georgia, It'is

admissible, that the turbulence factor k is a non-constant magnitude =~~~

and depends on an angle of exposure of a mountain:
k=kycosa (6)

where o is changed in interval 0° - 50°. Let's take model gradient
magnitudes depending on - @. In boundary conditions the total of
streams of heat, of dampness and quantity of movement is equal to a
radiation balance [3.4] of the Earth,

63 —aq o,
—kpe,, cosa—aE]Z,,o ~Lkpcmagz-|z_,o —ap,c; ralds
=R+ Y.(R, cosnat + R, sinnot) (7)

n=]

where R is daily average magnitude of a radiation balance, R;,
amplitude of its daily fluctuation, C, specific heat capacity at constant
pressure, p; density of soil, C, heat capacity of soil, w=27T
frequency of oscillation, a constant, L specific vaporization heat. It is
admissible, that the daily fluctuation of a radiation balance is
described by a cosine, and the influence of an albedo is envisioned n
effective radiation of the Earth. Taking into account physical
properties of a ground surface and above-stated assumptions, the
problem reaches a solution of a following set of equations [2,5]:

o) )
—=kcosa —, 8
= 7 @)
ook
—=a—7F. 9
= P ©)
Boundary conditions:
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0(t,2)| z0=T1(1,5)| =0 =0, (10), 3ot
0(1,2)|z50 =@ T;(6.6)|c0 =T1(6), (11)
- kpc, cos a ﬁlz-»a = QP dpe |z;—>0 =
—Lkpcosa-g—zlz_,o =R+ R, cosol . (12)

The theoretical solution of this problem is yielded [2; 4; 5]. For
daily variation of air temperature the following association is obtained

7(0,t)=T, + A, cos (ml—%no—(p) (13)

where ¢ is initial phase; 77, parameter of detention, which depends on
the form of a relief and from an altitude of sea level, T is period (day).
Solution of the given problem was carried out by the numerical
methods and the outcomes were compared to actual values.

For establishment of fecd-back between radiation of the Sun and
the air temperatures in various regions of Georgia (Telavi, Thilisi,
Sukhumi, Anaseuli) were taken the data of temperature and cloudiness
(in central months of a season). On the basis of the formulas (8) and
(9) the daily variation of radiation and temperature, and also their
extreme values were calculated. In Figs. 1.2 these dependences are
given. The appropriate precise values arc applied. The error of
radiation amounts to 20 %, and for temperature - 10 - 15 %. (the
dampness and stream of heat was not stipulated to the formula (8)) As
it is visible on the graphs and in calculations, a feed-back between
these meteorological magnitudes are obvious (coefficient of
correlation does not exceed 0,75). In calculations of gradient values of
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min Ry=-0.05, t=3hr. min R;=-0.07, t=1hr
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Fig.1. R, - calculated data; R, - experimental data
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Fig.2. R, - calculated data; R, - experimental data.
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meteorological magnitudes the account of relief features with

importation of an angle of exposure has increased an accuracy of

connection on 5 -7 %.

For feed-backs great importance has also cover and grain of the
Earth’s surface and difference of an albedo. For the count of influence
a modification of cover of the Earth, the radiation balance of the Earth
for a broad band of a modification of an albedo was calculated [6].
From Fig. 3.4 is apparent, that the less reflection property of a surface.
the more sharply a short-wave part of a radiation balance and radiation
balance Rsand R increase. The considerable seasonal change Rs and
R is observed for the least value of an albedo r = 0.05. At
magnification of an albedo up to = 0,5 the radiation balance is
practically identical for spring, summer and autumn. The calculated
and observable values are in good correspondence for r = 0.15 and r =
0.85 (Thilisi, wet, brown soil, small forest).

In Georgia the meteorological magnitudes are observed
approximately on about 60 meteorological stations, but performance
of the Sun all on 6 stations. The reduced technique ground of feed-
backs gives the possibility to calculate performances of the Sun for all
territory of Georgia and to develop the recommendations for possible
usage of the use of a non-conventional energy, that has a large value
in future.
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CALCULATION OF THE AVERAGE VERTICAL VELOCITY
OF THE CONVECTION MOTION
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ABSTRACT: The vertical velocities of ascending aerial
streams under the convection motion in the atmosphere have been
calculated in this paper. Known dependency of vertical velocity
upon temperature was used, and value of w for dry and wet air on
the territory of Thilisi during May was calculated.

Due to orographical features of our country almost 70% of land is
represented by mountains, the height of which varies from 400 m and
even more. In addition to this, almost every day different type of
clouds can be observed on the territory of Georgia, where maximum
recurrence 1s seen on Ci, Ac, Sc and St.

It's known that type of nebulosity is greatly dependent on solar
radiation distribution on the Earth’s surface. Modification of radiation
balance is conductive to formation of ascending strecams in the
atmosphere [ 1 ].

Taking into consideration the above mentioned it's necessary to
study velocities of ascending convection motion, which represent
significant base in the formation of clouds.

During the tenfold, a lot of experimental researches of atmosphere
convection were conducted by virtue of ordinary and installed radar-
sets, meteorological artificial satellites and airplanes.

These researches improved the notion concerning vertical and
horizontal scope of convection motion, its spatial structure and typical
period of existence, the frequency of motion itself.

Convection motion in the atmosphere is known to appear under
the force of floatation during superadiabatic vertical gradient of
temperature, when single elemental scopes (aerial parts) are warmer,
and consequently, light the surrounding air [2]. Velocity of lifting the
aerial parts increases, until force of floatation is equal to force of
tenacity. Current convection motion ensures such mixing of aerial
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parts in the strcam that the majority can be characterized by gradient
similar to adiabatic.

Extremely simple and based on a physical conception way to

calculate convection motion is to appraise basic force of convection
force of floatation by virtue of data found through vertical probing of
the atmosphere and to calculate vertical velocity of convection motion
based on atmosphere dynamics cquations.

Omitting convection pulsation of pressure and turbulent exchange,
the static equation for vertical component of velocity w can be
expressed by (2,3)

g M=
— ——-—-’ 1
7 87 (1

where T' is temperature of ascending aerial part, T temperature of
surrounding air, t period, g acceleration of free incidence.

In specific experimental case d w/ dt=w d w/ G z , therefore the
equation (1) will be modified:

1w?)_ T'-T

= 2
e @
Integrating it from level z, to level z, we will have:
-T
wb -sz + j' —dz 3)

2

where index k implies calculation of convection stream vertical
velocity.

Taking into consideration equations of statics and conditions, the
following formula will be applied for definition of vertical veloclty of
aerial part on level p [3]

Po
Wi, =Wiy+ 2 [R(I"-TYinp,
P
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Wy = \/w,_?o + 2R[T-T In% : @

where p, and p are pressures on the lowest and highest points of the
given atmosphere stratum, wy, velocity of convection on the lowest
level (po) of stratum, R universal gas constant.

Average velocity for aerial parts, ascending from level po up to
level p, when (T' - T) = 0, suggesting that on level of the Earth (po)
due to friction wy, = 0, can be defined by the following equation [ 4 |:

W =\F(-T'—T)In£p9- : )

Dew-point temperature and parts temperature values on isobar
surfaces 1000, 850, 700, 500, 400, 300 and 200 mb for 1986, provided
by the National Center of Hydro-Meteorological Department, were
used in this paper in order to calculate average vertical velocity of
convection. Month May was chosen for calculations, because in this
month Georgia can be distinguished by frequent rains in comparison
with other months. For cach day of this month average vertical
velocities were calculated taking into consideration that each acrial
part ascended not only in dry, but also in wet air (calculations were
done separately for case R =287 m?c?/K and R = 461.5 m*c*/K).

Values T' and T were obtained after examining materials for
vertical probing of the atmosphere. Difference (T' - T)ser implies
average temperature in the stratum of the defined thickness. Module
(T' - T)avee Was used while calculating, because otherwise we have not
only ascending, but also descending streams. After researching these
descending streams we can assume that their charts are absolutely
symmetrical with those of ascending streams concerning initial
coordinates.

Vertical velocities of ascending streams were calculated based on
equation of hydro-thermodynamics, which perfectly coincide with
these values. However, this method is more flexible for calculations,
because it's the simplest one and it requires shortest time for
calculation.
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The results of calculations are shown in the Tables 1 and 2 and
charts. Table 1 (Table 2) contains average temperature differences

(T’- T )we and corresponding average vertical velocities, convection ™

wi., calculated for wet (dry) air for the 3 — 10 May 1986 time periods.
For 3 May the charts, describing the dependence of average velocity
wi on ( T* - T ).ver. have been built, using data from the Tables. Charts
were done taking into consideration that for ecach particular chart on
each initial level p, vertical velocity of convection wy, = 0.

For example at the chart for 1000 mb we have:

The inital level is 1000 mb,
the curve 850 — describes the lifting of the particle from level 1000 to

the curve 700 — gc?socnbes the lifting of the particle from level 1000 to
the curve 500 — ggsocnbes the lifting of the particle from level 1000 to
the curve 400 ~ ggsocrlbes the lifting of the particle from level 1000 to
the curve 300 — :ijc(:)s(::nbcs the lifting of the particle from level 1000 to
the curve 200 — i%schbes the lifting of the particle from level 1000 to

At the chart for 500 mb we have:
the 1nitial level is 500 mb,
the curve 400 — describes the lifting of the particle from level 500 to

400. ....

the curve 300 — describes the lifting of the particle from level 500 to
300. ....

the curve 200 - describes the lifting of the particle from level 500 to
200

Taking into consideration Tables and charts we can assume that:

1. In the initial stage velocity of ascending stream increases
significantly.

2. While increasing difference of temperatures (T" - T)yyer yields of
average vertical velocity slowly becomes stationary. '

3. While comparing the same charts for different R (R =287, R =
461.5) during ascending of aerial part from initial level up to the last
level (for example, for the chart 850 mb initial level shall be
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H (mbar)

R=461.5

1000-850
1000-700
1000-500
1000-400
1000-300
1000-200

850-700
850-500
850-400
850-300
850-200

700-500
700-400
700-300
700-200

500-400
500-300
500-200

03-May

(T"-T)aver wk

10.55 28.12963
8.45 37.29499
15.45 70.30121
19.05 89.75321
27.2 122.9359
323 154.8903
(T"-T)aver wk

4 18.93177
11 51.9012
14.6 71.26597
22.75 104.5675
27.85 136.3705
(T"-T)aver wk

8.9 37.17538
12.5 56.81799
20.65 89.85949
25.75 122.0138
(T"-T)aver wk

19.5 44.8121
27.65 80.73647
32.75 117.6815

04-May

(T"-T)aver wk

77 24.03163
11.35 43.22352
23.6 86.88696
16.2 82.76753
22.25 111.1883
(T"-T)aver wk

7.15 25.31129
19.4 68.92581
12 64.60951
18.05 93.14177
(T"-T)aver wk

23.05 59.82682
15.65 63.57524
21.7 92.11572
(T"-T)aver wk

27.9 53.60189
33.95 89.46272

Tab. 1.

05-May

(T”-T)aver wk

5.75 20.766904
8.7 37.842671
18.1 76.091802
25.6 104.0453
26.6 121.57241
(T”-T)aver wk

3.95 18.813077
13.35 57.17704
20.85 85.164544
21.85 102.47822
(T”’-T)aver wk

163 50.309995
238 78.400586
24.8 98.475852
(T”-T)aver wk

33.2 58.471881
34.2 89.791503

06-May

(T”-T)aver wk

8.7 25,544503
10.1

11.1 59.588173
17.8 86.758593
24.75 117.26861
27.75 143.56695
(T”-T)aver wk

7.3 25.575416
83 45.083755
15 72.235623
21.95 102.71246
24.95 129.07533
(T”-T)aver wk

9N, 38.810241
16.4 65.080781
23.35 95.553665
26.35 123.42713
(T-T)aver wk

17.4 42.330427
24.35 75.765531
27.35 107.54276

40.773955° " """
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H (mbar)

R=461.5

1000-850
1000-700
1000-500
1000-400
1000-300
1000-200

850-700
850-500
850-400
850-300
850-200

700-500
700-400
700-300
700-200

500-400
500-300
500-200

07-May

(T"-T)aver wk

5.95 21.12498
9.7 39.95839
15.85 71.20545
17.55 86.14718
25 117.8594
32.35 155.0101
(T"-T)aver wk

4.05 19.04973
10.2 49.97826
11.9 64.33974
19.35 96.43759
26.7 133.5253
(T"-T)aver wk

13.95 46.54227
15.65 63.57524
231 95.04076
30.45 132.6826
(T"-T)aver wk

21.8 47.38122
29.25 83.03958
36.6 124.4065

08-May

(T"-T)aver wk

6.45 21.99468
7.5 35.13604
16.45 72.54067
234 99.47419
324 134.1735
32.25 154.7704
(T"-T)aver wk

3.65 18.08455
12.6 55.54773
19.55 82.46681
28.55 117.141
28.4 137.7105
(T"-T)aver wk

13.65 46.0391
20.6 72.93978
29.6 107.5845
29.45 130.4857
(T"-T)aver wk

29.55 55.16413
38.55 95.33105
38.4 127.429

09-May

(T -T)aver wk

9.85 27.180406
7.05 34.065653
14 66.921028
18.9 89.399152
26.15 120.53968
36 163.52126
(T”-T)aver wk

4.6 20.302064
11.55 53.182902
16.45 75.646484
2340, 106.72841
33.55 149.67671
(T”-T)aver wk

8.75 36.860778
13.65 59.374116
20.9 90.401794
30.75 133.3346
(T-Taver wk

20.6 46.058695
27.85 81.027938
37.7 126.26215

10-May

(T7-T)aver wk

9.85 27.180406
6.5 32.709871
16.65 72.98031
(T”-T)aver wk

4.05 19.049728
142 58.969196

(T”-T)aver wk
10.85 41.046425

(T”-T)aver wk



(V%)

H (mbar)
R=287

1000-850
1000-700
1000-500
1000-400
1000-300
1000-200

850-700
850-500
850-400
850-300
850-200

700-500
700-400
700-300
700-200

500-400
500-300
500-200

03-May

(T”-T)aver wk

10.55 22.182943
8.45 29.410716
15.45 55.439323
19.05 70.779108
272 96.946858
3253 122.14602
(T*-T)aver wk

4 14.929538
11 40.929126
14.6 56.20013
22.75 82.461583
27.85 107.54139
(T-T)aver wk

8.9 29.316395
12.5 44.806491
20.65 70.862918
25.75 96.219704
(T7*-T)aver wk

19.5 35.338688
27.65 63.668534
32.75 92.803263

04-May

(T”-T)aver wk

757, 18.951269
11.35 34.085933
23.6 68.518789
16.2 65.270224
22.25 87.682777

(T”-T)aver wk

7.15 19.960407
19.4 54.354687
12 50.95086

18.05 73.451314

(T”-T)aver wk

23.05 47.17925
15.65 50.13524
21.7 72.64218

(T”-T)aver wk
27.9 42.270289
33.95 70.550025

Tab. 2.

05-May

(T-T)aver wk

5.75 16.376717
8.7 29.842615
18.1 60.005764
25.6 82.04981
26.6 95.871629
(T -T)aver wk

3.95 14.835935
1335 45.08964
20.85 67.1605
21.85 80.814016
(T"-T)aver wk

16.3 39.674309
23.8 61.826464
24.8 77.657157

(T”-T)aver wk
332 46.110747
34.2 70.809306

06-May

(T”-T)aver wk

8.7 20.144317
10.1 SR ISH2TTESSS
11.1 46.991052
17.8 68.417562
24.75 92.477672
27.75 113.21646
(T’-T)aver wk

73 20.168695
83 35.552912
15 56.964793
21.95 80.998734
24.95 101.78841
(T”-T)aver wk

9.7 30.605638
16.4 51.322506
23.35 75.353329
26.35 97.334256
(T”-T)aver wk

17.4 33.381646
2435 59.748467
27.35 $4.80789
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H (mbar)
R=287

1000-850
1000-700
1000-500
1000-400
1000-300
1000-200

850-700
850-500
850-400
850-300
850-200

700-500
700-400
700-300
700-200

500-400
500-300
500-200

07-May

(T”-T)aver wk

5.95 16.659095
9.7 31.511068
15.85 56.152399
17.55 67.935403
25 92.943557
3235 122.24052
(T”’-T)aver wk

4.05 15.022558
10.2 39.412703
11.9 50.73812
19.35 76.050391
26.7 105.29765
(T’-T)aver wk

13.95 36.703093
15.65 50.13524
23.1 74.948853
30.45 104.63309
(T’-T)aver wk

21.8 37.364688
29.25 65.484757
36.6 98.10658

08-May

(T>’-T)aver wk

6.45 17.344939
1.5 27.708172
16.45 57.205348
23.4 78.445046
324 105.8088
32.25 122.05144
(T”’-T)aver wk

3.65 14.261421
12.6 43.80477
19.55 65.033072
28.55 92.377036
28.4 108.5981
(T”-T)aver wk

13.65 36.306292
20.6 57.520087
29.6 84.84082
29.45 102.90063
(T”-T)aver wk

29.55 43.502264
38.55 75.177776
384 100.49008

09-May

(T”-T)aver wk

9.85 21.434386
7.05 26.86407
14 52.773719
18.9 70.499899
26.15 95.057225
36 128.95237
(T”-T)aver wk

4.6 16.010146
11.55 41.939874
16.45 59.654587
23.7 84.1657
33.55 118.0346
(T”-T)aver wk

8.75 29.068297
13.65 46.822247
20.9 71.29058
30.75 105.14726
(T”’-T)aver wk

20.6 36.321747
27.85 63.898385
371 99.569946

10-May

(T-T)aver wk

9.85 21.434386
6.5 25.794905
16.65 57.55205
(T”-T)aver wk

4.05 15.022558
14.2 46.502929
(T-T)aver wk

10.85 32.369086

(T”-T)aver wk
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3 May 1986 R=461m2c2/K.
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considered as yield w700, and last level — as w200) the difference
w461 — w287 = 20.

The obtained results can be applied while artificial influence over/= /2.

the clouds and practicing forecast of weather.
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NON-LINEAR LINKED OSCILLATION OF THE
ELECTRONIC AND NUCLEAR MAGNETIZATION: -~
IN THIN FERROMAGNETIC PLATE

L. Chotorlishvili, B. Shergelashvili, P. Kurashvili,
G. Kativadze

Accepted for publication June, 2000

ABSTRACT. Non-linear dynamics of the nuclear and
electronic magnetization by the linked superthin field in the thin
ferromagnetic plate under the influence of the weak external
magnetic fields is researched.

Recent years are witnesses of a rapid research development of the
nuclear magnetic resonance in the magnetically-arranged matenals.
Under ordinal conditions, at which the experiment is carried out, a
frequency of an clectronic magnetic resonance exceeds by far a
frequency of a nuclear magnetic resonance. So, many of the articles
deal with analysis of such situation. Neverthcless, a growing interest is
stirred by examination of a phenomenon occurred during coincidence
of the frequencies of an electronic and nuclear magnetic resonance,
which essentially (because of its experimental condition) is an
electronic-nuclear magnetic system. The interest in many respects is
stirred by an opportunity of applying a model of linked oscillators to
explain experimental results. As it is known, at temperatures far below
Curie point of ferromagnetic, electronic spins are arranged and nuclear
ones are in paramagnetic condition. Respectively, movement equation
electronic magnetization and nuclear magnetization are equations of
Landau-Lipchitz [1] and Bloch [2]. When external magnetic fields are
strong, an impact of a nuclear magnetization is negligible and we can
consider an equation of Landau-Lipchitz only. Just such situation has
been dealt with in the works [3-5]. Particularly in [5] with an
application of disturbance theory [6] a short-wave solitary solution has
been gotten without taking into account an impact of damping. On the
other hand, with a decrease of an amplitude of an external magnetic
fields (both direct and alternating) leading to diminishment of

30



frequency of electronic resonance o, =y, M role of superthin
interaction increases and as a result it becomes necessary to consider

Landau-Lipchitz and Bloch equations as a system of differentiak /-

equations which describe a linked oscillation of an e¢lectronic and
nuclear magnetization (a frequency of a nuclear magnctic resonance
@, =v,H, is determined by a superthin ficld and does not depend on

external ficlds). A lincar approximation to clectronic magnetization
M(I) =M+ m(l) |m| <M

allowing to get an analytical solution for a system of oscillators [7-8]
according to authors is not sufficient to describe adequately a real
physical process.

For this a dynamics of an electronic and nuclear magnetization has
been researched in the thin plate magnetized perpendicularly to its
planc (which is the best optimal sample to achieve a condition
®, =0, |9]) in the weak external direct H~10Gs and alternating |h(t)|
~ 10Gs fields. For that purpose let’s consider Landau-Lipchitz and
Bloch equations as a system of equations which are linked by
superthin field:

e — . —n ;‘-M.'l'-:M.
M:-ﬂ,'e[MHe]JrL[MM]—kM’— e
: M T} T;
2 i E + ;P' +.7PL»
S My = ot A et L )
Tl 2
ke O i 96 OH
5M SHL

where T, and T, are the times of longitudinal and transverse

relaxation, v, and y. are gyromagnetic ratio for nuclei and electrons,
Hi is a phenomenological Hamiltonian with an appearance:

H,,, =-HoM(t) = h(t)M(t)+B o[yt )+h(ti(t)+ AM[L



where ﬁO(O.O,Ho) and l;(hcoswl;O;O) are an extemal direct jand

alternating field respectively, AM[L is Hamiltonian of superthin® =

interaction (we have neglected an anisotropy of the tensor A®®). An
item relaxation is added to the Landau-Lipchitz equation in order to
get a damping oscillation.

In order to apply numerical methods and give a standard
appearance, which allows numerical integration, to system (1), an
algebraic transformation should be performed upon the Landau-
Lipchitz equation. Considering the Landau-Lipchitz equation as an

algebraic equation towards M and applying standard methods [10], we
will have:

3 A
M, ==2,
y AA
M, =—=%, : it )
= - k + W, + 1
,’Lz'Yn[p'Hn]— (“’zn u)— P y'
L Y T,
where
fi ™M, -, LES e/ e M)
A =11 1 WM, |, A=|-WM, f, M.|
f3 _ny 1 YMy fJ 1

1M T
A3=_7Mx 1 f2 >
'YMy' _YMx f3
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1 ™, -,
A=|-yM, 1 WM, |=1+y’M?
™, —YM, e

are the respective determinants, f; not containing M is right part of the

Landau-Lipchitz equation respective to M; (I=xy,2), Y= ‘l\):_] . Though

for the items of relaxation containing the times of longitudinal T; and

transverse T relaxations, a condition |M|= const. is no longer
valid, we still assume that approximately y = const.

The results of reckoning for a system [2] with standard values of
parameters Hy ~ |h ®) | ~ 10 Gs, y.Ho ~ 10° Hz, y.Ho ~ 10° Hz, Ay. ~
10° Hz/Gs, Ay, ~ 10° Hz/Gs, v ~ 10* Gs™, Tf ~10°Hz, T]' ~10” Hz,

TS ~10'°Hz, T4 ~10%Hz at starting conditions M (t = 0) = (0;
0;Mo) p(t = 0) = u(0; 0; po), Mo ~ 10° Gs, p ~ 1 Gs are reflected in the
graphs (Figs.1-3). On the graph in Fig.1 dependence of longitudinal
M? (1) and transverse M'(t) components of electronic magnetization on
time is reflected. The graph shows how after turning on alternating
field at the moment t = 1 ps a longitudinal magnetization tumns into
transverse magnetization. The graph in Fig.2 reflects dependence of
longitudinal component p* (t) of nuclear magnetization on time. The
graph presents that a nuclear magnetization arranges in anti-parallel
position with direct field H according to (1). The graph m Fig.3
illustrates the possibility of formation of forced non-linear linked
oscillations and as the graph in Fig.3 tells the oscillations of M" and p
happen at the counterphase in accordance with [8], but unlike linear
linked oscillations [8] a difference of phases is a little displaced

. T 3 :
relatively > +mk (minimum of M~ does not exactly match maximum

of p'). As it has been mentioned in [5] through an application of
disturbance theory a short-wave solitary solutions of Landau-Lipchitz
equations has been gotten without taking into account nuclear

wn
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Fig.1. Electron magnetization as a function of time.
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Fig.2. Nuclear magnetization as a function of time.
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Fig.3. Coherent oscillation of the transversal electron
(dashed line) and nuclear (solid line) magnetization
as a function of time.
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magnetization and relaxation process. On the other hand, analytical
solutions for linked oscillations of electronic and nuclear

magnetization allows only linear approximation. According to” the """

authors the present article can claim that it resolved the problem and
can arise interest of researchers in this direction.

(V)

SO\

10.
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NATURE OF SINGLE-PULSE NUCLEAR SPIN ECHO AND
ITS MULTIPULSE ANALOGUES IN MULTIDOMAIN
MAGNETIC MATERIALS

A.M.Akhalkatsi, Gr.[.Mamniashvili’, G.A.Sakhelashvili,
Z.G.Shermadini

Accepted for publication August, 2000

ABSTRACT. Different analogues of the multipulse Hahn echo
excitation in the single-pulse echo method were experimentally
realized in multidomain magnetic materials. Experiments were
performed in conditions of a sufficiently fast change of the
effective magnetic field direction in the rotating coordinate system
at the displacement of domain walls by the pulses of magnetic
field and also at the stepwise change of frequency or amplitude of
the radio frequency pulse. The experimental results are in the
favour of the edge mechanism of the single-pulse echo formation.

A number of works [1.2] were devoted to the investigation of the
nature of single-pulse (SP) echo but this question has not been finally
clarified so far.

The SP echo formation mechanisms could be subdivided into the
following two groups: the first group concerns the so-called edge-type
mechanisms like nonresonance mechanism [3] and the pulse distortion
mechanism [1] (when edges of the RF pulse act as two resonance RF
pulses). the second one is the mechanism of intrinsic nature of the SP
echo formation [2].

The important role of RF pulse edges is caused by the fact that just
at these time moments the change of direction of the effective
magnetic field Hegrin the rotating coordinate system (RCS) occurs and
as a result of this the RF pulse edges play the role of two RF pulses in
the Hahn method. Then, as it was shown in [4], an analog of the
multipulse excitation of the Hahn echo in the single-pulse echo
method is the action of an RF pulse of complex shape when, during
the length of the pulse, discrete, sufficiently fast changes of the
direction of H.g occur in RCS. The direction of Hei is changed by
changing RF pulse frequency, amplitude or phase during its action.
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Fig.1. *Co spin echo signals in hexagonal co-
balt at the stepwise change of frequency
of the RF pulse - upper beam, the form
of modulating voltage pulse applied to
(he varicap system of RF generator- the

middle beam. the wavemeter beating sig-
nals - the lower beam.

Fig.2. Multiple *Co nuclear spin ccho signals in

hexagonal cobalt at the three-pulse Hahn
echo excitation.



In work [5] multipulse analogues were realized causing- the
nonadiabatically fast changes of Hy at the displacement of domain

walls in multidomain magnetic materials by a magnetic field:pulse 7.,

applied in combination with the RF pulse. Similar signals were also
obtained at the stepwise change of frequency or amplitude of the RF
pulse.

In Fig.1 the spin-echo 51gna.ls of *Co at the stepwise change of RF
pulse frequency in hc‘cagonal cobalt were shown, and Fig.2 shows

multiple echo signals of *’Co in the same sample at three-pulse Hahn
echo excitation.

Similar single-pulse analogues were realized in a number of
multidomain magnetic materials with considerably different physical
properties, such as Co, Co,MnSi, MnSb, LiFe;O;and others.

The above considered different ways of excitation of ccho signals
present cssentially the realization of the new mechanism of spin echo
formation in magnetic materials related with the nonadiabatically fast
change of H.q direction in RCS.
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ON REVERSILIBITY OF INTERACTING SPIN SYSTEMS
EVOLUTION

A. Ugulava, S. Chkhaidze
Accepted for publication May, 2000

ABSTRACT. On the basis of consideration of dynamics of
two interacting moments the conditions, in which spin system is
locally unstable are found. Spin-spin interaction is taken for
dipole-dipole interaction. It’s shown, that the separatrix curve,
separating the topologically different trajectories, ‘expressing
various oscillations of z-component of these spins, corresponds to
the instantons solutions of the motion equation on the phase plane.

Locally unstable are called such trajectorics, which diverge
exponentially even in one direction. It can be shown, that from the
properties of local unstability tends the property of mixing. The well
known paradox of Loschmidt contradiction between reversible laws of
mechanics and unreversible ones of thermodynamics following (2]
can be interpreted using the notion of local unstability.

Indeed, reflecting the time with any finite accuracy, we reverse the
beam of trajectories in the phase. If this time, the system is locally
stable, the beam of trajectory going to the reversal direction will be
slightly distorted and, after some time the system will return to the
initial state. If the system is locally unstable, then reflecting the time
the beam of trajectories will diverge exponentially and thus the initial
state will not be restored.

Reversibility of time practically is possible only for spin systems
with the aid of well known sequences of RF pulses, for example, by
means of n-pulse in the Hahn echo and “magic sandwich” in the
experiments of Waugh [3,4]. Below the system of interacting spins, in
which reversibility of time is achieved by means of “magic sandwich”
will be considered. The main idea of the experiment of Waugh is as .
following. After action of short RF pulse and some delay exceeding T2
_ transverse relaxation time — during which transverse component of
magnetization seem to disappear for good, “magic sandwich” is given.
Action of “magic sandwich” is nearly equal to reverse of time in the
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given system. Later, after reflecting time the restortion of transverse
component of magnetization “magic echo” is noted. Initially, this

phenomenon seemed to be contradictional and was perceived as: /il

“revival to the new life of already buried onc” [4]. Long before the
experiment of Waugh, describing various phenomena on paramagnetic
resonance for the system of interacting spins, conception of spin
temperature was used successfully, which was based on the
assumption that in the spin-system, during the time T, the
thermodynamical equilibrium is being set i.e. it’s meant, that during
the time T, — the system “forgets™ its initial conditions.

Following the above mentioned interpretation of Loschmidt
paradox, we can conclude that there are no contradictions in the
experiments with “magic sandwich”. Indeed, investigated spin-system
is quantum, and can be well described by the stationar equation of
Schrodinger. Such system (far from classical) in the presence of any
finite number of particles is locally stable and hence reversible by
“magic sandwich”. These properties of spin-system, according to the
experiment of Waugh are kept even at macroscopically great number
of interacting particles.

Locally unstable system of interacting spins can be stood only at
quasiclassical limit. In the conditions of local stability the initial state
must not be restored even by means of “magic sandwich”.

This paper aims to find the conditions, at which the system of
interacting spins is locally unstable. As in the case of [3] we take
dipole-dipole interaction for spin-spin one.

As analytical investigation of N interacting moments (spins) is
practically impossible, we’ll consider the dynamics of two interacting
moments. In the case of small concentrations of spins, when the
existence of spin in the sphere of interaction is scarcely probable, the
principle conclusions about stability can be made on the basis of a
simplified model. Directing the z-axis along the constant magnetic
field, Hamiltonian system can be writtén as

K=+, H =, +HY,
I =aS?, S*=Si+S3, o=1H,
SO = 4SFS5 + B(STS; +S7S3),
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S =C(S]S5 +S;S5)+ES;S; +c.c.

where ¥ is a gyromagnetic ratio, H intensity of magnetic field, S<,

S™, S* coordinates of spin vector,

2
y’ + .
MBS a3 0TS St2=Si2 £S]5,

3y? 32
C=-="-sin2% "%, EE Bl 2y s 2 (1)

4,3 4,3
r=|F|, 7 denotes vector connecting spin points, Q and « are polar

and azimuth angles of vector 7. Below we'll consider an
approximation of strong field - H >> A, C, D. Hamiltonian of

perturbation &% in the equations of Hamilton gives fast-oscillating

contribution, which disappears at averaging during the time 2n/@. The
equations produced by Hamiltonian & can be seen in the form

31% = AS;"S3 sing,

2)
do 1 (euSE o103 (
- Ac+—A|S; — -8 —|cos o,

di ) [2 SiL 182J_ P

where o=Sf -S5, @=¢;—9,, Siz and @, arc transverse

componént and azimuth angles of vectors S and S, propely.

.ol WA O Ly
S12=S812¢059;, S72= Si28ing,;,

Si2=!5(Szic), s,{,:%\/ﬁz-(szic)z,Ss|§,|=i§2l.

64



The system of equations (2) has two integrals of motion - z-

component of summary spin S° and the resonance part of interaction =« il

SO = A(SESE - és,lsj cos @)’ 3)

Excluding variable ¢ by mecans of (3) from the first equation of
the system (2) we'll obtain

4o - -a?)e?-c?), @

dt

2 74
0. =—— d+—1-(S2—§-S,2) +

) 3 4 Pk

[,8 2 5601 / )%
o2 et s G 2 Sz—isfj -4[d—isf

132" " 4 45% 3 s A2

=-(V3/4)at, a=o2/A, 5)

The solution (4) can be written as

a(t) =odn{o'_t'.' \/—/T—(:)'_,/O'_)Z}, o‘i'_ >0, (6)

2

where dn{cr_t’; \)1 -(0,/o. )2} is eliptical function of Jacobi - delta

amplitude.
Of great interest for us is the motion corresponding to the initial

conditions S7(-) = S3(-®) = @(-0) =0 (ei. S§*=0, d=
=-§? /2). In such initial values, according to (5) and (6)

o_=0,=(2/3)1%2S, ©,=0, and solution takes the form of
instantones
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o(t)=c,/ch(N2ASr) . (7Y

It can be shown, that the separatrix curve, scparating” the* -

topologically different trajectorics corresponds to the instantone
solution on the plane (o, ). Indeed, substituting corresponding values

Si-. Si5 in (3) and accounting, that 07('1’*0’//1:51, after some

transformation for S. =0 we'll obtain

2d+ S

cos®p—2

’cos

(3)

This dependence is shown in the Fig.1, from which 1s seen that the
curves a, b and d are separated by separatrix ¢. The curves of type a

express an oscillation of z-component of spins at which S, but
the curves of type @ - on the contrary - express an oscillation of z-

component of spins at which S} <S5. For the curves of type b

relations between S} and S35 change periodically.

155 o
: Do T A
/-—'—_b\‘\-
S __j(P
-10 \ . N\\_10

5

-l.S—i \— b\— d

Fig.1. "Phase" picture of motion of two magnetics, connecting with:
dipole-dipole interaction (S = 0.5, d = -0.25 + 0.25).
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The motion in the range of separatrix is very unstable, because

slight perturbations can sharply change the type of motion. Usually, <=z

near the separatrix, local unstability is generated and "layer" of chaotic
motion is arisen, the so-called stochastic layer.

To study the generation of stochastic layer, it must be studied the
system of equations, which will be created by full Hamiltonian &#°
This system is unintegrated and its full analysis can be done only
using the methods of numerical integration

In the future with the aid of these methods we'll study the
influence of unsecular members of dipole-dipole interaction, which in
our opinion leads to creation of the "stochastic layer" near the
separatrix and we also investigate influence of "magic sandwich" on
the system.
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FORMATION OF EXCITED HYDROGEN ATOM AT
COLLISIONS H;*-He: ROLE OF INTERNAL EXCITATION
OF H"

M.R.Gochitashvili, ﬁ\I.R.Dzhaliashvili], R.V.Kvizhinadze,
B.1.Kikiani

Accepted for publication March, 2000

ABSTRACT. We have presented results of experimental
measurements of the excitation function of hydrogen atomic line
L. (A = 121.6 nm), emitted during dissociation of H;" molecular
ion, at collisions Hy" - He in the energy interval 3 - 9 keV of ion. It
is determined, that the intensity of the given radiation lines
depends on internal (vibrational) excitation of H;" molecular ion
in the initial (ground) electronic state.

[. INTRODUCTION

The molecule H;" was detected by Thompson [1] still in 1912.
However more or less full understanding of structure and property of
this molecule is far from being completed. In experimental research of
H;" dissociation on a thin foil was determined that H;" had the
structure of an equilateral triangle [2]. The band system in the infrared
range of the absorption spectrum of this ion was detected by Oka et
al [3]. Binding energy of H;" ion was defined experimentally [4.5] on
research of a threshold of H;" dissociation at collisions Hs™ - He. The
energy surfaces appropriate to various electronic states H;™ were
calculated in articles [6-9]. Many parameters of H;™ molecular ion
(binding energy, energy of electronic-vibration excitation, symmetry
of state, dissociation limit etc.) were defined in collisional
experiments. For example, in articles on electronic recombination of a
molecule H;" the thresholds of excitation of various electronic state
[10,11] were defined, the cross section of formation of dissociation
products H, H', H -, H," was measured and the excited states of a
molecule which at decay gave these products were determined [12-
16]. The research of processes of H;™ dissociation with formation of
excited atoms of hydrogen is of special interest. It is stipulated by that
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the ‘appropriate excited electronic state has not been investigated

enough. For example, the excited H atoms in a state (2p),-at,;.,.

dissociation of Hs", will be formed at decay [17] of 1A, ” molecular
state, which till now practically is not investigated experimentally.
The definition of polarization degree of L, emission in coincidence
with dissipated ion H;', at collisions Hs" - He, has allowed the authors
of article |17] to study the mechanism of H;" dissociation and the role
of molecular orientation in the excitation process. The radiation cross
section of Ly lines (transition 2p-1s) of hydrogen atom was measured
by Dunn et al. [18] at collisions of ions H;™ with H; and He.

The rescarch of H;™ molecular ion has independent theoretical
and practical interest. There is some theoretical and experimental
evidence that H;" is an important catalyst in the stellar medium [19-
21]. Large concentrations of Hs' in dense stellar clouds provide one of
the important mechanisms of molecular formation in stellar medium
according to the reaction

H' + X—>XH' + H, (1)

where X may be CO, N,, H;O, NH;, Si, S, H,S, etc. Seventy-seven
reactions involving H;" in stellar clouds were studied with their rate
coefficients by Suzuki [21]. :

The experimental investigations of the dissociation processes
showed dependence of the cross section of various inelastic channels
on the vibrational excitation of these ions [10,11,16] in the ground
electronic state 1A, The purpose of the present article was to study
the role of vibrational excitation of an initial electronic statc of Hs'
ions in the process of L, emission at dissociation of these ions .

2. EXPERIMENTAL TECHNIQUE

The H;™ ion beam leaving the Toneman type ion source was
accelerated to a predetermined energy, then focused by the quadruple
lenses and analyzed by the magnet mass analyzer (with resolution
~30). The emerging ions passed through collimating slits and finally
entered collision chamber. The radiation emitted as a result = of the
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excitation of hydrogen atom was observed at the angle 90° to the
direction of the beam. The spectroscopic analysis of the emission was
performed with a Seya-Namioka vacuum monochromator incorpora-

ting a toroidal diffraction gratmg Radiation was registered by theg s e

secondary electronic multiplier in the pulse — counting conditions.

The photon signal was linear with pressure and ion beam current
(0.1-0.51A), showing the relative unimportance of secondary
processes. The experimental set-up and calibration procedures of the
light-recording system have been described previously [22].

An estimate of the uncertainty in the absolute values of the cross
sections is about ~30% and main by defined by an error of calibration.

The used experimental device allows to carry out research of the
excitation processes in various conditions of C\pcriment In particular,
by changing the pressure of working gas - hydrogen in an ion source
it was possible to vary relative fraction of the output of H , H:', Hs'
ions depending on the value of pressure and to investigate mﬂuencc of
internal excitation degree of a molecule on efficiency of the process
of L, line excitation . The relatively high value of a current of H;™ ions
was obtained, when pressure in the ionic source reached ~ 0.1 Torr.
In this case, the H;" ions with inappreciable internal energy was
extracted from the source (mainly in v = 0 vibrational state) [10,11].
In these conditions, vibrationally - excited ions H;' participate in
quenching collisions with molecules H,

(H;)' * + H, » H;~ + Hy* 2)

The H;™ ions in the ionic source will be formed in the following
reaction [10]

Hg-+H2—)H; +H. (3)
The number of quenching collision is defined from a relative
output of Hy" and Hj" ions. Therefore, it is necessary to measure

dependence of a relative output H," ions on the pressure of hydrogen
inside the source, as it was offered in article [10]
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R=IHy")/I(H;") + I(H;5"). 4

I (H.") and 1 (Hs") are currents of (H,") and (H;") ions extracted from

the source. From this dependence follows, that in the: investigated
range, the relative fraction of H;' ions was decreased with increasing
of pressure in the source (Fig.1). The coefficient R reaches at least
value 0.05. This value is comparable with the value 0.06, which was
obtained in article [10] in the Penning type source, at the same values
of the pressure ~ 0.1 Torr. It is necessary to note, that the coefficient
R essentially varies depending on the type of the source. However
researches of various types of the source indicate [10], that the
minimum value of R in all cases is reached approximately at the same
pressure ~ 0.1 Torr. Our results are well agreed with results of the
authors of ref. [10].

0,24 =N

0,0

10 100
PRESSURE,mtort

Fig.1. Dependence of a relative output R of ions H,' and H;"
at the pressure in the ion source.

We have presented a result of the measurement of the excitation
efficicncy (normalized counting rate on a current of a primary beam)
of Lo, lines in the collision H;" - He (at the energy E = 4 keV of ion)
at various pressures of a source (Fig.2). The excitation efficiency
decreases (approximately 2 times) with increasing of pressure and ~*
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Fig.2. Dependence of the efficiency Z / I (Z- light intensity, I - ion
beam intensity) on the pressure in the ion source .
\
achieves saturation at pressure of hydrogen 0.06 - 0.08 Torr. (Fig.2).
It means, that at rather low pressures ~ 0.0003 Torr., the intemal
(vibrational) excitation of H;' ions esscntially influences on the
probability of the dissociation process (with excitation).

3.RESULTS AND DISCUSSION

The analysis of our experimental results indicates, that excitation
efficiency of hydrogen atomic line is less, when H;™ ions as a result
of quenching collision become de-excited. It can be explained on the
basis of following fact: the vibrational excitation (~ 0.3 - 1 €V) in the
ground electronic state reduces to the considerable change (a few eV)
of inelastic threshold amount of excitation energy of an excited
electronic state. In our case this is the electronic state ('A;” ). Such
type of investigation was carried out earlier [10,11,16]. However they
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Fig.3. Emission cross section of the hydrogen atomic line
HI (121.6 nm) 1-Our results, 2-G.H. Dunn et al. [18].

concerned inelastic channels of dissociation, producing the hydrogen
atoms in the ground state. Consequently excited states, studied in
these articles, differ from those surveyed by us. It is necessary to note,
that the research of excitation efficiency of various inelastic channels
depending on vibration excitation of H;" ion (in a ground clectronic
state) contains the important information sort of a surface of potential
energy of various excited electronic states. Our results specify that the
concrete behavior of energy surfaces in area Franck-Kondon (is meant
saving a principle Franck-Kondon) is those, that the energy difference
between vibrational level v = 0 (of the ground elcctromc state 1A, )
and vibrational level of excited electronic state 1A, ” at vertical
transition (in frameworks of principle Franck-Kondon) on some €V is
more than for transition from excited v= 1, v=2or v=3 vibrational
levels (of the ground electronic state of Hj'). Investigation of authors
of ref. [11] indicates that in various ionic sources at pressures 10°

mTorr there can be a sufficient amount of ions H;* in excited v =1, v
= 2 or 3 vibrational states. Probably, in our conditions when pressure
inside a source reaches P = 8:107 - 10" Torr, from a source the ions
are extracted in the ground v = 0 vibrational state. In these conditions,
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the measurements of the emission cross section of A = 121.6 nm
(transition 2p-1s) hydrogen atomic line was carried out during

dissociation process of H;' ions at collisions with helium atoms in thedie g

energy range E = 3 - 9 keV . The results of experimental investigation
are presented in Fig.3 and compared with the same from ref.[18]. Itis
visible, that the good agreement is observed. It can be explained by
the following factors: 1. Probably in the indicated case experimental
condition of the formation of H;~ ions beat, identical with ours 2. Our
rescarches indicated, what excitation efficiency of L. line is not so
significant (~ 2) varies at essential (on two order) changing of pressure
inside a source (from 000.1 to 0.1 Torr). In similar condition. the
electronic recombination cross section changes on one order with
changing of vibrational excitation of H;" (in the ground electronic
state) [16]. Naturally, as it was specificd above, this difference can be
stipulated by concrete behavior of potential energy surface of
excited electronic state.
This work was supported by INTAS grant No.99-01326.
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STUDY OF COSMOGENIC RADIOCARBON
CONCENTRATION VARIATIONS IN THE EARTH'S
ATMOSPHERE DURING SOLAR ACTIVITY OF MOUNDER
MINIMUM (1645-1715)
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ABSTRACT. Variations of radiocarbon concentration have
been studied in annual rings for the last 350 years (1600-1950) on
the basis of our experimental research using methods of spectral
analysis. From this interval of time special attention is paid to the
so-called period of Maunder minimum (1645-1715) of solar activity.
In the experimental series of corresponding period of cosmogenic
radiocarbon concentration of Maunder minimum two types of
periodicity are revealed: ~20 year and ~8 year.

The establishment of the dynamics of solar activity, regularity of its
cyclicing is one of the actual problems of contemporary astrophysics.
Correspondingly the study of those intervals in the coarse of history of
the Sun's existence when solar activity is sharply changed is of
particular significance, namely: in 1100-1250 “maximum of Middle
Ages", in 1282-1342 "Volf minimum", 1416-1534 "Shperer minimum",
1645-1715 "Mounder minimum", etc.

The period of Maunder minimum solar activity has particular
attention of scientists also by the fact that this last one puts forward a
lot of new and unexpected problems. Really, one of the main
characteristics of solar activity - spots on the surface of the Sun are
long known to scientists and therefore the motes about the spots
disappearance on the Sun during Mounder minimum are reliable but
due to the absence of regular observations on the Sun in the mentioned
period it is difficult to say something about solar activity, about the
parameters of this minimum.
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It should be noted that the anomalies are found in differentral "~

rotation of the Sun’s surface at the beginning of Maunder minimum. In
the opinion of the different scientists, it might indicate that global
characteristics of the Sun’s inner parts at that time change even before
"dynamo" mechanisms of the Sun’s spots. In this connection the
following questions can be put: what arc the mean parameters of
Maunder minimum and radioactive state in the Earth's space in that
epoch? What is the character of those processes which cause such a
sharp fall of solar activity? To what extent are our imaginations about
solar activity in general right?

For the mentioned direction of the study of special attention are
€OSmMOgenic isotopes ¥C (T2 = 5730 year), Be (T, = 1.5 min. year)
by which it is possible to obtain much information about the dynamics
of solar activity.

At present the most complete data about the solar activity and the
intensity of cosmic rays in the past arc obtained by means of the above
mentioned cosmogenic isotopes (*“C and '°Be) formed in the Earth's
atmosphere. The main peculiarity of these isotopes and advantage as
compared with other isotopes is the fact that in nature there cxist
objects (e. g. tree rings, Arctic and Antarctic ices, algae with long life
time, etc.) which can "fix" i.e. "memorize" annual concentration of the
mentioned isotopes is that period of time which prevails in great extent
the period of isotopes half-life.

To study the influence of solar activity(modulation) in the Earth's
atmosphere on radiocarbon concentration during Maunder minimum of
solar activity we use experimental data obtained at the laboratory of
nuclear physics of the TSU [1,2] (Fig. 1).

First of all, it should be noted that experimental data contain both
Maunder minimum itself (1645-1720) (Fig. 2) and its neighboring
sections (1600-1645 and 1715-1800). It should be also marked that the
measurements in [1] were performed with one-year step, or He
concentration is increased in every calendar year of corresponding tree
1ng

The experimental data illustrated in Fig. 1 were obtained in Lithua
as a result of '“C concentration measurement in annual ring. The value
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of "C concentration in relation to International standard scale is
calculated by the following formula

AHCO(%):_]YS —A'ST

ST_NB

where Ng, Nsr, Np represent reference velocity of experimental
installation during measurement of sample (S), standard (ST) and
background (B). Measurement error didn't exceed 0.2-0.3%.

Duc to the fact that first of all we are interested in variations of "*C
concentration only of "comic" sources, it is necessary from the data of
'“C concentration data to exclude the sharc of the Earth's magnetic
field. Numerous authors consider the problems of geometric field effect
on "C concentration. At present the most accurately established one
can be considered global change of geomagnetic ficld with period ~10
thousand year causes about ~10% change "C concentration.

The account of geomagnetic field effect on “C concentration is
realized by formula

¥ Y . 2:
Ac()=a"C,(e)-4.27- 4.97-sm[104102 e+ 7388)]% ,

where t is a current calendar year (t is negative B C).

To study the dynamics of solar activity in the Earth's atmosphere by
means of determination of '*C concentration in the period of Maunder
minimum it is necessary to reveal the existed cyclings (periodicities in
experimental data of given in Fig.2 of '%C time dependence or to
establish the character of variations. For this we have used the method
of spectral analysis of experimental data processing (4], the results of
which are shown in Fig.3. The mentioned diagram expresses the
dependence between the calculated values of the intensity of
radiocarbon curves spectrum and frequency. As is seen from the Table
the main peak is marked by high reliability interval (95%) on frequency
~0.05 (corresponding period ~20 min). Besides comparatively weak
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peak is observed on frequency ~0.12 (corresponding period ~ 8:min).-:-- -
The reliability of this last one is comparatively low.

Thus the following conclusions can be done:

1) With the help of the method of spectral analysis we have studicd
variations of cosmogenic radiocarbon concentration in the Earth's
atmosphere in the period of Maunder minimum of solar activity.

2) Periodicity of two types has been revealed in experimental curves
of cosmogenic radiocarbon concentration of Maunder minimum
corresponding period.

3) The source of the above mentioned can be considered the solar
activity. This means that in Maunder minimum period of solar activity
modulating action of the Sun becomes weak but cycling is preserved. It
can be also said that in period of Maunder minimum the mechanism of
solar dynamo still continues the work and sharp reduce of spots on the
Sun during Maunder minimum can be caused by the fact that minimum
of any other long-period wave coincides with the period of Maunder
nunimum.

T
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Fig.1. '“C concentration in the atmosphere in 1600-1940.
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Fig. 2. "“C concentration in the atmosphere in 1600-1800.
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ON THE PROBLEM OF PHONON AVALANCHE
K.Nikoladze
Accepted for publication September, 2000

ABSTRACT. The nonlinear system of differential equations
is obtained and solved analytically which describes an interaction
of the spin system with the phonon one (the lattice modes of
crystal) immersed in the heat reservoir. Comparison with the well-
known results of numerical calculations and experiments of Brya
and Wagner [5], devoted to the study of the phonon avalanche
phenomenon, shows their rather good agreement. The suggested
formulas allow to describe the problem with a sufficiently high
accuracy.

Recently the radiofrequency radiation from the spin system,
particularly superradiance and stationary lasing, is experimentally and
theoretically intensively investigated [1-7].

The numerical methods of problems solution is used for explanati-
on of the results of the experimental investigations of paramagnetic
relaxation impurities in crystals immersed in the heat reservoir.

The original analytical approximate method is used in the present
work for the analytical solution of the nonlinear differential equations
[2, 8].

We consider the case T, << t, where T; is the spin-spin relaxation
time, T - phonon-phonon relaxation time. This case corresponds to the
well-known experimental situations.

Let us derive the equations for spin-phonon dynamics. There are two
subsystems: spin and phonon ones. The Hamiltonian of the integrate
system is:

=308, +Dodia +sSGS +LS), O
k k ki

‘where the first term is the Zeeman energy of spin-system, second the
phonon's Hamiltonian in harmonic approximation, third - the
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Hamiltonian of spin-phonon interaction; a;', ay are creation and
annihilation operators of phonons with wave vector k and cyclic

frequency @; Ly are lattice operators which would be represented in’ . ©°

the single-phonon relaxation form:
L' =(dap)Cas It= @,

where A is a constant of spin-phonon coupling (9].
Equations of motion for spin operators Sy, Sy, S and phonon ones ax
and a, are obtained by application of the rule for operator's derivative

4%=;;|H 0] (in the equation (1) and below everywhere signs of
(7 1

operators is omitted and it is supposed that # = 1). Taking into
consideration the spin-spin relaxation time T, and t - the time of
phonon-phonon relaxation one obtains the system of five coupled
differential equations for every spin (subscript 1) and phonon
(subscript k ):

Slx + .Si +0).3Siy = Z(A(Ok)l/zakv‘siz :
h k ey
g 1
S")’ +—T_y iF msSix > ‘%(Amk)l/zakxsiz s
Se = Z(Amk)l/zala‘s:y —Z(Amk)l/zakysix 5 (2)
k k

e + 25— 0,ay, =j12'Z(Amk)l/25.~x,
¢ i

a
ag, +-’?—0)kakx =%Z(Amk)l/25‘,x 4



Taking into account that T, << t and isotropy of the sample and

going over into component of the magnetization M , the system (2) is
symplified to a considcrable extent

M, +iMx +o,M, =0,
i :

>

My 7—{—;\4,. —o M, +M,Y (Ado,)" ?a,, =0
k

2

M. =Myy (doy)" ?a, =0, 3)
k
: (4o;)'"?
a[x +0),a,y +'TM), =0,

dy, — O dy, —;{-(Am,)j M,.=0,

where M, =y} S,., M, =y} S, , v is the gyromagnetic relation;
i i

M, and g, are eliminated from the system (3) and one obtains the new
system of equations

M, +TiM,, +0lM, -0 M, (40,) %a,. =0,
2 k

: T
M, =-—M,Y (40,)"?a,,, @
[ k
® AO) 1/2
&lx +%dlx +0?alx =——l'(‘_——2’yl) MX'
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To solve the system (4) it is applied the method of slow changing
amplitudes.
The solution is found in the form:

V= é(;\?xe”"' +cc), ay =—;~(c7xe"‘" +cc) .

One obtains the first order differential equations system for
amplitudes.

2io

g 2 ~ 27 17
2io -0°M, +—M, +o;M, =0 M,Y (doy)! ?a, ,

. i By %
Mz =ZZ(Amk)l/2(ak\‘Mx—al:er)3 (D)
k

00, (40,)""?

M.
2yy 5

S 2 '21'(1)N 2~
210 Ay — OO Ay +——Ap + OO Ay =
T

Using the condition gt- << ?2— and simplifying the first equation of the
2

system (5) one obtains

2i® ~

257 Dhe ~
— oM+, 0l =0 M, Y (Aay)! 2a, .
k

2

Then

~

(M, /2i0)Y(40,)"
i k

x

/T, + (02 -0?)/2ie

Substituting M . into the second and third equations of the system (5) one
obtains respectively
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Rl

M. =-T,|5 (Ao, )%l |a.. P M.,
k
20 Ao))re ’.
2ay +—ay, = S—')—-— ZZ(Amk)Vzab.M; . (6)
c 4y k

It was supposed that ® = @ = @, In previous calculations. Let us

proceed to the equation for | @, |” instead of the cquation for @, using

the relation:

d.~,,_d~~,_ 7, da,
o O G e
A little manipulations yield:
b~ o Al
— a4+ = 7)
dr' " T (

:
M, /'(37_,){(/1@,)“25;%(Amk)’”+(Am Dilla, ):(Amk)”z J

7 W)e

: The multiplicr in brackets containing sums was transformed. The
equation (7) takes the form:

a"?;ah.;uz a, 2(,4@ )2 1a, 1 2(do) M, ®
T

Summation of the equation (8) with respect to 1 gives
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d s e i Ty ;
=N e = Ao, M, . 9 :
a2 e [+ 228 [ =2 1 i | Aoy Clenitl
One replaces the sum by integral
S 30° 3 3 30; I
0, =|o do = ———|0’do® ———. (10)
%‘ £ £ 20207 2003 ,{ 2m2U° T,
One takes integral over the range of half-breadth of paramagnetic
ion line. The sign Z:—;—O%z— is the number of quantum states of
T

phonons in unit volume in the given range of frequencies, here U is a
sound velocity [7]. Let's introduce designation P =|’Jix|2 , which is
mean-square amplitude of the lattice mode.
As Y|@, [’=pY, the equation (9) takes the form:

l

dp 2 il i 3403
Zp= irtiad o
a7 WL

(11)
One makes use of the expression for magnetization of spin system (s
=1/2, h =1):

: 20
M, =NuthEor = L S 12
it pprs 2kTo (12)

where N is the number of paramagnetic ions in unit volume; W is
magnetic moment of the single ion; T is a bath temperature.
Taking into consideration (12) and the expression [10]:

340}
i 0‘3 cth—- , the system (6) takes the form:
T, 4zU 2kT,
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aM .. ®

AR TR 78
T

>

dt Te TR I/Vlzo !
where T, is the longitudinal relaxation time, 75 = M the
71/ (O
™V th”
L 7le/ J

radiation damping time of spin system [11], T, the transversal
relaxation time or the spin-spin relaxation time, 7. = o where 7 is the

phonon-phonon relaxation time, Ty is a bath temperature. Onc

introduces the designation p = , where o, is the Larmor

wkTol)
precession frequency.
The system (13) takes the form:
am .
S~ oM, p, (142)
dt
do . pilij e LR (14b)
d ot Ty Myl)

The solution of (14b) is found in the form :
p = AS ch’(Bt-C). 15)

The parameters A, B and C will be determined below. Let's divide
(14a) into (14b):
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dMZ Za DMZ‘CC : (16)
gz 1+ oy Al
Tg IM

M,
M4 |
equation (14a) takes the form

One designates z=/n [— J; here z < 0, as M| < |[My|. The

1=—pp. a7)

One presents (16) in the form:

aMm. T, dM,
ptdp = £ 4= = . (18)
M. Trp|Myl
Let's integrate (18) with initial conditions: M,(0) = - M| and

p(0) = po, where po is quadratic mean value of a lattice resonance
mode's amplitude in the initial moment.
As a result one obtains:

D= ] In(— M, ]+1:2—(—M—:——+1] + Py - (19)
PT, ‘A/IZOI 7R |[V[:0l
; ; WL

Let's substitute (19) into (17) and determine .

]‘Mz() !

M .
L =—l—£€—Ti['+Lz+ppo} (20)

| M., | I ¢

Substituting the value p = AS ch’ (Bt - C) into (17), at the initial
condition: z(0) = 0, after integration respective equation for z, one
obtains
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— Pguh(m -C)-th(-C)]. 21)

From (20) and (21) it follows that

M,
IM:O

,1,
—1+MpA{Schz(B:—C)+
T T

2

]B [th(B1-C)—1h -0)]- —p:;—} (22)

c

To determine the parameter B the values p, p and are

\M 20 |
substituted into (14b) att=0:

(T, /TR)U =T /T3)
21, th(-C)

B=-

(23)

The solution of the system gcttmg generation of the supcrradxauon 1s

found when T /T> < 1, 1.e. I—T—>0 Forth(-C)< 0, C >0 'mdB

2

> 0. At I=0,Sch2(—C)=-%o-<<1, ie. Sch(-C)=1-th'(-C) ~

0, or th*(-C) =1, ie.th(-C) ~-1.
Analogically to determine the parameter A the values p, p and

2z are substituted into (14b) but at t — co: because B > 0,
20

limth(Bt-C)=1,and lzmSch(Bt -C)=0.

[—>®©

Then
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_ (& AT AUl TR L A=Tr/T,

A 5 0
21.p th” (-C) 4T /Ty)

(24)

Using designation x = Tr/T>, from (15 ), (22)-(24)

M. G > I—xi 2 e |
2= _J4+(l-x)th ——(t—1 +th T 2
M, | A4 t){ [2x1 (2 )] (ZXT m}f &

¢ \ 1
¢ 2
} N’h(;k‘-—’T J(I_x) |

“nvd g l—x 2 I—X X
= 1-x 2] i S (@
: I ) s s X 7,f

where T,, = C/B is time when p reaches its maximum.
For finding Ty, it is used the initial condition for p (see (15) at t = 0):
p/A << 1. A little manipulation yield:

N th, | 2KT,)1-%)% |1 b
e ARG 2ol @7)
; -Xx 16xp, 2 4x
The width of the phonon pulse is
A::llx—zn(|+ﬁ). 28)
-x

In calculations we used parameters from experiments of Brya and
Wagner [5] carried out for dilute cerous magnesium nitrate at Zeeman
frequencies of 11 GHz and nominal cerium concentration of 0.2%:
density of paramagnetic ions N = 3-10"* cm *, a temperature of 1.4°K,
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a sound velocity ~ 2.5-10° cm/sec, bandwidth approximately equal to
the resonance linewidth, 15 MHz, the phonon lifetime t = 1usec.

Results of numerical calculations of Ty, P, p/Pm and —M./|Mgf for <<+

different values of x in interval 0.5 through 0.9 according to formulas

(25) - (27) are present in Table and Figs. 1 and 2. Here the parameter
1/x is the "bottleneck factor" [5].

Table. Values of moments of phonon's maximum excitation, (Tr),
and maximum of phonon excitation, (p), as a function of x according

to (27) and (26).
X 0.5 0.51 0.55 0.6 0.7 0.8 0.9
10 4.44 4.59 5.22 6.2 8.76 13.2 | 22.9
Pm | 4000.6 3750.5 | 2906.9 | 2100.4 | 1000.2 | 390.1 | 95.2

-My/ Mol

1.0

-
B S e ey
[ =T ——

\\\ ~ ; ~

08 I
06 [

04 -

N ——— e
0.0 T U G T Ty ek, S —SE Y VM S
X

5 » 4 6 g 10 {2 {,rsec

Fig. 1. Magnetization, -M./[M, as a function of time t according to
(25) for different values of x. Solid line — numerical solution of
Brya and Wagner [5].
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PP,

Fig. 2. Phonon excitation as a function of time t according to (26) for
different values of x. Solid line - numerical solution of Brya and
Wagner [5].

The analysis of Table and Figs. 1 and 2 shows that when x—1
branches of phonon excitation curves are expanded and both moments
of excitation maximums and most fast decays of curves are shifted to
the right side and, in addition, their values are decreased. Physically
this is explained by weakening of phonon avalanche when the
"bottleneck factor” is decreased. In case when x = 0.5, 051, the
analytical curve almost coincides with numerical and experimental
curves [4,5]. Thus, the suggested analytical formulas with a
sufficiently high accuracy describe the well-known experiments of
Brya and Wagner on the phonon avalanche.
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DIFFERENTIAL CROSS SECTION FOR DOUBLE

IONIZATION OF HELIUM-LIKE IONS IN 2’S AND 278/ ...

METASTABLE STATES BY ELECTRON IMPACT
P. Defrance’, T. Kereselidze, I. Noseclidze, M. Tsulukidze
Accepted for publication October, 2000

ABSTRACT. Fully differential cross sections for double
ionization of helium-like ions by electron impact are calculated in
the first Born approximation. The results are found in the case

when helium-like ions are in 225 and 2°S metastable states. It is
obtained that the shape of angular distributions of the ejected
electrons strongly depends on the symmetry of wave function
describing the bound electrons.

1. INTRODUCTION

Double ionization (DI) of atoms or ions by clectron impact is at
present the subject of an increasing number of theoretical
investigations. Various processes can contribute to DI of atoms and
ions, depending on the incident electron energy and on the structure of
parent and intermediate atomic or ionic states. For ejection of
clectrons from He atom and helium-like ions only two types of
mechanisms are identified: the so-called shake-off [1] and two-step
mechanisms [2].

In case of DI via shake-off mechanism, the incident electron
interacts with one of the two bound electrons and ejects it. The other
bound electron being left in a state which is not an eigenstate of the
residual ion. In the subsequent relaxation process there is a finite
probability of a second ionization. This mechanism is formally first
order in the interaction potential [3]. Unlike shake-off the two-step
mechanisms are formally second order in the interaction potential [3].

Electron impact DI of He atom or helium-like ions is a four
particle (one nucleus and three electrons) problem. In the final
channel these four charged particles interact with each other via
the long-range Coulomb potential. It makes the correct treatment
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of this many-body problem extremely difficult. For this reason it
is still impossible to carry out exact theoretical calculations for

these processes. The most detailed description of the process 1S

given by means of fully differential cross section (eightfold
differential cross section) allowing the analysis of angular and
energy distributions for each one of the ejected or scattered

electrons.
Eightfold differential cross scctions (8DCS) have been calculated

for the H~ ion [4,5], for the He atom [6-10] and for the Zi™ ion [11].
All these calculations have been carried out for DI of two-electron
atomic systems from their ground state. To the author’s knowledge
clectron impact DI of excited He atom have been considered only in
[12]. The most important conclusion resulting from the above-
mentioned theoretical studies is that the 8DCS are very sensitive to the
choice of wave functions in the initial and especially in the final state.
Experimentally the fully differential cross sections are determined by
detecting the three outgoing electrons in coincidence in coplanar or
non-coplanar geometry [13-15].

In the present paper we calculate the fully differential cross
sections for DI of helium atom and helium-like ions being in the

excited 2'S and 2°S metastable states. The main attention is paid to
_ the investigation of the influence of kinematical conditions and
excitation on the shape and magnitude of angular distributions of the
ejected electrons.

2. THEORY

For given wave vectors E,, I;,, IE, 5 Ez describing the incident,
scattered and ejected electrons, respectively, the 8DCS of helium-like 1ons

from its metastable 2'S and 2°S states may be written (in atomic units) as:

d’c™) _(2n) kK,

2
dQ,dQ,d%d(k [2d(k, 2 ki :

1)

o
75
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_ Here ©Q and & represent, respectively, the solid angles and the
moduli of the different wave vectors, Tﬁi) represents the matrix

element given by
T = (WO v, O didr, dp,. @)

The sign (=) indicates that the total spin of two bound electrons may
be zero or one.

In (2) ¥, describes the interaction between the incident electron
and the helium-like 1on

Z 1 1

g S e e
ro -7 Ir—r2]

(7,7, 7, arc the position vectors of the incident and two bound
electrons), ‘{{.(i) and ‘P}i) represent the wave functions of the
colliding system in the initial and in the final states, respectively;
\{’,(t) is the solution of the Shrodinger equation where ¥; =0 and

1
‘P}t) is a solution of the complete Shrédinger equation.

The conservation of energy requires
k2 [2=1® +k2 [2+k} [2+K2 /2, @)

where 7® represents the binding energy of electrons in helium-like
ion.

This study is restricted to the high-cnergy domain, where the
scattered electron is always fast and the ejected electrons leave the ion
with small energies. These kinematical conditions allow us to use
plane waves for the description of both the incident and the scattered
electron. Thus the wave function of the colliding system may be
written in the initial state as the product of a plane wave describing the

incident electron and the wave function dlfi.) (,7) describing the two
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bound electrons in the singlet and triplet metastable states in helium-
like 1on

\I’.’(:) (F’ ’-‘; > FZ) =

e
(27[)3/2

The best way to have an appropriate description of the electron

motion in the metastable 25 and 2°S states in helium-like ions is to
use correlated wave functions of the Hylleraas type [16].

QR ) = c® [e_m'-BrJ (] —Br,)£ 270 (1-Br; )]x :

Here o ,B,y;.. are the variational parameters and C,.(t) is a

normalization constant. This wave function describes both the radial
and angular correlation of electrons in helium-like 10Dns.

In our present study we completely ignore the angular correlation
and consider only the radial correlation of electrons in the target. It
means that we employ wave functions (6) where only o and B

variational parameters differ from zero. This simplification allows us
" to obtain an analytical expression for the matrix element Tj(-,i) and

accordingly to write the 8DCS in the explicit form. Numerical values
of the variational parameters o and B together with the calculated
values of the binding energy of electrons are given in Tables 1 and 2
for He atom and helium-like ions Li*,Be’*,...N°*.

In the final state the scattered electron is described by a plane
wave as in the initial state (the first Born approximation), and the two
ejected electrons by the double-continuum wave function

orthogonalized with respect to the initial state wave function (Df.’) :
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© "'Table.’1.

Hylleraas-type wave function parameters for the 2'S metastable state of He atom and helium-

likeions Li*,Be*" ., N 5+ 1M js the calculated value of the binding energy of electrons.

7@

He(@'s) | Li*2S) | Be**(2's) | B> (@) [ c*(2's) | N**(2'S)
a 1.955 2.953 3.951 4.950 5.950 6.949
B 0.940 1.439 1.938 2.438 2.938 3.438
2.058 4.952 9.095 14.481 21.131 | 29.025




€01

Hylleraas-type wave function parameters for the 23S metastable state of He atom and heltums: [ /19 J
like ions Li*, Be® ..., N** I©is the calculated value of the binding energy of electrons.

He(23S) | Lit23S) | Be?* 2%8)| B3+ (2%S) | C*(@%S) | N (2%S)
a | 1994 2.994 4.002 5.004 6.006 7.006
g | 0775 1.285 1.789 2.291 2.793 3.295
1O 2167 5.103 9.289 14726 | 21.413 | 29350

Table!2:



EF
W W[Q( F.7) - S 0@ r)] PR, T

where

1
P =0, G2 20, Go7) G
and
= (0D OB, dF,.

The most sophisticated Coulomb double-continuum wave function
has been proposed by Brauner, Briggs and Klar [17]. This wave
functicn (called the BBK wave function) is the product of two exact
Coulomb wave functions f(F) with a third onc /(r},) describing

the interaction between the electrons. In our study we will use the
approximated BBK wave function [4,5]. This wave function takes into
account the Coulomb interaction between each ejected electron and
the nucleus, and includes in an approximate way repulsion between
the ejected electrons

@7 (7, 72) = fz (F1) S5, (72)f (ky2), )
where
1 = = :
f:(P)= 7 e 2XD(1 +iZ/k)e™ F(~iZ/[k L-i(kr +kF)) (10)

fkys) =€ 4 TU~ifk,,), (11)

and k;, =[k, ~k|2.
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Substituting wave functions of the initial and final states (5) and
(7) into (2) and performing the integration over 7 the matrix element

Tﬁi) 1S written as:

I et ECaR
« ©E) (7, 7 )dF dF - S G(g)| (12)

where g = L —A is the momentum transfer and
GD ()= [0 G, )T +e T )OO F,B)drdr,.  (13)
Now substituting the wave function (6) (where only o, #0)

together with the approximated BBK wave function (9) into (12) the

matrix element Tﬁi) can be written in the following form:

et _ S0 )

o (O @O k) - I k)]
2n°

£ 19 @)V ) - I )|+

9@ - O ) £ [P ED - B O, ()

where

I (k)= 1z, (f)(e""f —%G‘*’(q)}‘"’r"df, (13)
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)’ = LA
lE, *'];gl(e-z/ ‘kz—kzg £} 1]

is the repulsive Gamov factor.

In (17) the first term corresponds to direct ejection of an electron
from the strongly bound state and the subsequent ionization of an
electron from the weakly bound state due to the sudden change in
potential (process I). The second term corresponds to direct ejection of
an electron from the weakly bound state followed by ionization of an
electron from the strongly bound state (process II). The third term m
(17) describes interference between these two processes. It should be
noted that when A§”(k;)=B§"(k;)=0 the formulac (17)-(20)

transform into the formulae for DI of helium-like ions from its ground
state obtained in our previous work [18].

3. RESULTS OF THE NUMERICAL CALCULATIONS

Using formulae (17)-(20) we have calculated the fully differential
cross sections corresponding to DI of He atom and helium-like ions
Lit Be?*,. Ne’* in 2'S and 2°S metastable states by clectron
impact. Calculations have been carried out for kinematical conditions
usually used in electron impact DI experiments, namely at high
incident energy (E; = 5 keV), small scattering angle (3, =0.5) and low
gjection energies (E;, £, < 25eV') in coplanar geometries. Results of

calculations are shown in polar diagrams, where the polar axis is in the
direction of the incident clectron. The SDCS results are plotted as a

function of the direction %, of one ejected electron for a fixed

direction k, of the other one .

In Figures 1 and 2 we present the SDCS for DI of helium atom
respectively for symmetric energy sharing (E; = E; = 15¢V') and for
non-symmetric energy sharing (E; =5eV,E, = 25¢V). The first

outgoing electron comes out in a direction parallel (a), perpendicular
(b) and anti-parallel (c) to the momentum transfer g . The light full
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Fig.1. Angular distributions of the ejected electrons for symmetric en-
ergy sharing. The light full curves correspond to DI of the 2!S excited
state, the dotted curves correspond to DI of the 23S excited state. The
angular distributions of the ejected electrons when the helium atom is in
the ground state are represented by the heavy full curves.
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Fig. 2. Angular distributions of the ejected electrons for non-symmetric
energy sharing, The light full curves correspond to DI of the 2'S excited

state, the dotted curves correspond to DI of the 2°S excited state. The
angular distributions of the ejected electrons when the helium atom is in
the ground state are represented by the heavy full curves.
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curves and the dotted curves represent the SDCS corresponding to DI

of the atom, respectively, in 2!S and 2°S metastable states. :
In order to show the influence of excitation on the shape and
magnitude of the angular distribution we present the SDCS calculated
for DI of He in the ground state at the kinematical conditions as in the
previous case (see the heavy full curves in figures 1 and 2). To
facilitate visual comparison with the diagram corresponding to DI
from 2°S state, the SDCS describing DI from the ground state and

2'S  excited state are multiplied, respectively, two hundred and five.

It follows from Figures 1 and 2 that the shape of angular
distributions strongly depends on the kinematical conditions. Even
small variation of the kinematical conditions considerably changes the
shape of angular distribution. The main fact to be underlined is that for
all kinematical conditions the outgoing electrons depart in almost

opposite directions.
From Figures 1 and 2 it also follows that the shape of the 5DCS

depends on the symmetry of the wave functions describing the ejected
electrons. Indeed, the wave functions corresponding to the ground

state and the 2'S excited state of He atom have the same space

symmetry. The wave function describing the 2°S excited state has the
opposite space symmetry. Diagrams in Figures 1 and 2 show that, for
given kinematical conditions, the angular distributions corresponding

to DI from the ground and 2!S excited states are the same in form,
while the shape of the SDCS corresponding to DI from 2°S excited

state is different (especially when k ; is parallel or anti-parallel to ¢).
We do not consider here the SDCS corresponding to DI of the

other members of the helium sequence Li*,Be?*,...,N°* because their
properties are the same.
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APPENDIX

The analytical expressions for Ifl")(/; ;) and JM (k ;) (= 0,l)are

= ! s 72/ 2k, =~
I (k) = WI‘(]ﬂZz k™ A ), @l)
TR = (—2#1‘(1 —iZ /K, B k), @2)
= j
where
2vkj
) —v_ TR
BO (k) =-8n———e 7,
(v2+kf)
2(Z=2v)
D)= = O (k.
By (k;) [v2+k]2 Z_V}Bv (), (@.3)
et a.(q.k;) 1 T
A, = == ) CRaEoN:

(;,12 +q’+k; - 2qijj)2

k,
+i %(@k,) KO () | (@.4)
G¢Z+q2 +kf—2qk,x,)2

In the formulac given above x; =cos$;, where §, is the angle

between § and the wave vectors & e

The functions a,(q.k,)and d{(x;).h(x,) in (ad) are
determined as follows:
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2yk,

zZ PRo e fos
——arclg—————

Sﬂ' k; pi+gi—k; s

a“(qk 5 lu +(q+k )zlp + q+k )ZJ

dfl("’(xj) = [(pz + qz —kf)w_fl’)(xj) - 4p2kjw£2)(xj)]casxu(xj)—

-2p (u2 +q° —ka)wy)(x)) + kjw(l)(x )]smx“(x ) (a.6)
O [(P +q° )wg)(xj)—4u2kjw£2)(x])]sinx“(xj)+

+ Zp[(pz + qz - kf)\vflz)(xj) +kjwff)(xj)]cosxp(xj) r (a.7)

where
w(x,) = 22gk;x; —q* (Z+ W)+ (Z -’ ~K7),
VA l—l +q +k' —2qkx;
Xp(xj)='];“ln
! \/(;T+q —kj')2+ 211/‘,-
and

2Z(q’ -k} -uz)f 4p.(pz +q° +kf.)

dP(x;)= N2 ) +
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fu 0 2z 1
NS et a7 () + F SNRE 252 Bl N
pe+q® +k; —2qk x; Ky {RS+q° +k; - 29k x,

1

o '
J R
() +

_(;2 +(q+k]-)2X;.12 +(q—kj)2)d

+Qp. (xj)Sinx;),(xj) " Rp,(x)') cosx“(x}-) > (a9)

h(‘,)(x e 22((12 _kj? —“2)4-'4,_],(}13 +q—7 +k;7)
A (pz +(q+kj)2x“2 +(q_kj)z)

.'_

R 2 .“’L) hl»(’-O)(x.l)-*-ZHZ 2 2 17 T
w’+q° +k; —2qk x, kj |p°+q° +k; - 2qkx,
n +q? +kf 0
D 2Y .2 2 d () -
b2 ek, PIe? +la-1, ) .

—Ru(xj)sinxp(xj)—Qp(xj)cosxg(xj), (a.10)

0,(x;) = 22qx; (32 + g2 +k2)-42k, 47,
R,(x;) =—4Zquk x; +4pZ(u.2 +k12-)—4|.|.2(}t2 +k} +q2)—

“6‘2+(4+kj)zxuz+(q’kj)z)- 4. @l
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The analytical expressions for C,(t) and G®)(q) are:

1

C(w:):_l_({ K srrgpnsn 8k s QOB vsdes 9B’ P—E, (2.12)
9 4w |87 (aHp)e |1 (D) @+

G“‘)(q):32712((,“”)2I = +E8B4_6ﬁ2q2+q4 +
LBl e g?)? fai @t

, 8- 2p) @ - 28)a +B) + o+ zﬂ)qzt , (@.13)
(@ +B)° la-p? +g2f
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ABSTRACT. Due to sluggishness of ionosphere, diurnal
variation curve maximum of radio waves absorption is shifted
from midday to evening hours by 7 time - ,, relaxation time''. To
determine this time is very important for D region research of
ionosphere.

Determination of ,relaxation time' is possible by hourly
absorption data, but such measurements are connected with great
difficulties. That is why measurements in almost every ionosphere
station of the earth is carried out only three times a day. Up till
now it was not possible to determine z by these data.

The present article deals with working out of the method and
corresponding formula for calculation of 7, that enables us to
study the nature of ,, relaxation time' for different latidudes.

It is established by numerous experiments that ultra-violet and
Roentgen radiation of the sun are main ionizing factors of ionosphere.
The radiation results in photoionization of atmosphere. A
simultaneous counter process in the form of recombination ends with
a certain degree of ionization [1,2], but because of the sluggishness of
the ionosphere the equilibrium is gained later on T, the so-called
“relaxation time”. Relaxation time in the ionosphere is connected with
the recombination coefficient (a ) and electron density (N) [3]. One of
the important parameters of 1onosphere charactenzmg the scale of
temporal variations of N in the ionosphere is recombination
coefficient [2], therefore experimental measurement of T is important
for D region research of ionosphere.

It is usual to interpret the diumal variation of ionospheric
absorption of the radiowaves in terms of the well-known
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L(t) = Ly(cos x(t - )", (1
where
cosy, = sin@-sind+cos@-cosd-cost, 2)

@is latitude, 8 -solar declination, t - hour angle of the sun.

If the absorption data is available on an hourly basis during a day
it is possible to determine T by (1) using computer [4] or graphic
method [5].

There are valuable data of absorption measurements in the World
Data Center (WDC), obtained during periods of International
Geophysical Year and Quiet Sun Year as well as the data obtained by
international projects: URSI, KAPG, MAP and MAC. Values of <
are found rare in these data, therefore it is not possible to research the
seasonal and latitudinal varations of this parameter. T is a small
quantity, therefore it is difficult to calculate it by data of absorption:
graphic method has big errors and 7 often gets into the bounds of
errors. In some points of globe, absorption measurement is carried out
only at cosy, = 0,2 (forenoon and afternoon) because of complexity of
measurement. Thus, we can’t take all the information from the rich
data of absorption measurements, which is accumulated in WDC.

It is shown in this paper that it is possible to calculate T just on
the basis of values of absorption at midday and cosy =0,2 (forenoon
and aftemoon). That means, that if WDC data enables us to calculate
7, it will play a great role in D region research by WDC data.

As above, when radiation of the sun influences the ionosphere the
equilibrium establishes not at once but some time later, consequently,
value of absorption measured at the zenith angle x, corresponds not

to this angle, but to the angle which was for © time earlier (Fig.1).
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sunrise noon sunset
Fig.1
Forenoon y =%, +Ay and aftemoon =y, — Ay,
Ay =V| =, (3)

where ¥ denotes the velocity of change of the sun zenith angle. For its
part ¥ is the function of

JO? = (cosx - p)?

sin¥,

Vix)= @)

where p =sing-sind and O =cos@-cosd [6], butas T is a small
quantity, it is possible to count v = const during this interval. In that
way forenoon

Ly =Ly cos”™ (9 + &%), (5)
and afternoon
L, =Ly cos” (%o — 8%), (6)

where L, = L(cosy,,) forenoonand L, =L(cosy,) afternoon.
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Thus, from (5)
L, =Ly(cosyq - cos Ay, — sinyq - sinAx)" =
=Lg(cosyq -cos Ax)" (1 -1gxo - tgAx)". (1)

If we decompose (1 —1gy,q - 1gAx)" by binomial theorem [7] and
limit first three members (it is possible to neglect the rest of members
for a trifle), we have

Ly =Lo(cosyg - cos Ay)" (1 —ntgye - 1ghy, +

n(n 1)

=+

(180 - 188%)%) » @)
analogically
L, =Ly(cosy - cos &x)" (1 +ntgy, - 1gAy, +

11(71 1)

(180 - 1880)%) ©)
If we subtract (8) from (9), we have
Ly —L, =2Ly(cosy - cos AY)" - n-tgxq - 18AY, . (10)

Ay, is a small quantity, therefore 7gAx ~ Ay and cos Ay~ [, therefore
(10) assumes

L,-L;=2L gcos" x,-n-1gx, - Ay, (11)

Taking into account (3) we have
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i s,
2n-Ly-[V|-cos” x, - 1% :

AT 70 0P

Data of many points of globe show, that L, >L,; this probably
must be so: forenoon, when absorption was measured at the 3, , due

to the i1onosphere sluggishness, the degree of ionization at a given
moment corresponds to that zenith angle x , which existed the t time,

carlier, i. €. =7%g +Ax =% +|V|-© (sce Fig. 1).

Conscquently, absorption at 7 1is smaller than at %,. In the
aftemoon 7y =7%,—Ax ic. degree of ionization is more and
consequently absorption is larger, than at y, [6].

Parameters L;, L,, n and L, are given in data of absorption for
many points. It is possible to calculate ¥ by (4) and (12) enables to

calculate t.
Ifit is known only L;, L,, and L, (value of absorption at noon),

then at first we must calculate n and Lj,:

L, =Ly (cosy,)", (13)
L, =Ly (cosy)", (14)
Ll + L2
where L, = : from (13) and (14) follows that
n
Ly _[eostn)" as)
L, cosy,

It is possible to calculate n from (15) and then calculate L, from

(13) or (14) and then - t from (12).
On the other hand

L =Ly[P +Q-cos(t; - 0", (16)
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2=L0[P+Q-cos(tz—1)]”, (017)) el

from (2)
cosy—P
l,2=tarccos—l—-, (18)
' 0
where ,, - corresponds to forenoon (#,) and , +* to afternoon
(L)

For considering (18) from (16)

s

T = arccos —— — arccos COSH st : (19)
0 0
and from (17)
()
‘_J)n -P
T — QrecosE AR e 0 cosiis ke ) (20)
adding (19) and (20) we have
4 o
L n — P L n — P
1= arccos ———— — arccos ———— . 1)
0 0



. Experiments (Norddeich Radio (2614KHz) - Neustrelitz) show

that difference between the values of t calculated by (12) and {21) 4512

negligible and corresponds to measured value of = (Fig.2. a,b,c).

This indicates that
our reasoning above
about Ay is true .

The calculation of
T requires the shift
to apparent solar
time, The sun
performs an uneven
ecliptic go-round
because of the Earth
orbit, which is not
circumference  but
cllipse, that is why
the sun moves faster
or slower 1n different
rmonths, though it

goes through the locked annual cycle Tlu, mﬂuence of the above

mentioned unevenness is essential,
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The  apparent
solar body goes
round the -ecliptic
rout, which is
inclined  towards
celestial  equator,
while the hour
angles are counted
off according to the
equator.

In order to have
the solar time
measured the scien-
tists had to intro-
duce a certain fic-
tive point referred
to as the ,average
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and the average local time as 7,
1s counted off according to the hour anglc of the »aVerage | solar body",

a certain fictive point.

’m

rmgd 12 tmin}A‘

= 12"

=I{, +a0—

IH bl

am =’0 +n

i actually

that
the

solar body",
shifts
,,apparent
body". The ,ave-
rage solar body"
moves evenly on
celestial equator
performing the
entire annual detour
and is considered by
the scientists as an
index for average
solar time.

If we have an
hour angle of the
,,average solar
body" marked as ¢,

the ,,average solar hour"

1, is the hour angle of the apparent solar body, o, the actual sunrisc ,
a,, the actual sunrise of the average solar body. m- difference.
n = a, — a,, the so-called time equation [8].

If m is ignored, it will definitely have a considerable influence

on seasonal variation t in D and E region of the ionosphere as t and
1 on this level are of the same order [1,9].
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GRAPH METHOD OF QUANTITATIVE INTERPRETATION

OF GRAVITATIONAL FORCE BY LOCALIZED FIELD, . /5.,

APPROPRIATE TO SIMPLE SHAPE BODIES

G. Managadze, R. Managadze, S. Lomidze, R. Danelia,
R. Gotsiridze.

Accepted for publication October, 2000

ABSTRACT. On the basis of localized field appropriate to
simple bodies a graph method for quantitative interpretation of
gravitational force has been worked out.

The analytical method to interpret gravity anomaly Ag
appropriate to simple bodies on localized function extremum x-
intercepts and abscissas of the points where function gets meanings
1/2. 1/3, 1/4. etc, of extremum [1]. But the number of algebraic
equations obtained this way is mostly more than two. It is the result of
complicated form of localized functions and this makes them
practically useless for determining geological and physical parameters
of examined bodies [2]. That is why for solving the aimed problem by
localized anomalous field we can use the method of quantitative
interpretation in such cases when the exponent is more than two.

The sense of the method is following.

On the basis of localized function selected for examining, the
appropriate graphs of anomalous ficld of investigating model are built.
According to these graphs the function extremum, x-intercepts and
abscissas of the points, where function gets meanings of 1/2, 1/3, 1/4,
etc, of extremum are determined.

The following equations are obtained after putting the determined
values into the localized function analytical expression where X,

is the abscissa of localized function in 1/2, 1/3, 1/4

F1Ag(x,5. M)}, = FlAg(%,,5.1)], (1)
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FlAg(x.s.h)),, = —i—[FAg(x,/,,,s,h)] , )

F[}Ag(x,s,h)]=F[Ag(x0,s,h)]=0 , 3)

where X, is the abscissa for which the localized function takes the

extremal meaning, X/, is the extremal meanings of X,abscissas,
where function equals to zero.

For determining the depth Ak of the simple shape body
depression X, and X, are determined from graphs, and the
selection of S parameter is proceeded by giving S different meanings
from 0 and a certain Ak interval is added until (1) or (2) equation is
not satisfied.

After determining h parameter by using the above-mentioned
method it is possible to figure out anomalous mass and in several
caseseven o - excessive density of examining body. For example, if -
investigating localized function’s graph is represented by an
extremum, then h could be calculated by (1) equation. If besides the
extremum localized function has X- intercepts, then for determining
h it is necessary to use (1) and (2) equations and the real meaning is
considered to be arithmetic average of all determined values.

To introduce this method in practice let’s consider Andreev-
Griphin’s localized function’s usage on the model of horizontal matter
semi-plane and horizontal circular cylinder. :

The profile variant of Andreev-Griphin localized function [1]

F[Ag(x,s)1=Ag(x)—%[Ag(x—s)+Ag(x+s)1 @

in the case of horizontal matter semi-plane [2] could be written in the
following way:

F[Ag(xm . s)]: zf{arCtg xhi kit _;_(arctg xmh_ S = arctg xml'*' A} )‘! ,(5)
1
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F[Ag(xo ,s)]: qu{arclg '—thg - %(arctg xoh° s arctg xo/: 2 H (@)

Its corresponding form is shown in Fig.1. In this case the
following expression is used to determine h:

FAg(xy/y:8)]1=

1 Xi/y—S Xp/ntS

Mn 1/n 1/n

——|arctg == yarctg —2— ||, (8
h 2( & h & /7 H ®)

——2 ﬂll:arctg
h
which is constructed with X,;,,,X,;/3, X;/s using computer

cquipment for their calculations. The entire procedure is implemented
by altering the meaning of s ascending it from 0 gradually adding Ah

until (8) is fulfilled. » = 7,2,3... in (8) and the average of Xapais
defined by the following formula:

\F[AG (=, )|+ [FTAZ (s3]
5 .

FlAgl, =

m )

| ml"'xm| /\_’0-=|_xol+lx0|, }'E:l_xl/nl;'lxl/n.' (9)

Then the obtained value of 4 is introduced into



RIS =

sz S]] X, —S X, +s
=—2 Al arctg =2 ——| arctg “H— tg 2
= jp[ g h Z(aicg = +arctg ; ﬂ, (10)

the mass and in some opportunity cases ¢ - excessive density of
examined body is found out.
For horizontal circular cylinder

FlAg(x,s5)]=

kel h c
=2 =
f'\Luh-’ 2{(x—5)2+h2+(x+5)"+h"H )

the graphical form of it is presented in Fig.1.

As shown by the graph, function is represented by the central
extremum and two symmetrical minimums.

On the model example we used X,, X,, and X/, abscissas and
solutions of (1) and (2) equations defined on the basis of expression
(2) to determine 4 parameter. And then we uscd the arithmetic average
of all calculated values to figure out the meaning of 4 as it was
mentioned above.

h 1 h h
FlagGn )l -zﬂ{x,z,, +h? —5[(x,,, —s)* +h? - (tpy +5)° +h? }}
FlAg(x, )=

h 1 h

g h
zﬂ{xo+h2 2{(,3:;)2”12)'(;0? +h2] ’

(12)
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FlAg(xy),,5)=

—2p. h el h i h .
x,,,,+h2 2 (x,,,,—s)2+h2 (x,/"+s)2+h2

Finally, we note that, the work presents the gravity reverse
problem solving method by using localized field appropriate to simple
shape body. The method was implemented by means of Andreev-
Griphin’s localized function considering the samples of horizontal
matter semi-plane and cylinder. The method is common and can be
used in the case of any localized function and any simple shape body.
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THE SYNTHESIS TECHNOLOGY INFLUENCE ON THE
ELECTRIC AND MAGNETIC PROPERTIES OF THE
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R. Kokhreidze, A. Mestvirishvili, G. Mumladze, S. Odenov,
N. Papunashvili, J. Sanikidze, M. Chubabria
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ABSTRACT. In this article, the influence of the
thermoprocessing conditions on the Bi-based superconductors
properties is studied. The magnetic properties are investigated by
the crossed fields method, which allows to get the necessary
information about the samples quality change during the
thermoprocessing. The two-stage processing of the powder during
the synthesis and the following annealing at different
temperatures permits to improve essentially the samples quality.
The results are analyzed in connection with the thermo
differential curves. The current-voltage characteristics of the
samples in magnetic fields are investigated too.

The investigations of the Bi-containing superconducting ceramics
is being carried out for a long time already [1].

It is known, that such materials have a number of peculiarities,
which makes them rather promising for application in some power
appliances [2,3], and the textured samples use permits to raise
significantly their critical parameters[4]. Simultaneously these
materials have another peculiaritics — a strong flux creep at the
nitrogen boiling temperature, sensitivity to an anncaling regime, etc.

Earlier [5,6] we have investigated electric and magnetic
characteristics of the system Bi-(Pb)-Sr-Ca-Cu-O. There was
investigated a magnetic hysteresis of the samples and their main
physical properties. It was shown [6], that the bismuth superconductor
qualities (in the powder form) were strongly dependent on the
temperature and the duration of the synthesis process. In particular,
the additional processing of the powder, obtained after the 845-855°C
anncaling for 30-40 hours at the relatively low temperature of 820-
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840°C leads to the strong (almost 2 times) enhancement of the /
magnetic susceptibility of the material.

In this paper the influence of the processing regime temperafure
both of the powder and of the pressed samples on the electric and
magnetic properties of these samples is investigated.

Bil.';(Pbo,;;)SrzCazCunOx

Table1 n=3
The thermal processing duration
The
samples The powder The samples
855°C | 840°C | Thesum | 855°C | 840°C | Thesum
8 - 4 4
8' 4 - 4
8" 3 Y 4 9 13
8" 4 22 26
50
9 - 4 4
9 4 - 4
9" 2 Q 4 9 13
9" 4 22 26
n=4
850°C 850°c  840°C
4 4 4
4 0 3 e i 17 17
5 4 4
5 &0 sy : 17 17
6 - 4 4
6' - 50 4 - 8
6" 4 17 21
7 50 7
7 20 70 9
7" 22

For this purpose the powder of the reacting mixture of the optimal
composition Bi; 7(Pby3)Sr2Ca,Cu,Ox (n = 3 and n = 4) was annealed
in the two-stage temperature regime [6]. At the first stage the powder
was processed at the synthesis temperature of 850-855°C for 30-50
hours, and at the second stage there was an additional annealing at



840°C then this powder was pressed into the samplcs (the pressure of
~7-10° MPa) and annealed at the temperature 850°C (n = 4) and 855°C

(n = 3), and also at 840°C for both cases during 4-30 hours. The =<

thermal processing regime of the reacting mixture and of the samples
is given in Table 1.

The magnetic properties of the samples were studied by the
crossed alternating and direct fields method [7]. The direct field value
could be changed from 0 up to 3 kOe. The a]tcmatmg field amplitude
was less than 1 Oe, and its frequency was 10° Hz. At such a frequency
the skin effect may be neglected altogether, and the susceptibility is
determined only by the superconducting phase presence (Meissner
effect). The susceptibility value was normalized by an etalone so, that
the real part of the susceptibility of an idecal diamagnetic was equal to
—1/4m. The sample was at Dewar vessel at the temperature of liquid
nitrogen boiling point, and all was placed in the magnetic field. For
the investigation of current characteristics the samplcs m the
microbridge form with the crossection less than 1 mm” were studied.

On the samples the silver contacts were deposited by the annealing
process. The bias on the contacts were measured by the
microvoltmeter. The sample was placed into the liquid nitrogen, and
in the magnetic ficld of an clectromagnet. The results of the
investigation are given in Fig.1-4.

In the first turn it must be noted that the samples show rather sharp
transition during the cooling, and the half of the transition width is
nearly 2K for the sample N9” (n = 3), and near 3.5K for the sample N5
(n=4).

The temperature of transition is 105K for the sample N9* and
103K for the N5 (Fig.1).

As it may be seen from Figs.1, 3, the two-stage thermoprocessing
of the powder of the Bi-system superconductors during the synthesis
has a strong influence on the magnetic properties of the pressed
samples of both compositions (n = 3 or n = 4). For emmple during
the processing the samples at the same conditions (840°C, 4 hours),
the samples N9 (Table 1, n = 3) and N5 (Tablel, n = 4), which were
additionally annealed at 840 C during 20 hours (the second stage of
synthesis) show rather significant improvement of the diamagnetic
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properties in comparison with the samples N8 and N4, which were
processed only at 850°C-855°C during 30-50 hours (the first stage of

synthesis) moreover, the increase of the annealing time at the.-iiuu..

synthesis first stage from 30 (sample N4) to 50 hours (sample N6)
leads to a considerable enhancement of the diamagnetic susceptibility.

At the same time, if the 4-hours thermoprocessing of the samples
was performed at 850°C or 855°C (the samples NN6’, 8’ 9°), their
diamagnetic properties got noticeably worse, but additional 20-hours
annealing of the samples at 840°C (samples NN6°*, 8°*, 9°°) had partly
restored them. Still some reduction effect in the case of the samples
NN7 and 7> even after increasing the processing time at 840°C from 4
to 22 was noted. The obtained results permit to conclude that the
diamagnetic  properties of the samples of  ceramics
Bi, 7(Pbg3)Sr2Ca;Cu,Ox (n = 3 and n = 4) are strongly dependent on
both the synthesis temperaturc regime of powder and the final
thermoprocessing of samples. In both cases the 840°C processing
leads to a considerable enhancement of the diamagnetic properties of
the samples. The diamagnetism reduction effect of the Bi-system
ceramics after the processing at some lowered temperature (840°C) in
comparison with a well known optimal synthesis temperature (850-
855°C) is possible to explain by the results of the thermal analysis of
the samples [8]. At the thermo differential curves, at all synthesis
stages near 840°C there exists an exothermical effect, which suggests
a superconducting phase formation, and at 850°C begins an
endothermical effect. At 850°-850°C the system is at the equilibrium
state, and at higher temperatures the superconducting phase begins to
disintegrate.

In Fig.4 the results of the current characteristics study are given.
The micro bridges made from the samples N5 and N8’ with the best
magnetic qualities showed almost identical and rather good values of
the critical current densities at magnetic fields up to 3 kOe, moreover
at H = 0 the critical current densities were more than 10* A/cm?, but
the own micro bridge current field prevents the measuring at law
fields, because the own field of the micro bridge at such densities is
comparable with the external one. On the basis of these results the
dependence of crtical current density for the both samples can be
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approximated by the empirical expression, which allows to describe
these results with the accuracy of ~10%:

Je(A/em?) = 130 - H*® (kOc)

On the basis of this relation one can extrapolate the values of Jc
for stronger fields, so for H = 10 kOe we get approximately Jc ~ 40
A/cm’. Thus, the optimal conditions of superconducting system
Bi; 7(Pby3)Sr2Ca,Cu,Ox (n = 3,4) synthesis must be the 50-70 hours
two-stage anncaling of the reagent mixture in the powder form, and at
the first stage 840°C for 30-30 hours. After pressing the thermal
processing at 840°C is necessary no less than for 4 hours. At these
conditions sufficiently good qualities of the samples are secured. This
allows to hope for further improvement in the future of the
characteristics and obtaining on the basis of this technology the
superconducting materials good enough for a number of technical
applications.
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ABSTRACT. The hot electron concentration as a function of
applied field and the parameters characterizing the scattering
mechanisms is calculated in the approximation of quasielastic
scattering under conditions when their lifetime is controlled by
capture on the negatively charged centers. It is taken into account
that along with Zommerfeld multiplier the capture probability must
be exponentially depended on the energy of tunneled through the
barrier clectron.

From the estimations it is clear that in strong electric field
taking into consideration of the exponential multiplier is necessary,
while in comparatively weak fields the Bonch-Bruevich ‘
approximation gives good results.

Account of additional multiplier in capture probability
decreases the concentration minimum, which in its turn signifies
that the disappearance of concentration nonlinearity becomes more
rapid. The weak magnetic field does not change the situation, while
the strong magnetic field increases the concentration minimum and
thus the disappearance of concentration nonlinearity becomes
slower.

The concentration nonlinearity due to hot electron capture by
repulsive centers has been extensively studied both theoretically [1-5]
and experimentally (see [6,7]). These studies reached their peak in the
1970 s. However, rapid advances in the theory provided the impetus for
further consideration of this problem. Here the following is meant: in
all earlier works the expression for the capture probability first derived
by Bonch-Bruevich [1] was used to estimate the capture coefficient.
However, in [8] it is shown that during the electron capture by a
repulsive center the capture probability along with Zommerfeld
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multiplier must depend exponentially on the energy of the clectron

having tunnelled through the barrier. In the same work, in the clectron: /2.

temperature approximation, and in [9,10], under transverse runaway
and needle-like distribution conditions, the capturc coecfficient was
calculated. It was shown that when electron temperature was much
lower than the oscillation quantum encrgy far away from the runaway
threshold and in the presence of a center with high capture multiplicity,
the Bonch-Bruevich effective section was a good approximation, while
under opposite conditions the above-mentioned exponential multiplier
should be taken into account.

In the present work, using the capture probability from [8] a hot
electron concentration has been calculated in the quasielastic scattering
approximation and its explicit dependence on the applied ficlds and
even on parameters characterizing the scattering mechanisms has been
obtained. The latter allows one to predict the capturc probability
approximation according to the experimental conditions.

It is well-known that the solution of the recombination kinctics
equation related to the hot electron concentration (n) has the form [11]:

n=N,&!, 6))

where N, = N/Np i N,=N'N0 ng» N and N~ are the
N-Np Ny :
concentrations of negatively charged centers "before capture" and "“after
capture”, Np is the concentration of shallow, entirely ionized donors,
the index "0" points to the corresponding value in the thermal
C(E,H)
C(0)
and magnetic fields (C (E,H)) and in equilibrium conditions (C(0)).
With some lattice temperature (T < 100K), trap depth (< 0.26 eV)
restrictions and considering the multiplier with exponential energy
dependence of the electron tunnelled through the barrier for A we have:

equilibrium, A= is the capture coefficient ratio in the electric
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jdxexp(—t)[er J_)—I] exf—y,%) Ixy? fo(x)dx
0

2
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Here y= o= _k[' z is the repulsive center charge: in

GhVT ’

electron charge units, € is the permittivity, V7 is the thermal velocity,

T, is the tunnelling time, = 1, W s the electron energy; the rest
kT

symbols are universally accepted. fo(x) is the nonequilibrium distributi-
on function, which in the quasielastic scattering approximation in the
crossed fields under strong heating

g(e-1)
a>>a0)~£€ l C[ (2&)/{ D has the form [12]:

T
Jo(x)=Aexp - x> £>0, (©)
e B
t+s
where in the weak magnetic field (11 <<1) G=10SeRE=Eq=T] s
and in the strong magpetic field (n>>1): =y §=§2=1+t_;_s,

t and s are the indices of degree in the energy dependence of the
momentum and energy mean free path, respectively:

1+t 1+S

o] 2 2
Il D, Tofis 2, ool =
0* 0 o [Eo] n (Ho
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y)
A is the normalization factor, g =(3-%l . p, EM ;
e(IO};)%
m is the effective electron mass, ¢ is the light velocity.
Taking into account that under the required conditions vy >>1,
discarding the unity in integral denominator (2) and calculating the
integrals by the passover method, we obtain:

1. At
(0)
o S 4)
~5
1o
) 2R
alfe = 4 o, Y
’7/"0=A?/{1( W’E[n;(é—l{—z—;gj +3y0/2| ex i—r(%) (3)
where

3wz % (1
Agy = '”' (110 exp[3(y/2)2/3[(1+~,,,)’/3_y{,”]]. (6)

0
A 500 )
'Yé
0

3

403 TQ I
2ﬂ 50-" 1 ‘Y Z“I -n .7§+l 'Yo a—v ?-Fl 8
n/no-AoI( ] exp V() 1+Z% | 1+ > (®)
T\C E\2 o Y ’)nc
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where

G (1)
B0z = o D )
2% "[;)’ = L; VD 4 y2) e st/ 2750 +10)]

Now let us analyze the results obtained for particular scattering
mechanisms and lattice temperature.

In usual experimental conditions the energy scattering by acoustic
phonons (S = -1 in the low and high temperature approximation) and
the momentum scattering by ions (t = +3) and acoustic phonons (t = -1)
are the predominant scattering mechanisms.

Let us make estimations for Cu- or Au-doped n-Ge at T = 10K and
T = 100K.

At T = 20K the scattering by impurity ions is the predominant
momentum scattering mechanism. In the weak magnetic field € = G,
while in the strong magnetic ficld & = 3. Since in the first case condition
(3) does not hold (€ > 0), our results are not applicable For & = 3 with
allowance for v, # 0.02 [10] and estimating o ohyo’, as well as yo-
containing multipliers in (5), (6), (8), (9), one can see that in this case
inequalities (7) are fulfilled and we obtain for n/ny:

[ 17 Iy 6/7 . 17
n/no=A0'2 = expi= E] (;) : (8.2)

where

(1)10/21 ©a)
2

Ao'z = 15‘\/;
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Expression (8.a) corresponds to Bonch-Bruevich approximation.

At T = 100K, y,~ 0.1, and the scattering by acoustic phonons 1s thc

predominant momentum scattering mechanism.
In the weak magnetic field £ = 2. Then, according to our estimates,

2
in the strong fields the exponential multiplier o >> 2 x / 0’ (%) 1S

very important and we have for the concentration

23 )2
nfng = A},{, oY {-(21)— +i] ex;{i (5y)4’3] > (5.2
a

20 20

where
= V3in 1.15/6 27 3 Y 23 1/3 i
el U R

In the electric field range 2 (F(S/ 4))~ el <c 2 10 [F(S/ 4)] :

(/) T(/4)

our results agree with those obtained using Bonch-Bruevich

approximation:
4
5
Al oI 1L 8.b
nfng =45, o ex{Za”S (2) ], (8.b)
where
2/3
exp| -3[% }
Sii AeVEw | (9.b)
02 = 25/4 I-(3/4) (1])/3(5)1/2
7))\
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In the strong magnetic field &€ = 1 and at o >> 10n the v, -

containing cxponential multiplier should be taken into account. For 0

1/ng we have:

o ol 3 Sy a3
= A= "—— — ; (3.b)
nfny, o'l(ﬂ) =0 ex{ = )

where
= V3 1077 exp[g(y/z)zﬁ0.1’/’(11’/3—1)], (6.b)

27T (12) G2

In the electric field range 1 << % «<10 we have:

] | & % nyy 4
nfny =4, [;) ex, 3;(5) 5 (8.¢)

NET
292 1(3/2) (3/2)"*

where

Ao = exp[- 3(y/2)"? ] S (9kc)

which corresponds to Bonch-Bruevich approximation.

The above estimations show that in strong electric field the
exponential multiplier in the capture probability should be taken into
account, while in relatively weak fields Bonch-Bruevich approximation
gives better results. :

Thus, according to the experimental conditions inequalities (4) and
(7) are estimated and thereby it is established which approximation
should be used for the scattering probability in theoretical estimations.
Besides, calculating minimum concentration fields (3) and (8) one can
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* see that allowance for an additional multiplier in the capture probability =

strongly decreases the minimum concentration field. Taking into
account the fact that the differential conductivity is reversed in the
minimum concentration ficld, onc can suggest that allowance for the
additional multiplier in the scattering probability facilitates the removal
of the concentration nonlinearity. In the weak magnetic field this
situation remains unchanged, while in the strong magnetic field the
minimun concentration field increases.
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ABSTRACT. Multiplicity of charged secondary hadrons
produced in the relativistic (p, d, He,C)Ta collisions in energy
range (2-10)Gev/nucleons are analysed on the basis of partial
stimulating emmission and cluster cascading models. The
experimental data are obtained by means of the 2 meter propane
buble chamber (PBC-500) of JINR (Dubna). The results are
compared with the corresponding data for pp, pp, ppande” e -
collisions at higher energies. It is shown that in spite of
significantly low energies, the principal nature of charged
secondary hadrons multiplicity distributions in nucleus-nucleus
collisions is in general the same for pp, pp, pp and e’ e -

interactions.

In the present paper multiplicities of charged secondary hadrons in
nucleus — nucleus collisions in the energy range (2 - !0) Gev:/ nucleon
are analysed on the basis of the so-called negative binomial
distribution

n k
Pn(<n>.k)=(n+k—l)/( <n> ]( k ) : 0

(k=1!nl \<n>+k) \<n>+k

where <p>=<pn+> Iis the total multiplicity of all charged
secondaries. The parameter £ determines the form of the distribution
and is related to dispersion D by the formula



<n>?

e (@)

D’-<n>

The recurrance relation between P, and P, is written in the
form 1]

Bt DPst o (ny=a+Bn, ©)

n

where the parameters o and B are related to <n> and k:

(02 a
= b= @
1-B B

For comparison the data on pp(pp),up and e'e” - collisions at
present energies [2-6] are also given. The results obtained are
analysed on the basis of two models: partial stimulating emission
(PSE) and cluster cascading (CC). [1].

PSE admits the following interpretation of the distribution (1) and
the relation (3).

The emitted particles are uniformly distributed among k cells.
These cells do not correlate and there is no connection between the
particles in different cells. The additional (n+1) -th particle can be
emitted in the initial act of the collision independently of the already
existing n particles. This is reflected by the constant o in the
function g(n). But such an emission can be intensified as a result of
quantum interference effects. The average effect of this intensification
is expressed by adding the linear term Bz in the formula (3). Taking
into account the relations (4) the formula (3) takes the form

<hn>=

g(n)=a(1+%) L)

153



One can conclude that k' is the rclative average fraction of

paricles among already existing »n particles which promote’” the

creation of a new (»n + /) -th particle.

In the CCM one assumcs that after the collision of high cnergy
particles some exited n - particle system is produced which is formed
as N - cluster state. Each of these clusters is formed by the particles
which are produced directly or indirectly from one particle produced
in the initial act of the collision. These particles are called the
“patriarchs” and consequently clusters are produced independently
from each other. Therefore for the multiplicity of clusters the Poisson
distribution holds

1 & N
E(N) = <n>Y. (6)

The average number of clusters is given by the formula

i )

3
<hn,>

where <n, > 1is the average number of hadrons in the cluster. -

The characteristics of clusters <n, > and <n3 > are expressed
via the parameters o and B entering the recurrance relation (3).

D 2 <o} B
O )

<n

By means of Eq (8) one can derive the dispersion of particles in
the cluster.

The experimental data are obtained on the two-metre propane
bubble chamber (PBC -500) of the laboratory of High Energies of
JINR (Dubna) with tantal targets in it which were bombarded by p, d,
He and C beams in the energy range (2-10) Gev/nucleon. Methodical
problems of handling the data are described in [10].
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Characteristics of the Multiplicity Distributions of Charged Hadrons in pp-collisions =

Table 127

Energy in cm.s. \/: GeV
5.97 6.85 7.42 8.33 9.78 304 62.2
<n> 3.91+0.04 | 4.30+£0.04 | 4.56+0.04 | 4.78+0.03 | 5.32+0.13 10.7 13.6
D 1.72+0.02 | 1.90+£0.04 | 2.09+0.04 | 2.23+0.03 | 2.58+0.05 4.59 6.01
<n>/D° 1.32+0.02 | 1.19+0.03 | 1.04+0.02 | 0.96+0.04 | 0.80+0.03 0.51 0.38
KT -0.062 -0.037 -0.009 0.008 0.05 0.09 0.12
B -0.0321 -0.19 -0.044 0.039 0.20 0.49 0.62
<ne> 0.088 0.92 0.98 1.02 1.12 1.43 1.69
D. - - - 0,14 0.38 0.87 1.26
<n>/D.” = S = 51 7.6 1.88 1.06
<n>/K -0.24 -0.16 -0.04 0.04 0.25 0.97 1.66
<N> 4.44 4.66 4.66 4.69 4.75 7.48 8.05
<n>/<ng> Z 2 : 1.02 1.12 137 1.56



Characteristics of the Multiplicity Distributions of Charged //2/%.

Hadrons in pp -collisions

Table 1b.

Energy in cm.s. \/; GeV
200 546 900
<n> 21308 | 29.1+09 | 34.6x1.2
D 109+04 | 163+04 | 20.7+0.6
<n>/D’ 0.18+0.02 | 0.1120.01 | 0.08+0.01
K’ 0.22 0.27 0.31
B 0.82 0.88 0.92
<n> 2.66 3.46 455
D. 277 4.11 6.01
<n>/D. 0.34 0.20 0.12
<n>/K 465 7.88 10.31
<N> 8.07 8.41 7.60
<n.>/<n> 2.09 241 275

Table 2.

Characteristics of the Multiplicity Distributions of Charged Hadrons in
5 pTa-collisions

Energy per nucleon in the lab.system, Gev
2.48 430 5.48 9.94
<n> 2.98+0.06 | 4.73x0.07 | 6.12+0.09 | 7.84+0.13
<n>/D° 1.38+0.05 | 0.74+0.05 | 0.53+0.05 | 0.30%0.03
K' -0.08+0.01 | 0.07+0.01 | 0.15+0.01 | 0.31£0.02
B -0.38 0.26 0.47 071
<n.> 0.86+0.04 | 1.18+0.05 | 1.4140.09 | 1.97+0.12
<n>/K -0.27 0.34 0.91 240
D. - 0.45 0.82 1.71
<n>/De - - 5.83 2.08 147
L <N> 3.47+0.18 | 4.01£0.21 | 4.34+0.22 | 4.22+0.23
[ <n>/<n>? = 1.14 1.34 1.75
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Table 3
Characteristics of the Multiplicity Distributions of Charged Hadrons n
dTa-collisions

Energy per nucleon in the lab.system,
GeV

2.48 4.30 5.18
<n> 4.46+0.07 | 7.15+0.10 | 7.68+0.21
<n>/D’ 0.68+0.03 | 0.40+0.05 | 0.31+0.03
K' 0.09+0.01 | 0.22+0.01 | 0.29+0.03

B 0.29 0.61 0.69
<n;> 120+0.06 | 1.65+0.09 | 1.90+0.12

<n>/K 0.40 157 2.23

D, 0.50 1.23 1.59

~ <n>/D 4.80 1.08 0.75
<N> 373+020 | 4224023 | 4.04=0.25

<n.>/<n>" 1.17 1.55 1.70

HeTa-collisions

Table 4

Characteristics of the Multiplicity Distributions of Charged Hadrons in

Energy per nucleon in the lab.system,
GeV

248 4.30 518
<n> 7.64=0.14 | 10.8120.15 | 11.79+0.25
<n>/D” 042+0.03 | 021002 | 0.16+0.02
K' 022+0.02 | 035+0.03 | 0.45+0.03

B 0.61 0.79 0.84
<n> 1.67£0.08 | 2.41£0.10 | 2.88+0.16

<n>/K 1.70 3.78 5.30

D. 1.22 2.38 3.12

<n>/D. 0.89 0.42 0.29
<N> 457+0.14 | 4.48+023 | 4.09+0.22

<n.>/<n> 1.53 197 2.17




Characteristics of the Multiplicity Distributions of Charged.:./..15..

Hadrons in CTa-collisions

Energy per nucleon in the
lab.system, GeV

248 4.30
<n> 12.73+0.61 | 19.75+0.39
<n>/D° 0.18+0.02 | 0.08+0.01
K' 0.3620.05 | 0.56+0.04
B 0.82 0.92
<n.> 2.66+0.10 4.55+0.12
<n>/K 4.66 11.03
D. 278 6
<n>/D. 0.35 0.12
<N> 477+022 | 4.29+0.24
<n.>/<n>" 2.09 2.74

Table S

Table 6

Characteristics of the Multiplicity Distributions of Charged
Hadrons in ete--collisions

Energyincms. s GV

17 ) K} 9] 130

<> 94:04 | 113204 | 13505 | 20712081 | 23841.00
D 32 377 447 628 7.5
<D 08 |077 0.68 0.52 042
K' 0.011 0023 0.036 0.044 0.058
B 0.0% 0208 0325 0470 0580
<> 112 114 - 12 141 1.59
D 2 037 056 0.82 1.10
<> | 1189 712 39 210 1.28
<K 0.10 027 043 090 1.40
D> 340 965 11.06 13.02 14.99
| > - 110 121 134 1.49
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Fig. 1. Energy dependence of R(R.) in pp and pp -collisions:
(¢)-R=<n>/D* (- R.=<n,>/D}.
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Fig. 2. Energy dependence of the parameter K(K. ) in A;Ta collisions
(pTa-e,dTa-v K HeTa-M, CTa-4) and (pTa-o, dTa-V,
HeTa-0, CTa-A).

160



0.5

0.4

0.3

0.2

0.1

llllI{]_llll[ll]lllll]lllITlllllllTlf
—

_\hlljlilllLlllilll
25, 4.5 6.5 10

Fig. 3. Energy dependence of the parameter k™ in ATa-collisions:
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‘The dataon pp (ISR and others), pp (UAS collaboration), Al
and pp - collisions [ 3-6] in a wide energy range are used for

comparison.
In the analysis of energy dependence of average multiplicity and

> .
. As 1s

4 St ; : ; <hn
dispersion it is convenient to introduce the ratio R=—=
c

seen from Fig.1, where these dependences are plotted for pp(pp),
collisions in the energy range (7SJ§ <900) GeV, R, decrcases

much faster than R. Such a tendency 1is observed up to Vs ~200
GeV. Further R and R, behave approximately similarly.

The ratio R in the all energy range is less than I, i. e. the
distribution is wider than the Poisson one. R, in the range Js <60
GeV is bigger than 1.

Similar dependences for hadron-nuclens collisions are given in
Fig. 2. For PTa-collisions the change in the regime is observed after 5
GeV. Probably they behave as constants. For HeTa and CTa -
collisions R(E) and R, (E) descrease approximately in the same way
with increasing E .

The fast decrease of ratios. R and R, with increasing atomiic
number of the projectile nucleus 4, is caused probably by the fast

increase of the number of interacting nucleons. This causes also fast
increase of dispersion [7 ]. For pTa, dTa, HeTa and CTa - collisions at
43 GeV. R and R, decrease with increasing 4;. But, if R

decreases 10 times, R, decreases 50 times.
In Ref. [8] the dependence k™' = f(s) for pp and pp - collisions
in the range 10< s <900 Gev is approximated by the formula

k' =a, +b,Invs ©)

k>0 and increases rather slowly with increasing  energy
(b; =0.06) . It has been shown by our analysis that at lower energies,
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in particular, at +/s <833 GeV, k™' <0. At higher energies k!
becomes positive. q
Let’s consider nuclcus-nucleus collisions. If by analogy with Eq

(9) we approximate &~ by the formula
k' =a, +b, InE, (10)

it turns out that in a narrow energy range (2-5 Gev) a fast increase of
k™! is observed, b,20.15 (sce Fig. 3, Tables 3, 4, 5). For the

energies higher than 5 GeV the fast increase of k7! is slowed down.
The essential feature of pTa - collisions is that at the energy 2.48 GeV

the parameter k' becomes negative. Starting from 4.3 GeV (may be
carlier) £~! becomes positive, i. e. there is a similarity with pp-
collisions but at lower energies. For dTa, HeTa, CTa — collisions

parameter k' is positive and increasing with increasing energy, i. e.
the growth of the atomic weight of the projectile plays the same role
as the growth of energy in pp - collisions.

Consider the situation with negative k™' in details. Note that one
writes nothing about them in Refs.[9], though they are obtained from
the experimental data (Table 1, 2, Refs. [9]). Probably the reason is
that the negative binomial distribution and PSE and CCM in their

strict formulations assume the positiveness of k' made us take
somewhat different view to this problem. First of all, if we consider
the negative binomial distribution and compare it with the Polya -
Egenberger distribution

n-1
B e S e, ()
S s (n)]g g

where
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2 D2~<n>

Gy S

2
<n>"

it is evident that these two distributions coincide, if we take Kk =g2.
But the sign of the parameter g 2 in Eq.(11) is not fixed. In particular,
if g’ =0, we get the Poisson distribution, if g2 >0, this distribution
is broader than the Poisson one, if g~ <0, it is narrower than the

Poisson one. So the parameter g’ can be thought as a measure of
deviation of the distribution from the Poisson one and if we perform
the analysis of the experimental data in terms of the Polya-Egenberger
distribution, the parameter k™' = g? can take positive and negative
values as well. Further, there are some grounds to think that the
negative values of k= are compatible with the assumptions of PSE

and CCM. In fact, the second term in Eq. (3) corresponds to quantum
— mechanical interference effects. If these effects stimulate the

creation of (n+1)-th particle, then B>0 and hence k™' =-p->0,
(04

since o > 0. But it is natural to suppose that these effects can make
the emission (capture of particle) weaker. In this case f <0 and hence

k! <0. So one can conclude that £~' <0 corresponds to the capture
of secondary particles (see also [7-10]).

Proceed now to consider the energy dependence of the total
average multiplicity of particles <» > and the average multiplicity of
particles in the clusters <»n, > in 4;Ta - collisions and compare
these data with corresponding results on pp and pp - collisions.

In the energy range 6 - 200 GeV in pp and pp - collisions <n >
and <n,> increase rather fast, but <n> increases faster than
< n, >. In the range 200 - 900 GeV the increase of these quantities is

slower and both of them increase approximately 1.6 times (Tablel).
In pTa - collisions the energy range can also be divided into two

parts. The first interval 2 - 5 GeV and the second one 5 - 9 GeV. In the
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first interval we observe a more rapid increase of the average

multiplicities <#» > and <n, > than in second one (Fig. 4. Tables 2,/

3, 4). So we have qualitatively the same situation as in ppand pp -
collisions, but the energy range is morc narrow and low

It is interesting to trace the dependence of <n> and <n, > on
the atomic weight, 4, of the incoming nucleus at fixed encrgy. It is
seen from Tables 2 — 5 that at 2.5 GeV <n> and <n,_ > increase 3
times. Similar behavior is observed at 4.3 GeV (Tables 2 - 5). So the
increase of the atomic weight of the incoming nucleus in 4,4,
collisions plays a similar role as the increase of energy. As a result in
A, A, -collisions the same effect is observed as in hadron-hadron
collisions, but at much lower energies.

Consider now the data on e*e” - annihilation and pp —> hadrons
[1,11,12], and compare them with the data on hadron — hadron and

nucleus—nucleus collisions. As seen from Table 6 in e"e™ - collisions

up to «/_':34GcV Sh2

<<1. From the CCM point of view this

means that the average number of particles in the cluster is close to its
minimum <n, >,,,=1 .This tells about a very weak cascading of
particles in the clusters.

At much higher energies Vs =91GeV, Js =130GeV the
condition <n > < k , is violated and we have <#n > >k . The quantities

<n> 5
<n>, = <n, > increase slowly. The number of clusters <N >

continues also to increase. Negative values of k™' are observed in
pp - collisions in the range Vs <12 GeV.

Comparing the situation in e*e” - collisions with the results on
pp(pp) and 4,4, -collisions the following difference between these
three cases arises.

In A4, -collisions charged secondary particles are distributed
among the clusters in such a way, that the average number of clusters
<N > is relatively small and does not almost change with increasing
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energy or atomic weight. (<N >~ 4, see Tables 2 — 5).In the same

conditions the average number of particles in the clusters <#, >_is

changed significantly. This means the significant role of cascading in
the clusters. Thus the situation is opposite than‘in e*e” - collisions.

In pp(pp)- collisions <N > increases and after that (after
Js > 60 GeV) behaves as a constant < N > ~8 (sec Table 1). <n, >
increases slowly. So pp( pp)- collisions from the CCM point of view

are in some intermediate position between e*e” and 4,4, - collisions.

In order to understand this differences the following arguments are
in order. The second term Br in Eq (3) corresponds to the growth of

the emission in the cell or growth of cascading in the cluster due to
quantum-mechanical Bose-Einstein interference effects. Such effects
are more significant for higher densities of states in the phase space. It
is evident that the density of states is maximal in 4,4, - system in a
more “macroscopic” system as compared to pp(pp) system. From
this point of view it is minimal for e*e” - system.
Thus the cascading of secondaries in the clusters or average
multiplicity of particles in the clusters <#, > will be maximal and at
the same time < N > will be minimal for 4,4, - collisions and vice
versa <n, > will be minimal and <N > will be maximal for
pp( pp) - collisions.

It is interesting to study the dependences of the dispersions on
<n> and <n, >

~fi<n>) (13)
D=f<ne>) (14)

It is seen from Fig. 5 that the data on the dependence (13) in

e*e”. hadron—hadron and nucleus-nucleus collisions lic on three
dxfferent curves (curves 1, 2,3), but the data on the dependence (14) lie
on the same curve (curve 4)
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Note that if we plot these dependences in the usual scale we get
the well known Malhotra — Wroblewski straight lines [12-13 ].

Thus on the basis of Fig. 5 one can conclude that intercluster: - ..iu..

dynamics in 4;4,, pp(pp) and e*e” - collisions has the universal
nature and is caused by the Bose — Einstein type interference effects.

Such a consideration is not valid for the formation of the centres
of clusterization. This clusterisation proceeds at the initial stage of
interaction and depends significantly on the type of interacting
particles.

It becomes clearer when comparing the data on 4,4, and e"e” -
collisions.
It is necessary to pay attention also to the differences in 4;4, and

hadron-hadron collisions (<N> 4, ~4,< N>,,~8). These dif-

ferences might be caused by the pure nuclear collective effects in the
process of formation of centres of clusterization at the initial stage of
interaction. For more clear understanding of this problem it is
necessary to study nucleus-nucleus interactions at ultra high energies.

The above mentioned picture does not contradict the models of
production and hadronisation of partons.

According to these models the multiple production can be
considered as a two stage process. The first stage (production of
partons) depends on the type of interaction. The second stage
(hadronisation of partons) is of the more universal nature, which
depends on the DSD vacuum properties.

The authors express their decp gratitude to the members of PBC —
collaboration for supplying the experimental data.
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POLARIZATION EFFECTS IN PP-ELASTIC SCATTERING
IN THE NON-ASSOCIATIVE THEORY

D.F. Kurdgelaidze, G. A. Begeluri, D. D. Kurdgelaidze
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ABSTRACT. Experimental curve of ratio of differential cross-
sections of elastic pp scattering at parallel and antiparallel spins
and at high energies (1 GeV-13 GeV in laboratory system) is
analytically written as a curve of second order, which contains
necessarily falling proton pulse in the first degree that contradicts
representation of contemporary physics. Authors assume that the
new quantum number of proton-associator appears in the given
process. Associator is a vector, and its introduction in the theory
removes the above-mentioned contradiction.

According to the well known representation, the role of polarization
effects must be decreased at high energies particles collision. Given
experiments have shown the opposite picture. At high energies the
contribution of polarization effects increases [1-5]. '

In this paper the possibility of solution of the above mentioned
problem is researched on the basis of some theoretical speculations in
the frame of the non-associative field theory [6]. In this theory,
fermions besides the pseudo -vector of a spin - G contain, the yector of
an associator - & .

Mathematical description of octonions spinors field requires to
introduce non-commutative and non-associative algebras. Octonions
can be represented as a O = K + A, where K = ace; + anen -
quaternions (n = 1,2,3), 4 = a,e, - associatorn (u = 4,5,6,7)
which contents non-associative properties. In the non-associative
octonions the spinors field theory is developed in works [6], the

Lorentz group of motion in the 4-dimensional Minkovskian space
remains invariable. Only spins generators
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Ip.\' o (ep.ev T evep.)/ 4 (H
and spinors
P=(Pgey + P ey +Pses +@seses)DysDyz (2

have been determined through the octonions. Here Dy, = (/+ ice,
e.)/2 projection operators, & = +/ . Besides K- is a Lorentz scalar and
A-is a Lorentz vector,
Non-associative octonions are characterized by the associator

A(euevel) = (1 / 2){(epev)ek 5 eu(eve). )} : 3

which permits to introduce a new quantum number — the associator.
Generators of a spin and an associator have a form:

O-p = igpuv 1/1\' i) fp =3 i[p.’- (4)
For spins and associators we have obtained:
Sp= ‘Epyb').(veﬂevel\l’)/3/2=(W+GP\V)/Zs (5)

4= (VA uever) V)312= (W &)/ 2 ©)

G and Eare connected with magnetic and electric-dipole moment of
particles

i =(eh/2me)s .,  d=(ih/2mc)E, (7)
where

C4=ie5e6/2, 05=i3694/2, C6=ie4e5/2,



4 =leqe /2, Es=leses/2, Es=ieseq/ 2,
0,8, =055 =048 = €3, (®)
eg =CJe5e6e7 eg.

According to discrete transformations a spin and associator have
different properties:

PA=-4, TA=A4, P =5,T6 =-5, )

and have a connection &=-e5G.

Let’s consider curves of spin-dependent differential cross-sections
of PP - elastic scattering as function of pi or p; at high energies
with fixed scattering angle (Q.» = 90° in the system of masses). Where
p_zL is a square of orthogonal transmissing momentum in the range of

1 < p? <6 (Gevlc)’ and p; is an incident proton’s laboratory
momentum in the range of 0 < p; < 13 Gev/c. (See Fig. 1 in the
appendix). On the curve a) and b) correspendingly, there are plotted
do( ™ )/ dQ -spin-parallel differential cross-section and do( N )/
dQ) - spin-antiparallel differential cross-section against pi or p,

for the Q., = 90° . It is very apparent that the large - p_2L hard-

scattering events rarely occur unless the spins are parallel.
In Fig. 2 it is plotted the spin-parallel to spin-antiparallel ratio

against pj for both the fixed-energy 11.75 Gev/c data and fixed-angle
QOcm = 90° data (See Fig. 2 in appendix).

The spin-parallel and the spin-antiparallel differential cross-
sections we have considered as function [7]

do(t1)/d= f(p)W} (p.0),
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do(TN)/dQ = f(p)W$(p,o), (10) He=0010943

where f (p) 1s a spin-independent function, then all the spin-
dependence of do / dQ) contents in functions le (p,c) and W_,2 (p,o)
and for their ratio we have:

do(th) Wi (p, )

P T 1+9°(p), )
o(p)=W;(p)/ Wy (p) (12)

where
w3 (p) =2 (p. M)~ (p. M) (13)

2

From Fig. 2 one can sce that the function (P) i the given
range of moment has three extreme points: P; and P, arc the points of
minimums, Py is a point of maximum.,

As W,(p) #0 , then from the equation ¢(p) =0 we have got, that
W;(p) =0 and points P; and P; are also solutions of W;(p) =0 quati-
on.

In the phenomenological approach @(p) must be built up of
invariant of the 0(3) group with variables : P, G, and G, , where G,
and G, are the spins of the incident proton and the target proton (in

the lab system). Analyzirg the concrete experiments we convince that
to get the square polynomial functions for W, W is W3 are impossible.
[n the non-associative theory in a phenomenological approach of

0(3) group one can build invariant with variables: P,G a,é LG b,é s

where Ea and Eb are associators of the incident proton and the target
proton. In the frame of exact 0(3) symmetry a spin and an associator
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are undistinguished. Therefore, onc can see, if a spin and an

associator are parallel then in the phenomenological approach for PI’

elastic scattering we have no new results. &
[f we suppose, there is no strong correlation between a spin and an

associator of particles, then between the vectors D, G, € occur angles
and only in this case W,, W, W; functions are square polynomial.

Consequently, we can present the function Ws(p) as a polynomial
W;(p) =43 +BZP+D3P2 =const(p—p))(p - P2), (14)
where A4;, B;, D; are constant parameters.

From the formulas (12) and (14) we can assume that #;(P) and
W(P) also have forms:

W,(p):(a,+a2)+([3,+|32)p+(6,+82)p2, (15)
Wz(l’)=(°‘i‘0‘2)+(BJ‘[32)P+(5;*52)1)2. (16)

Here «;.B,.8, (i=1,2) are constants.

The equation W,:? (p)= W,? (p) —‘sz (p) on parameters o;,B;,0; (i
= /,2) lays out five conditions, from which we define

A3 =2€A"(11C12, D3=28Dw1818 3

B; = (a8, +0B;)/ €4yt 17),
By =xya,8;, Br=%yazd; . (18)

~ From the equations (14), (17) and (18) we have excluded five

parametcrs 'I'hen for Wi(p), W2(p) and W;(p) we have following
funcuons ’
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P B +B,

w, =_—_(@/_I)_2 _M{ T 200
“Bpy +Bap;

2pip
+ P> Bip; *ﬁzl’z}’
Bips+B,p;

/7

Lpz e

W, _—B,p2-B2p))
5 Bip2—Bop

5 p+t
<PiP2

+ PP

B;p; _BZPJ}’ 19)

Bip2—B2p

W3 =BB2/piP> {P2 —(prtp2)Pt PP .

Let’s consider the amplitude of PP - elastic scattering as a structure
of O(3) - invariant in the non-associative field theory. From vectors
P,6,.6;, we have built up an invariant for the following forms:

1(p,G, 1.6, T)=4,+B,P+D,P? , (20)
a b 1 Vi 1

and we identify it to the amplitude W, ( p, gy

Accomplishing the spin reflections 6, -»-G6,, 6, G, or
G, >&,, G, - —5,, We have got two new invariants /°(p,G, Y,
G, T and I°(p,5, 1,6, V).

According to the experiments we have

I°=1°=w,(p.N) (1)
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These. equations lay out limits on the invariant (3,6, 7.6, 1)
and gives opportunity to define parameters «,,a,.B,.B,, 8,:85

through the constants of an invariant (5,6, 1,6, T) and from

components of the spin and the associator.
Let’s consider a very important case, when B, =[,. In this way

the linear terms in the W5(p) became zero, as experiment demands. But
@(p) function has poles in the poits p=./p,p, , which contradict

experimental data.
For avoiding the pole in the equation ¢(p) =0, we have introduced

a new parameter o . Hence, we changed functions

W,(p)=W,(p)+F(p.a), W,(p)=W,(p)+F(pa), (22)

and demand to fulfill the condition Wg(p) =W;(p).
The function F(p,a) has the form:

F(p,a)=Bi{(ﬁ"—”’—)' a(p" ot p,pg) @3)
2p,p; 2

By variation of a for & = 2 we had good results for functions

W, (p). Wg (p). Ws (P)

2 2
ap 5 + Dol 4 i (pi=ip3)?
W} ,.BI’:{PI Pz}( 2 _&5PyP; P+plpz) (NP2 2,

2p,p; ) Pyt P PiP:
2
W3 /p? ={M} (2% + pip2)>, (24)
2p,pP>

Wsz /ﬁf =1/P1P2{(P—P1)(P' Pz)}2
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ds(Th) > do(T) :

1+¢°(p)=
ol A 2

=1+

2
4p,p; {(p - p)(p- Pz)} )
(p>-p)° | P +pip>

(See Fig. 3 in the appendix).

From the formula (24) we can see, that with two experimental
points P; and P, it’s possible to build up all the curves in the given
range of moments.

Taking into consideration (for another experimental data) poles of
the @(p) function we can plot also the spin-parallel and spin

antiparallel differential cross-sections for the fixed 6, = 497 scat-
tering angle against Py, (See Fig. 4 in the appendix).

We ought to underline, that terms in odd degrees in formula (24)
are parity violation terms in habitual theory. But in the non-associative
ficld theory O(3)- invariant amplitudes of PP-¢lastic scattering contain
the term (}').E_) instead of ($.6) which gives odd degrees of moment
without parity violation.

W,(p,™) - invariant amplitude corresponds to the proton-proton
collision state, when effective full spins and associators of the system
arc equal to one. Therefore, we suppose that maximum of contribution
in polarization effects gives exactly W, ( p, 1) - amplitude which has
been confirmed experimentally.

179



APPENDIX

da/dt(pbl(Gevic) *)
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