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Abstract. In this paper, we consider the existence of solutions and some properties of the set
of solutions, as well as the solution operator for a system of differential inclusions with impulse
effects. For the Cauchy problem, under various assumptions on the nonlinear term, we present several
existence results. We appeal to some fixed point theorems in vector metric spaces. Finally, we prove
some characterizing geometric properties about the structure of the solution set such as AR, Rδ,
contractibility and acyclicity, with these properties corresponding to Aronszajn–Browder–Gupta type
results.
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ÒÄÆÉÖÌÄ. ÍÀÛÒÏÌÛÉ ÛÄÓßÀÅËÉËÉÀ ÉÌÐÖËÓÖÒÉ Ä×ÄØÔÉÓ ÌØÏÍÄ ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÜÀÍÀÒÈÄÁÉÓ
ÓÉÓÔÄÌÉÓ ÀÌÏÍÀáÓÍÉÓ ÀÒÓÄÁÏÁÀ ÃÀ ÀÌÏÍÀáÓÍÈÀ ÓÉÌÒÀÅËÉÓ ÆÏÂÉÄÒÈÉ ÈÅÉÓÄÁÀ, ÀÂÒÄÈÅÄ ÂÀÍ-
áÉËÖËÉÀ ÀÌÏáÓÍÉÓ ÏÐÄÒÀÔÏÒÉ. ÊÏÛÉÓ ÀÌÏÝÀÍÉÓÈÅÉÓ, ÓáÅÀÃÀÓáÅÀ ÃÀÛÅÄÁÄÁÉÈ ÀÒÀßÒ×ÉÅ
ßÄÅÒÆÄ, ÌÏÚÅÀÍÉËÉÀ ÀÌÏÍÀáÓÍÉÓ ÀÒÓÄÁÏÁÉÓ ÒÀÌÃÄÍÉÌÄ ÛÄÃÄÂÉ. ÊÅËÄÅÉÓÀÓ ÂÀÌÏÚÄÍÄÁÖËÉÀ
ÆÏÂÉÄÒÈÉ ÈÄÏÒÄÌÀ ÅÄØÔÏÒÖË ÌÄÔÒÉÊÖË ÓÉÅÒÝÄÄÁÛÉ ÖÞÒÀÅÉ ßÄÒÔÉËÉÓ ÛÄÓÀáÄÁ. ÃÀÁÏËÏÓ,
ÃÀÌÔÊÉÝÄÁÖËÉÀ ÀÌÏÍÀáÓÍÈÀ ÓÉÌÒÀÅËÉÓ ÓÔÒÖØÔÖÒÉÓ ÆÏÂÉÄÒÈÉ ÃÀÌÀáÀÓÉÀÈÄÁÄËÉ ÂÄÏÌÄÔ-
ÒÉÖËÉ ÈÅÉÓÄÁÀ, ÒÏÂÏÒÉÝÀÀ AR, Rδ , ÊÖÌÛÅÀÃÏÁÀ ÃÀ ÀÝÉÊËÖÒÏÁÀ. ÄÓ ÈÅÉÓÄÁÄÁÉ ÛÄÄÓÀÁÀÌÄÁÀ
ÀÉÒÏÍÛÀÉÍ-ÁÒÏÖÃÄÒ-ÂÖ×ÈÀÓ ÔÉÐÉÓ ÛÄÃÄÂÄÁÓ.
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1 Introduction
Differential equations with impulses were considered for the first time by Milman and Myshkis [41]
and then followed by a period of active research which culminated with the monograph by Halanay
and Wexler [31]. The dynamics of many processes in physics, population dynamics, biology, medicine,
and so on, may be subject to abrupt changes such as shocks or perturbations (see, e.g., [1, 39, 40]
and the references therein). These perturbations may be seen as impulses. For instance, in the
periodic treatment of some diseases, impulses correspond to the administration of a drug treatment.
In environmental sciences, impulses correspond to seasonal changes of the water level of artificial
reservoirs. Their models are described by impulsive differential equations and inclusions. Important
contributions to the study of the mathematical aspects of such equations have been undertaken in
[25,37,50] among others.

In this work, we consider the following problem:

x′(t) ∈ F1(t, x(t), y(t)), a.e. t ∈ [0, 1],

y′(t) ∈ F2(t, x(t), y(t)), a.e. t ∈ [0, 1],

x(t+k ) = x(t−k ) + I1,k(x(tk), y(tk)), k = 1, . . . ,m,

y(t+k ) = y(t−k ) + I2,k(x(tk), y(tk)), k = 1, . . . ,m,

x(0) = x0, y(0) = y0,

(1.1)

where 0 = t0 < t1 < · · · < tm < 1, Fi : [0, 1] × R × R → P(R), i = 1, 2, is a multifunction and
I1,k, I2,k ∈ C(R× R,R). The notations x(t+k ) = lim

h→0+
x(tk + h) and x(t−k ) = lim

h→0+
x(tk − h) stand for

the right and the left limits of the function y at t = tk, respectively.
For single valued framework, the above system was used to analyze initial value and boundary value

problems for nonlinear competitive or cooperative differential systems from mathematical biology [42]
and mathematical economics [34]; this can be set in the operator form (1.1).

Recently, Precup [48] proved the role of matrix convergence and vector metric in the study of
semilinear operator systems. In recent years, many authors studied the existence of solutions for
systems of differential equations and impulsive differential equations by using vector version of fixed
point theorems (see [11,12,26,32,35,44–46,49] and in the references therein).

In general, for the ordinary Cauchy problems, the uniqueness property does not hold. Kneser [36]
proved in 1923 that the solution set is a continuum, i.e., closed and connected. For differential
inclusions, Aronszajn [7] proved in 1942 that the solution set is, in fact, compact and acyclic, and he
even specified this continuum to be an Rδ-set.

An analogous result was obtained for differential inclusions with upper semi-continuous (u.s.c.)
convex valued nonlinearities by several authors (we cite [2–4,6, 24,30,33]).

The topological and geometric structure of solution sets for impulsive differential inclusions on
compact intervals, which were investigated in [18, 27–29, 53], are a contractibility, AR, acyclicity and
Rδ-sets. Also, the topological structure of solution sets for some Cauchy problems without impulses
posed on non-compact intervals were studied by various techniques in [4, 10,16,17].

The goal of this paper is to study the existence of solutions and solution sets for systems of impulsive
differential inclusions with initial conditions. The paper is organized as follows. In Section 2, we recall
some definitions and facts which will be needed in our analysis. In Section 3, we prove some existence
results based on a nonlinear alternative of Leray–Schauder type theorem in generalized Banach spaces
in the convex case, and a multivalued version of Perov’s fixed point theorem (Theorem 2.3) for the
nonconvex case. Finally, we present some topological and geometric structures for solution sets of (1.1).

2 Preliminaries
In this section, we introduce notations and definitions which are used throughout this paper.
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Denote by

P(X) =
{
Y ⊂ X : Y ̸= ∅

}
;

Pcl(X) =
{
Y ∈ P(X) : Y closed

}
;

Pb(X) =
{
Y ∈ P(X) : Y bounded

}
;

Pcv(X) =
{
Y ∈ P(X) : Y convex

}
;

Pcp(X) =
{
Y ∈ P(X) : Y compact

}
;

Mn×n(R+) : Designate the set of real nonnegative n× n matrices.

Definition 2.1. Let X be a nonempty set. By a vector-valued metric on X we mean a map d :
X ×X → Rn with the following properties:

(i) d(u, v) ≥ 0 for all u, v ∈ X, if d(u, v) = 0 if and only if u = v;

(ii) d(u, v) = d(v, u) for all u, v ∈ X;

(iii) d(u, v) ≤ d(u,w) + d(w, v) for all u, v, w ∈ X.

We call the pair (X, d) a generalized metric space. For r = (r1, . . . , rn) ∈ Rn+, we denote by

B(x0, r) =
{
x ∈ X : d(x0, x) < r

}
the open ball of radius r centered at x0 and by

B(x0, r) =
{
x ∈ X : d(x0, x) ≤ r

}
the closed ball of radius r centered at x0.

We mention that for a generalized metric space, the notation of an open subset, closed set,
convergence, Cauchy sequence and completeness are similar to those in usual metric spaces. If,
x, y ∈ Rn, x = (x1, . . . , xn), y = (y1, . . . , yn), by x ≤ y we mean xi ≤ yi for all i = 1, . . . , n. Also,
|x| = (|x1|, . . . , |xn|) and max(x, y) = (max(x1, y1), . . . ,max(xn, yn)). If c ∈ R, then x ≤ c means
xi ≤ c for each i = 1, . . . , n.

Definition 2.2. A square matrix of real numbers is said to be convergent to zero if and only if its
spectral radius ρ(M) is strictly less than 1. In other words, this means that all the eigenvalues of M
are in the open unit disc (i.e., |λ| < 1 for every λ ∈ C with det(M − λI) = 0, where I denotes the
unit matrix of Mn×n(R)).

Theorem 2.1 ( [51]). Let M ∈ Mn×n(R+). The following assertions are equivalent:

(i) M is convergent towards zero;

(ii) Mk → 0 as k → ∞;

(iii) the matrix (I −M) is nonsingular and

(I −M)−1 = I +M +M2 + · · ·+Mk + · · · ;

(iv) the matrix (I −M) is nonsingular and (I −M)−1 has nonnegative elements.

Definition 2.3. We say that a non-singular matrix A = (aij)1≤i,j≤n ∈ Mn×n(R) has the absolute
value property if

A−1|A| ≤ I,

where
|A| =

(
|aij |

)
1≤i,j≤n ∈ Mn×n(R).
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Definition 2.4. Let (X, d) be a generalized metric space. An operator N : X → X is said to be
contractive if there exists a convergent to zero matrix M such that

d(N(x), N(y)) ≤Md(x, y), ∀x, y ∈ X.

Theorem 2.2 ([23, 47]). Let (X, d) be a complete generalized metric space and N : X → X be a
contractive operator with Lipschitz matrix M . Then N has a unique fixed point x∗ and for each
x0 ∈ X we have

d(Nk(x0), x∗) ≤Mk(I −M)−1d(x0, n(x0)), ∀ k ∈ N.

Let (X, d) be a metric space. We denote by Hd∗ the Pompeiu–Hausdorff pseudo-metric distance
on P(X) defined as

Hd∗ : P(X)× P(X) −→ R+ ∪ {∞}, Hd∗(A,B) = max
{

sup
a∈A

d∗(a,B), sup
b∈B

d∗(A, b)
}
,

where d∗(A, b) = inf
a∈A

d∗(a, b) and d∗(a,B) = inf
b∈B

d∗(a, b). Then (Pb,cl(X),Hd∗) is a metric space and
(Pcl(X),Hd∗) is a generalized metric space. In particular, Hd∗ satisfies the triangle inequality.

Let (X, d) be a generalized metric space with

d(x, y) :=

d1(x, y)...
dn(x, y)

 .

Notice that d is a generalized metric space on X if and only if di, i = 1, . . . , n, are metrics on X.
Consider the generalized Hausdorff pseudo-metric distance

Hd : P(X)× P(X) −→ Rn+ ∪ {∞}

defined by

Hd(A,B) :=

Hd1(A,B)
...

Hdn(A,B)

 .

Definition 2.5. Let (X, d) be a generalized metric space. A multivalued operator N : X → Pcl(X)
is said to be contractive if there exists a metrix M ∈ Mn×n(R+) such that

Mk → 0 as k → ∞

and
Hd(N(u), N(v)) ≤Md(u, v), ∀u, v ∈ X.

Theorem 2.3 ([23]). Let (X, d) be a generalized complete metric space, and let N : X → Pcl(X) be
a multivalued map. Assume that there exist A,B,C ∈ Mn×n(R+) such that

Hd(N(x), N(y)) ≤ Ad(x, y) +Bd(y,N(x)) + Cd(x,N(x)), (2.1)

where A+ C converges to zero. Then there exists x ∈ X such that x ∈ N(x).

Definition 2.6. Let E be a vector space on K = R or C. By a vector-valued norm on E we mean a
map ∥ · ∥ : E → Rn with the following properties:

(i) ∥x∥ ≥ 0 for all x ∈ E; if ∥x∥ = 0, then x = (0, . . . , 0);

(ii) ∥λx∥ = |λ| ∥x∥ for all x ∈ E and λ ∈ K;

(iii) ∥x+ y∥ ≤ ∥x∥+ ∥y∥ for all x, y ∈ E.
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The pair (E, ∥ · ∥) is called a generalized normed space. If the generalized metric generated by ∥ · ∥
(i.e., d(x, y) = ∥x− y∥) is complete, then the space (E, ∥ · ∥) is called a generalized Banach space.

Lemma 2.1 ([43, Theorem 19.7]). Let Y be a separable metric space and F : [a, b] → P(Y ) be a
measurable multi-valued map with nonempty closed values. Then F has a measurable selection.

Lemma 2.2 ([38]). Let X be a Banach space. Let F : [a, b]×X → Pcp,cv(X) be an L1-Carathéodory
multifunction with SF,y ̸= ∅, and let Γ be a continuous linear operator from L1([a, b], X) to C([a, b], X).
Then the operator

Γ ◦ SF : C([0, b], X) −→ Pcp,cv(C([a, b], X)),

y −→ (Γ ◦ SF )(y) := Γ(SF,y)

has a closed graph in C([a, b], X)× C([a, b], X), where

SF,y =
{
v ∈ L1([0, b], X) : v(t) ∈ F (t, y(t)); t ∈ [a, b]

}
.

Lemma 2.3 ([23, 47]). Let X be a generalized Banach space and F : X → Pcp,cv(X) be an u.s.c.
compact multifunction. Moreover, assume that the set

A =
{
x ∈ X : x ∈ λN(x) for some λ ∈ (0, 1)

}
is bounded. Then N has at least one fixed point.

Theorem 2.4 ([23]). Let X be a generalized Banach space and N : X → X be a continuous compact
mapping. Moreover, assume that the set

K =
{
x ∈ X : x = λN(x) for some λ ∈ (0, 1)

}
is bounded. Then N has a fixed point.

Definition 2.7. Let X be a Banach space. A is called L⊗B measurable if A belongs to the σ-algebra
generated by all sets of the form I × D, where I is Lebesgue measurable in [a, b] and D is Borel
measurable in X.

Definition 2.8. A subset B ⊂ L1([a, b], X) is decomposable if for all u, v ∈ A and for every Lebesgue
measurable set I ⊂ [a, b], we have

uχ
I
+ vχ

[a,b]\I ∈ B,

where χ
I

stands for the characteristic function of the set I.

Let F : J ×X → Pcl(X) be multi-valued. Assign to F the multi-valued operator F : C(J,X) →
P(L1([a, b], X)) defined by F(y) = SF,y. The operator F is called the Nemyts’kiĭ operator associated
to F .

Definition 2.9. Let F : J×X → Pcp(X) be multi-valued. We say that F is of lower semi-continuous
type (l.s.c. type) if its associated Nemyts’kiĭ operator F is lower semi-continuous and has nonempty
closed and decomposable values.

Lemma 2.4 ([19]). Let F : [a, b]× R× R → Pcp(R) be an integrable bounded multi-valued map such
that

(a) (t, x, y) → F (t, x, y) is L ⊗ B measurable;

(b) (x, y) → F (t, x, y) is l.s.c. a.e. t ∈ [a, b].

Then F is lower semi-continuous.

Next, we state a classical selection theorem due to Bressan and Colombo.

Theorem 2.5 ( [13, 20]) (Theorem of “Bressan–Colombo” selection). Let X be a metric separable
space, and let E be a Banach space. Then each l.s.c. operator N : X → Pcl(L1([a, b], X)) which has
a decomposable closed value, also has a continuous selection.
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2.1 σ-selectionable multi-valued maps
The following four definitions and the theorem can be found in [22,30] (see also [8, p. 86]). Let (X, d)
and (Y, d′) be two metric spaces.

Definition 2.10. We say that a map F : X → P(Y ) is σ-Ca-selectionable if there exists a decreasing
sequence of compact-valued u.s.c. maps Fn : X → Y satisfying:

(a) Fn has a Carathédory selection for all n ≥ 0 (Fn are called Ca-selectionable);

(b) F (x) =
∩
n≥0

Fn(x) for all x ∈ X.

Definition 2.11. A single-valued map f : [0, a] ×X → Y is said to be measurable-locally-Lipschitz
(mLL) if f( · , x) is measurable for every x ∈ X, and for every x ∈ X there exist a neighborhood
Vx ⊂ X of x and an integrable function Lx : [0, a] → [0,∞) such that

d′(f(t, x1), f(t, x2)) ≤ Lx(t)d(x1, x2) for every t ∈ [0, a], x1, x2 ∈ Vx.

Definition 2.12. A multi-valued mapping F : [0, a] × X → P(Y ) is mLL-selectionable if it has an
mLL-selection.

Definition 2.13. We say that a multi-valued map ϕ : [0, a] × E → P(E) with closed values is
upper-Scorza–Dragoni if, given δ > 0, there exists a closed subset Aδ ⊂ [0, a] such that the measure
µ([0, a] \Aδ) ≤ δ and the restriction ϕδ of ϕ to Aδ × E is u.s.c.

Theorem 2.6 (see [22, Theorem 19.19]). Let E, E1 be two separable Banach spaces and let F :
[a, b] × E → Pcp,cv(E1) be an upper-Scorza–Dragoni map. Then F is σ-Ca-selectionable, the maps
Fn : [a, b]× E → P(E1), n ∈ N, are almost upper semicontinuous, and we have

Fn(t, e) ⊂ co
( ∪
x∈E

F (t, x)
)
.

Moreover, if F is integrably bounded, then F is σ-mLL-selectionable.

Lemma 2.5 ([9]). For an u.s.c. multifunction F : X → Pcp(Y ), we have

∀x0 ∈ X, lim
x→x0

supF (x) ⊆ F (x0).

Lemma 2.6 ([9]). Let (Kn)n ⊂ K such that K is a compact subset of X, and X is a separable Banach
space. Then

co
(

lim
n→∞

supKn

)
=
∩
N>0

co
( ∪
n≥N

Kn

)
,

where co is the convex envelope.

Lemma 2.7 ([21]). Let X be a metric compact space. If X is Rδ-set, then X is an acyclic space.

Theorem 2.7 ( [22]). Let E be a normed space, X be a metric space, and let f : X → E be a
continuous map. Then ∀ ε > 0 there is a locally Lipschitz function fε : X → E such that

∥f(x)− fε(x)∥ ≤ ε, ∀x ∈ X. (2.2)

Theorem 2.8 (Theorem of Browder and Gupta, [14]). Let (E, ∥ · ∥) be a Banach space, f : X → E
be a proper map, and suppose that for every ε > 0, we have a proper map fε : X → E satisfying:

(i) ∥fε(x)− f(x)∥ < ε for all x ∈ X;

(ii) for all u ∈ E such that ∥u∥ ≤ ε, the equation fε(x) = u has a unique solution.

Then the set S = f−1(0) is Rδ.
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3 Existence results
Let J := [0, 1]. In order to define a solution for problem (1.1), consider the space PC(J,R)×PC(J,R),
where

PC(J,R) :=
{
y : J → R, y ∈ C(J \ {tk},R) : k = 1, . . . ,m,

y(t−k ) and y(t+k ) exist and satisfy y(t−k ) = y(tk)
}
.

Endowed with the norm
∥y∥PC = sup

{
∥y(t)∥ : t ∈ J

}
,

PC is a Banach space.

3.1 Convex case
Theorem 3.1. Assume there exist a continuous nondecreasing map ψ : [0,+∞) → (0,+∞) and
p ∈ L1(J,R+) such that

∥Fi(t, u, v)∥ ≤ p(t)ψ
(
∥u∥+ ∥v∥

)
a.e. t ∈ J, i ∈ {1, 2}, (u, v) ∈ R2.

Assume also that F1, F2 : J × R × R → Pcp,cv(R) are Carathéodory. Then problem (1.1) has at least
one solution.

Proof. Consider the operator N : PC × PC → P(PC × PC) defined by

N(x, y)=


(h1, h2)∈PC × PC :

(
h1(t)
h2(t)

)
=


x0+

t∫
0

f1(s) ds+
∑

0<tk<t

I1(x(tk), y(tk)), t∈J

y0+

t∫
0

f2(s) ds+
∑

0<tk<t

I2(x(tk), y(tk)), t∈J




,

where fi ∈ SFi
= {f ∈ L1(J,R) : f(t) ∈ Fi(t, x(t), y(t)), a.e. t ∈ J}. Fixed points of the operator N

are the solutions of problem (1.1).
We are going to prove that N is u.s.c. compact and that N has convex compact values. The proof

is given by the following steps.

Step 1. N(x, y) is convex for all (x, y) ∈ PC × PC.
Let (h1, h2), (h3, h4) ∈ N(x, y). So, there exist f1, f3 ∈ SF1( · ,x( · ),y( · )) and f2, f4 ∈ SF2( · ,x( · ),y( · ))

such that for all t ∈ J , we have

h1(t) = x0 +

t∫
0

f1(s) ds+
∑

0<tk<t

I1(x(tk), y(tk)),

h2(t) = y0 +

t∫
0

f2(s) ds+
∑

0<tk<t

I2(x(tk), y(tk))

and

h3(t) = x0 +

t∫
0

f3(s) ds+
∑

0<tk<t

I1(x(tk), y(tk)),

h4(t) = y0 +

t∫
0

f4(s) ds+
∑

0<tk<t

I2(x(tk), y(tk)).
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Let l ∈ [0, 1]. For each t ∈ J , we have

(
l

(
h1
h2

)
+ (1− l)

(
h3
h4

))
(t) =

(
x0
y0

)
+



t∫
0

(lf1 + (1− l)f3)(s) ds

t∫
0

(lf2 + (1− l)f4)(s) ds

+


∑

0<tk<t

I1(x(tk), y(tk))∑
0<tk<t

I2(x(tk), y(tk))

 .

As SF1
and SF2

are convex (since F1 and F2 have convex values),

l

(
h1
h2

)
+ (1− l)

(
h3
h4

)
∈ N(x, y).

Step 2. N transforms every bounded set to a bounded set in PC × PC.
It suffices to show that

∃ ℓ :=
(
ℓ1
ℓ2

)
> 0 such that

∀ (x, y) ∈ Bq :=

{
(x, y) ∈ PC × PC : ∥(x, y)∥PC×PC ≤ q, q =

(
q1
q2

)
> 0

}
,

if (h, g) ∈ N(x, y), then we have ∥(h, g)∥PC×PC ≤ ℓ.

Let (h, g) ∈ N(x, y), then there exist f1 ∈ SF1( · ,x( · ),y( · )) and f2 ∈ SF2( · ,x( · ),y( · )) such that for all
t ∈ J ,

h(t) = x0 +

t∫
0

f1(s) ds+
∑

0<tk<t

I1(x(tk), y(tk)),

g(t) = y0 +

t∫
0

f2(s) ds+
∑

0<tk<t

I2(x(tk), y(tk)),

∥(h, g)∥PC×PC =

(
∥h∥PC
∥g∥PC

)
.

For all t ∈ J , we have

∥h(t)∥ ≤ ∥x0∥+
t∫

0

∥f1(s)∥ ds+
∑

0<tk<t

∥∥I1(x(tk), y(tk))∥∥
≤ ∥x0∥+

1∫
0

∥∥F1(s, x(s), y(s))
∥∥ ds+ m∑

k=1

sup
(x,y)∈Bq

∥I1(x, y)∥

≤ ∥x0∥+ ψ(q1 + q2)∥p∥L1 +

m∑
k=1

sup
(x,y)∈Bq

∥I1(x, y)∥ := ℓ̃

and

∥g(t)∥ ≤ ∥y0∥+
t∫

0

∥f2(s)∥ ds+
∑

0<tk<t

∥∥I2(x(tk), y(tk))∥∥
≤ ∥y0∥+

b∫
0

∥F2(s, x(s), y(s))∥ ds+
m∑
k=1

sup
(x,y)∈Bq

∥I2(x, y)∥
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≤ ∥y0∥+ ψ(q1 + q2)∥p∥L1 +

m∑
k=1

sup
(x,y)∈Bq

∥I2(x, y)∥ :=
˜̃
ℓ.

Then (
∥h∥PC
∥g∥PC

)
≤

(
ℓ̃˜̃
ℓ

)
:= ℓ.

Step 3. N transforms every bounded set to an equicontinuous set in PC × PC.
Let τ1, τ2 ∈ J , τ1 < τ2, and let Bq be as above in Step 2. For each (x, y) ∈ Bq and (h, g) ∈ N(x, y),

there exist f1 ∈ SF1( · ,x( · ),y( · )) and f2 ∈ SF2( · ,x( · ),y( · )) such that for all t ∈ J , we have

h(t) = x0 +

t∫
0

f1(s) ds+
∑

0<tk<t

I1,k(x(tk), y(tk)),

g(t) = y0 +

t∫
0

f2(s) ds+
∑

0<tk<t

I2,k(x(tk), y(tk)).

Then

∥h(τ2)− h(τ1)∥ ≤
τ2∫
τ1

∥f1(s)∥ ds+
∑

τ1≤tk<τ2

∥∥I1,k(x(tk), y(tk))∥∥
≤ ψ(q1 + q2)

τ2∫
τ1

p(s) ds+
∑

τ1≤tk<τ2

sup
(x,y)∈Bq

∥I1,k(x, y)∥ −→ 0 as τ2 → τ1

and

∥g(τ2)− g(τ1)∥ ≤
τ2∫
τ1

∥f2(s)∥ ds+
∑

τ1≤tk<τ2

∥∥I2,k(x(tk), y(tk))∥∥
≤ ψ(q1 + q2)

τ2∫
τ1

p(s) ds+
∑

τ1≤tk<τ2

sup
(x,y)∈Bq

∥I2,k(x, y)∥ −→ 0 as τ2 → τ1.

So, by Step 2 and Step 3, N is compact.

Step 4. The graph of N is closed.
Let (xn, yn) → (x∗, y∗), (hn, gn) ∈ N(xn, yn), and hn → h∗ and gn → g∗. It suffices to show that

there exist f1 ∈ SF1( · ,x∗( · ),y∗( · )) and f2 ∈ SF2( · ,x∗( · ),y∗( · )) such that for all t ∈ J , we have

h∗(t) = x0 +

t∫
0

f1(s) ds+
∑

0<tk<t

I1,k(x∗(tk), y∗(tk)),

g∗(t) = y0 +

t∫
0

f2(s) ds+
∑

0<tk<t

I2,k(x∗(tk), y∗(tk)).

With (hn, gn) ∈ N(xn, yn), there exist f1,n ∈ SF1( · ,xn( · ),yn( · )) and f2,n ∈ SF2( · ,xn( · ),yn( · )) such that
for all t ∈ J ,

hn(t) = x0 +

t∫
0

f1,n(s) ds+
∑

0<tk<t

I1,k(xn(tk), yn(tk)),
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gn(t) = y0 +

t∫
0

f2,n(s) ds+
∑

0<tk<t

I2,k(xn(tk), yn(tk)).

Since Ii,k, k = 1, . . . ,m, i = 1, 2, are continuous,∥∥∥∥(hn(t)− x0 −
∑

0<tk<t

I1,k(xn(tk), yn(tk))
)
−
(
h∗(t)− x0 −

∑
0<tk<t

I1,k(x∗(tk), y∗(tk))
)∥∥∥∥

PC

−→ 0

and∥∥∥∥(gn(t)− y0 −
∑

0<tk<t

I2,k(xn(tk), yn(tk))
)
−
(
g∗(t)− y0 −

∑
0<tk<t

I2,k(x∗(tk), y∗(tk))
)∥∥∥∥

PC

−→ 0

as n→ ∞.
Let Γ be a continuous linear operator defined as

Γ : L1(J,R) −→ PC(J,R),
r −→ Γ(r)

such that

Γ(r)(t) =

t∫
0

r(s) ds, ∀ t ∈ J.

By Lemma 2.2, the operator Γ ◦ SF has a closed graph and, moreover, we have(
hn(t)− x0 −

∑
0<tk<t

I1,k(xn(tk), yn(tk))
)
∈ Γ(SF1( · ,xn( · ),yn( · )))

and (
gn(t)− y0 −

∑
0<tk<t

I2,k(xn(tk), yn(tk))
)
∈ Γ(SF2( · ,xn( · ),yn( · ))).

So,

(
h∗(t)− x0 −

∑
0<tk<t

I1,k(x∗(tk), y∗(tk))
)
=

t∫
0

f1(s) ds,

(
g∗(t)− y0 −

∑
0<tk<t

I2,k(x∗(tk), y∗(tk))
)
=

t∫
0

f2(s) ds,

and then f1 ∈ SF1( · ,x∗( · ),y∗( · )) and f2 ∈ SF2( · ,x∗( · ),y∗( · )).
Step 5. A priori estimation.

Let (x, y) ∈ PC(J,R) such that (x, y) ∈ λN(x, y), and 0 < λ < 1. So, ∃ f1 ∈ SF1( · ,x( · ),y( · )) and
∃ f2 ∈ SF2( · ,x( · ),y( · )) such that for all t ∈ [0, t1],

x(t) = λx0 + λ

t∫
0

f1(s, x(s), y(s)) ds,

y(t) = λy0 + λ

t∫
0

f2(s, x(s), y(s)) ds.

Then

∥x(t)∥ ≤ ∥x0∥+
t∫

0

p(s)ψ
(
∥x(s)∥+ ∥y(s))∥

)
ds, t ∈ [0, t1],
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∥y(t)∥ ≤ ∥y0∥+
t∫

0

p(s)ψ
(
∥(x(s)∥+ ∥y(s))∥

)
ds, t ∈ [0, t1].

Consider the functions ϑ1, W1 defined by

ϑ1(t) = ∥x0∥+
t∫

0

p(s)ψ
(
∥(x(s)∥+ ∥y(s))∥

)
ds, t ∈ [0, t1],

W1(t) = ∥y0∥+
t∫

0

p(s)ψ
(
∥(x(s)∥+ ∥y(s))∥

)
ds, t ∈ [0, t1].

So,
(ϑ1(0),W1(0)) =

(
∥x0∥, ∥y0∥

)
, ∥x(t)∥ ≤ ϑ1(t), ∥y(t)∥ ≤ W1(t), t ∈ [0, t1],

and
Ẇ1(t) = ϑ̇1(t) = p(t)ψ

(
∥(x(t)∥+ ∥y(t))∥

)
, t ∈ [0, t1].

As ψ is a nondecreasing map, we have

ϑ̇1(t) ≤ p(t)ψ(ϑ1(t)), Ẇ1(t) ≤ p(t)ψ(W1(t)), t ∈ [0, t1].

This implies that for every t ∈ [0, t1],

ϑ1(t)∫
ϑ1(0)

du

ψ(u)
≤

t1∫
0

p(s) ds,

W1(t)∫
W1(0)

du

ψ(u)
≤

t1∫
0

p(s) ds.

The maps Γ1
0(z) =

z∫
ϑ1(0)

du
ψ(u) and Γ2

0(z) =
z∫

W1(0)

du
ψ(u) are continuous and increasing. Then (Γ1

0)
−1 and

(Γ2
0)

−1 exist and are increasing, and we get

ϑ1(t) ≤ (Γ1
0)

−1

( t1∫
0

p(s) ds

)
:=M0, W1(t) ≤ (Γ2

0)
−1

( t1∫
0

p(s) ds

)
:= ℓ0.

As for every t ∈ [0, t1], ∥x(t)∥ ≤ ϑ1(t) and ∥y(t)∥ ≤ W1(t), so,

sup
t∈[0,t1]

∥y(t)∥ ≤ ℓ0, sup
t∈[0,t1]

∥x(t)∥ ≤M0.

Now, for t ∈ (t1, t2], we have

∥x(t+1 )∥ ≤
∥∥I1,1(x(t1), y(t1))∥∥+ ∥x(t1)∥ ≤ sup

(α,β)∈B(0,M0)×B(0,ℓ0)

∥I1,1(α, β)∥+M0 := N1,

∥y(t+1 )∥ ≤
∥∥I2,1(x(t1), y(t1))∥∥+ ∥y(t1)∥ ≤ sup

(α,β)∈B(0,M0)×B(0,ℓ0)

∥I2,1(α, β)∥+ ℓ0 := D1.

Also,

x(t) = λ
(
x(t1) + I1,1(x(t1), y(t1))

)
+ λ

t∫
t1

f1(s, x(s), y(s)) ds,

y(t) = λ
(
y(t1) + I2,1(x(t1), y(t1))

)
+ λ

t∫
t1

f2(s, x(s), y(s)) ds,
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and so,

∥x(t)∥ ≤ N1 +

t∫
t1

p(s)ψ
(
∥(x(s)∥+ ∥y(s))∥

)
ds, t ∈ [t1, t2],

∥y(t)∥ ≤ D1 +

t∫
t1

p(s)ψ
(
∥(x(s)∥+ ∥y(s))∥

)
ds, t ∈ [t1, t2].

Let us consider the maps ϑ2 and W2 defined by

ϑ2(t)=N1+

t∫
t1

p(s)ψ
(
∥(x(s)∥+∥y(s))∥

)
ds, W2(t)=D1+

t∫
t1

p(s)ψ
(
∥(x(s)∥+∥y(s))∥

)
ds, t∈ [t1, t2].

Then

ϑ2(t
+
1 ) = N1, ∥x(t)∥ ≤ ϑ2(t), t ∈ [t1, t2],

W2(t
+
1 ) = D1, ∥y(t)∥ ≤ W2(t), t ∈ [t1, t2],

and
ϑ̇2(t) = p(t)ψ

(
∥(x(t)∥+ ∥y(t))∥

)
, Ẇ2(t) = p(t)ψ

(
∥(x(t)∥+ ∥y(t))∥

)
, t ∈ [t1, t2].

As ψ is nondecreasing,

ϑ̇2(t) ≤ p(t)ψ(ϑ2(t)), Ẇ2(t) ≤ p(t)ψ(W2(t)), t ∈ [t1, t2].

This implies that for every t ∈ [t1, t2],

ϑ2(t)∫
ϑ2(t

+
1 )

du

ψ(u)
≤

t2∫
t1

p(s) ds,

W2(t)∫
W2(t

+
1 )

du

ψ(u)
≤

t2∫
t1

p(s) ds.

If we consider the maps Γ1
1(z) =

z∫
ϑ2(t

+
1 )

du
ψ(u) and Γ2

1(z) =
z∫

W2(t
+
1 )

du
ψ(u) , we get

ϑ2(t) ≤ (Γ1
1)

−1

( t2∫
t1

p(s) ds

)
:=M1,

W2(t) ≤ (Γ2
1)

−1

( t2∫
t1

p(s) ds

)
:= ℓ1.

For all t ∈ [t1, t2], ∥x(t)∥ ≤ ϑ2(t) and ∥y(t)∥ ≤ W2(t), and then

sup
t∈[t1,t2]

∥x(t)∥ ≤M1, sup
t∈[t1,t2]

∥y(t)∥ ≤ ℓ1.

We continue the process to the interval (tm, 1]. We get the existence of Mm and ℓm such that

sup
t∈[tm,1]

∥x(t)∥ ≤ (Γ1
m)−1

( 1∫
tm

p(s) ds

)
:=Mm, sup

t∈[tm,1]

∥y(t)∥ ≤ (Γ2
m)−1

( 1∫
tm

p(s) ds

)
:= ℓm.

As we chose y arbitrarily, then for all solutions of problem (1.1), we get

∥(x, y)∥PC×PC ≤ max
{(

Mk

ℓk

)
: k = 0, 1, . . . ,m

}
:= b∗.



14 Roummani Bahya, Johnny Henderson and Abdeghani Ouahab

Then the set
A =

{
(x, y) ∈ PC × PC : (x, y) ∈ λN(x, y), λ ∈ (0, 1)

}
is bounded. So, N : PC × PC → Pcv(PC × PC) is compact and u.s.c. Then, by Lemma 2.3, we
obtain that problem (1.1) has at least one solution.

3.2 Nonconvex case
Assume that the following conditions hold:

(H1) Fi : J × R× R → Pcp(R), t→ Fi(t, u, v) are measurable for each u, v ∈ R, i = 1, 2.

(H2) There exist the functions li ∈ L1(J,R+), i = 1, . . . , 4, such that

Hd

(
F1(t, u, v), F1(t, u, v)

)
≤ l1(t)∥u− u∥+ l2(t)∥v − v∥, t ∈ J, ∀u, u, v, v ∈ R,

Hd

(
F2(t, u, v), F2(t, u, v)

)
≤ l3(t)∥u− u∥+ l4(t)∥v − v∥, t ∈ J, ∀u, u, v, v ∈ R

and

Hd(0, F1(t, 0, 0)) ≤ l1(t) for a.e. t ∈ J, Hd(0, F2(t, 0, 0)) ≤ l3(t) for a.e. t ∈ J.

(H3) There exist the constants ai, bi ≥ 0, i = 1, 2, such that∥∥I1(u, v)− I1(u− v
∥∥ ≤ a1∥u− u∥+ a2∥v − v∥, ∀u, u, v, v ∈ R

and ∥∥I2(u, v)− I2(u− v
∥∥ ≤ b1∥u− u∥+ b2∥v − v∥, ∀u, u, v, v ∈ R.

Theorem 3.2. Assume that (H1)–(H3) are satisfied and the matrix

M =

(
∥l1∥L1 + a1 ∥l2∥L1 + a2

∥l3∥L1 + b1 ∥l4∥L1 + b2

)

converges to zero. Then problem (1.1) has at least one solution.

Proof. Consider the operator N : PC × PC → P(PC × PC) defined by

N(x, y)=


(h1, h2)∈PC × PC :

(
h1(t)
h2(t)

)
=


x0+

t∫
0

f1(s) ds+
∑

0<tk<t

I1(x(tk), y(tk)), t∈J

y0+

t∫
0

f2(s) ds+
∑

0<tk<t

I2(x(tk), y(tk)), t∈J




,

where
fi ∈ SFi

=
{
f ∈ L1(J,R) : f(t) ∈ Fi(t, x(t), y(t)), a.e. t ∈ J

}
.

Fixed points of the operator N are the solutions of problem (1.1).
Let, for i = 1, 2,

Ni(x, y) =

{
h ∈ PC : h(t) = xi(t) +

t∫
0

fi(s) ds+
∑

0<tk<t

Ii(x(tk), y(tk)), t ∈ J

}
,

where x1 = x0 and x2 = y0. We show that N satisfies the assumptions of Theorem 2.3.
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Let (x, y), (x, y) ∈ PC ×PC and (h1, h2) ∈ N(x, y). Then there exist fi ∈ SFi , i = 1, 2,, such that

(
h1(t)
h2(t)

)
=


x0 +

t∫
0

f1(s) ds+
∑

0<tk<t

I1(x(tk), y(tk)), t ∈ J

y0 +

t∫
0

f2(s) ds+
∑

0<tk<t

I2(x(tk), y(tk)), t ∈ J

 .

(H2) implies that

Hd1

(
F1(t, x(t), y(t)), F1(t, x(t), y(t))

)
≤ l1(t)|x(t)− x(t)|+ l2(t)|y(t)− y(t)|, t ∈ J,

and
Hd2

(
F2(t, x(t), y(t)), F2(t, x(t), y(t))

)
≤ l3(t)|x(t)− x(t)|+ l4(t)|y(t)− y(t)|, t ∈ J.

Hence, there is some (ω, ω) ∈ F1(t, x(t), y(t))× F2(t, x(t), y(t)) such that

|f1(t)− ω| ≤ l1(t)|x(t)− x(t)|+ l2(t)|y(t)− y(t)|, t ∈ J,

and
|f2(t)− ω| ≤ l3(t)|x(t)− x(t)|+ l4(t)|y(t)− y(t)|, t ∈ J.

Consider the multi-valued maps Ui : J → P(R), i = 1, 2, defined by

U1(t) =
{
ω ∈ F1(t, x(t), y(t)) : |f1(t)− ω| ≤ l1(t)|x(t)− x(t)|+ l2(t)|y(t)− y(t)|, a.e. t ∈ J

}
and

U2(t) =
{
ω ∈ F2(t, x(t), y(t)) : |f1(t)− ω| ≤ l1(t)|x(t)− x(t)|+ l2(t)|y(t)− y(t)|, a.e. t ∈ J

}
.

Then each Ui(t) is a nonempty set and Theorem III.4.1 in [15] implies that Ui is measurable. Moreover,
the multi-valued intersection operator Vi( · ) := Ui( · )∩Fi( · , x( · ), y( · )) is measurable. Therefore, for
each i = 1, 2, by Lemma 2.1, there exists a function t→ f i(t), which is a measurable selection for Vi,
that is, f i(t) ∈ Fi(t, x(t), y(t)) and

|f1(t)− f1(t)| ≤ l1(t)|x(t)− x(t)|+ l2(t)|y(t)− y(t)|, a.e. t ∈ J,

and
|f2(t)− f2(t)| ≤ l3(t)|x(t)− x(t)|+ l4(t)|y(t)− y(t)|, a.e. t ∈ J.

Define h1 and h2 by

h1(t) = x0 +

t∫
0

f1(s) ds+
∑

0<tk<t

I1(x(tk), y(tk)), t ∈ J,

and

h2(t) = y0 +

t∫
0

f2(s) ds+
∑

0<tk<t

I2(x(tk), y(tk)), t ∈ J.

Then for t ∈ J ,

|h1(t)− h1(t)| ≤
(
∥l1∥L1 + a1

)
|x− x|PC +

(
∥l2∥L1 + a2

)
∥y − y∥PC .

Thus
∥h1 − h1∥PC ≤

(
∥l1∥L1 + a1

)
|x− x|PC +

(
∥l2∥L1 + a2)∥y − y∥PC .



16 Roummani Bahya, Johnny Henderson and Abdeghani Ouahab

By an analogous relation, obtained by interchanging the roles of y and y, we finally arrive at the
estimate

Hd1

(
N1(x, y), N1(x, y)

)
≤
(
∥l1∥L1 + a1

)
∥x− x∥PC +

(
∥l2∥L1 + a2

)
∥y − y∥PC .

Similarly, we get

Hd2

(
N2(x, y), N2(x, y)

)
≤
(
∥l3∥L1 + b1

)
∥x− x∥PC +

(
∥l4∥L1 + b2

)
∥y − y∥PC .

Therefore,

Hd

(
N(x, y), N(x, y)

)
≤M

(
∥x− x∥PC , ∥y − y∥PC

)
, ∀ (x, y), (x, y) ∈ PC × PC.

Hence, by Theorem 2.3, the operator N has at least one fixed point which is a solution of (1.1).

Theorem 3.3. Assume, for each i = 1, 2, that there exist a continuous nondecreasing map ψi :
[0,+∞[→ (0,+∞) and pi ∈ L1(J,R+) such that

∥Fi(t, u, v)∥ ≤ pi(t)ψi
(
∥u∥+ ∥v∥

)
a.e. t ∈ J, (u, v) ∈ R2.

Assume also that F1, F2 : J × R× R → Pcp,cv(R) are Carathéodory, and

(a) (t, x, y) → Fi(t, x, y) is L ⊗ B measurable for i = 1, 2.

(b) (x, y) → Fi(t, x, y) is l.s.c. a.e. t ∈ J .

Then problem (1.1) has at least one solution.

Proof. For each i = 1, 2, since Fi is l.s.c., by Theorem 2.5, there exists a continuous function fi :
PC → L1(J,R) such that fi(x, y) ∈ SFi( · ,x,y) for all (x, y) ∈ PC(J,R) × PC(J,R). Consider the
impulsive system 

x′(t) = f1(t, x, y), a.e. t ∈ J,

y′(t) = f2(t, x, y), a.e. t ∈ J,

x(t+k )− x(t−k ) = I1(x(tk), y(tk)), k = 1, 2, . . . ,m,

y(t+k )− y(t−k ) = I2(x(tk), y(tk)), k = 1, 2, . . . ,m,

x(0) = x0, y(0) = y0.

(3.1)

It is clear that if (x, y) is a solution of problem (3.1), then (x, y) is also a solution of problem (1.1).
When the proof of Theorem 3.1 is applied to the operator N∗ : PC ×PC → P(PC ×PC) defined by

N∗(x, y)=


(h1, h2)∈PC × PC :

(
h1(t)
h2(t)

)
=


x0+

t∫
0

f1(s) ds+
∑

0<tk<t

I1(x(tk), y(tk)), t∈J

y0+

t∫
0

f2(s) ds+
∑

0<tk<t

I2(x(tk), y(tk)), t∈J




,

there is a solution of problem (1.1).

4 Structure of solutions sets
Consider the first-order impulsive single-valued problem

x′(t) = f1(t, x(t), y(t)), a.e. t ∈ [0, 1],

y′(t) = f2(t, x(t), y(t)), a.e. t ∈ [0, 1],

x(t+k )− x(t−k ) = I1(x(tk), y(tk)), k = 1, . . . ,m,

y(t+k )− y(t−k ) = I2(x(tk), y(tk)), k = 1, . . . ,m,

x(0) = x0, y(0) = y0,

(4.1)
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where f1, f2 ∈ L1(J × R2,R) are te given functions and 0 = t0 < t1 < · · · < tm < tm+1 = 1. Then
(x, y) is a solution of (4.1) if and only if (x, y) is a solution of the impulsive integral system

x(t) = x0 +

t∫
0

f1(s, x(s), y(s)) ds+
∑

0<tk<t

I1(x(tk), y(tk)), a.e. t ∈ J,

y(t) = y0 +

t∫
0

f2(s, x(s), y(s)) ds+
∑

0<tk<t

I2(x(tk), y(tk)), a.e. t ∈ J.

(4.2)

Denote by S(f1,2, (x0, y0)) the set of all solutions of problem (4.1).

Theorem 4.1. Suppose that there are the functions ℓi ∈ L1(J,R+), i = 1, 2, such that∣∣fi(t, x1, y1)− fi(t, x2, y2)
∣∣ < ℓi(t)

(
|x1 − x2|+ |y1 − y2|

)
, ∀ (x1, y1), (x2, y2) ∈ R2.

Then problem (4.1) has a unique solution.

Proof.
1. The existence:

• We consider problem (4.1) on [0, t1],

x′(t) = f1(t, x(t), y(t)), y′(t) = f2(t, x(t), y(t)), a.e. t ∈ [0, t1],

x(0) = x0, y(0) = y0.
(4.3)

We consider the operator N1 defined by

N1 : C([0, t1],R)× C([0, t1],R) −→ C([0, t1],R)× C([0, t1],R),
(x, y) −→ N1(x, y),

N1(x, y)(t) =

(
x0 +

t∫
0

f1(s, x(s), y(s)) ds; y0 +

t∫
0

f2(s, x(s), y(s)) ds

)
, t ∈ [0, t1].

Let (x1, y1), (x2, y2) ∈ C([0, t1],R)× C([0, t1],R), t ∈ [0, t1], and

∥∥N1(x1, y1)(t)−N1(x2, y2)(t)
∥∥ =

∥∥(α, β)∥ =

(
∥α∥
∥β∥

)
,

where

α =

t∫
0

(
f1(s, x1(s), y1(s))− f1(s, x2(s), y2(s))

)
ds

and

β =

t∫
0

(
f2(s, x1(s), y1(s))− f2(s, x2(s), y2(s))

)
ds.

Then

∥α∥ ≤
t∫

0

ℓ1(s)
∥∥(x1(s), y1(s))− (x2(s), y2(s))

∥∥ ds
≤ 1

τ

t∫
0

τℓ(s)eτL(s) ds

∥∥∥∥(x1 − x2
y1 − y2

)∥∥∥∥ |BC ≤ 1

τ
eτL(t)

∥∥∥∥(x1 − x2
y1 − y2

)∥∥∥∥
BC

=
1

τ
eτL(t)

∥∥∥∥(x1 − x2
y1 − y2

)∥∥∥∥
BC

=
1

τ
eτL(t)

(
∥x1 − x2∥+ ∥y1 − y2∥

)
= eτL(t)

(1
τ
∥x1 − x2∥+

1

τ
∥y1 − y2∥

)
,
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where

L(t) =

t∫
0

ℓ(s) ds, and τ > 2.

Similarly,
∥β∥ ≤ eτL(t)

(1
τ
∥x1 − x2∥+

1

τ
∥y1 − y2∥

)
.

Thus

e−τL(t)
∥∥N1(x1, y1)(t)−N1(x2, y2)(t)

∥∥ ≤


1

τ

1

τ

1

τ

1

τ


(
∥x1 − x2∥
∥y1 − y2∥

)
, t ∈ [0, t1].

Then ∥∥N1(x1, y1)−N1(x2, y2)
∥∥
BC

≤ 1

τ

(
1 1
1 1

)(∥x1 − x2∥
∥y1 − y2∥

)
,

where ∥∥∥∥(xy
)∥∥∥∥

BC

= sup
t∈[0,t1]

e−τL(t)
∥∥∥∥(x(t)y(t)

)∥∥∥∥ .
Let

B =
1

τ

(
1 1
1 1

)
.

Then we have
det(B − λI) =

(1
τ
− λ

)2
− 1

τ2
,

hence ρ(B) = 2
τ . For τ ∈ (2,+∞), N1 is contractive, so there exists a unique

(x0, y0) ∈ C([0, t1],R)× C([0, t1],R) such that N1(x
0, y0) = (x0, y0).

Then (x0, y0) is the solution of (4.3).

• We consider problem (4.1) on (t1, t2],

x′(t) = f1(t, x(t), y(t)), y′(t) = f2(t, x(t), y(t)), a.e. t ∈ J1 = (t1, t2],

x(t+1 ) = x0(t1) + I1(x
0(t1), y

0(t1)), y(t+1 ) = y0(t1) + I1(x
0(t1), y

0(t1)).
(4.4)

Consider the space C∗ = {(x, y) ∈ C(J1,R)× C(J1,R) : (x(t+1 ), y(t
+
1 )) exist}, (C∗, ∥ · ∥J1) is a

Banach space.

Let
N2 : C∗ −→ C∗,

(x, y) −→ N2(x, y),

N2(x, y)(t) =

(
x0(t1) + I1(x

0(t1), y
0(t1)) +

t∫
t1

f1(s, x(s), y(s)) ds,

y0(t1) + I2(x
0(t1), y

0(t1)) +

t∫
t1

f2(s, x(s), y(s)) ds

)
, t ∈ (t1, t2].

Let (x1, y1), (x2, y2) ∈ C∗ × C∗, and t ∈ (t1, t2],

∥∥N2(x1, y1)(t)−N2(x2, y2)(t)
∥∥ = ∥(α, β)∥ =

(
∥α∥
∥β∥

)
,
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where

∥α∥ ≤
t∫

t1

ℓ(s)
∥∥(x1(s), y1(s))− (x2(s), y2(s))

∥∥ ds ≤ 1

τ

t∫
t1

τℓ(s)eτL(s) ds

∥∥∥∥(x1 − x2
y1 − y2

)∥∥∥∥
BC

≤ 1

τ
eτL(t)

∥∥∥∥(x1 − x2
y1 − y2

)∥∥∥∥
BC

= eτL(t)
(1
τ
∥x1 − x2∥+

1

τ
∥y1 − y2∥

)
and

L(t) =

t∫
t1

ℓ(s) ds.

Similarly,
∥β∥ ≤ eτL(t)

(1
τ
∥x1 − x2∥+

1

τ
∥y1 − y2∥

)
.

So,

e−τL(t)
∥∥N2(x1, y1)(t)−N2(x2, y2)(t)

∥∥ ≤ 1

τ

(
1 1
1 1

)(∥x1 − x2∥
∥y1 − y2∥

)
, t ∈ (t1, t2].

Then ∥∥N2(x1, y1)−N2(x2, y2)
∥∥
BC

≤ 1

τ

(
1 1
1 1

)(∥x1 − x2∥
∥y1 − y2∥

)
.

Then for τ ∈ (2,+∞), N2 is a contraction and, so, there exists a unique (x1, y1) ∈ C((t1, t2],R) such
that

N2(x
1, y1) = (x1, y1).

We have

(x1, y1)(t+1 ) = N2(x
1, y1)(t+1 ) =

(
x0(t1) + I1(x

0(t1), y
0(t1)) + lim

t→t1

t∫
t1

f1(s, x(s), y(s)) ds,

y0(t1) + I1(x
0(t1), y

0(t1)) + lim
t→t1

t∫
t1

f2(s, x(s), y(s)) ds

)
.

Then (x1, y1) is the solution of problem (4.4). As a consequence, arguing inductively, the solution of
problem (4.1) is given by

(x∗, y∗)(t) :=


(x0, y0)(t), t ∈ [0, t1],

(x1, y1)(t), t ∈ (t1, t2],
...

(xm, ym)(t), t ∈ (tm, 1].

2. The uniqueness:
Let (x∗, y∗), (x∗∗, y∗∗) be two solutions of problem (4.1). We are going to show that

(x∗, y∗)(t) = (x∗∗, y∗∗)(t), ∀ t ∈ J = [0, 1].

Again, the process is inductive.
If t ∈ J0 = [0, t1], then (x∗, y∗)(t) = (x∗∗, y∗∗)(t), ∀ t ∈ [0, t1].
Now, suppose that if t ∈ Ji = (ti, ti+1], then (x∗, y∗)(t) = (x∗∗, y∗∗)(t), ∀ t ∈ (ti, ti+1]. It is enough

to show that (x∗, y∗)(t+k ) = (x∗∗, y∗∗)(t+k ), k ∈ {1, 2, . . . ,m}. To that end, we have

(x∗, y∗)(t+i )− (x∗, y∗)(t−i ) =
(
I1i(x

∗(ti), y
∗(ti)), I2i(x

∗(ti), y
∗(ti))

)
,
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which implies that
(x∗, y∗)(t+i ) = (x∗, y∗)(t−i ) + I1i(x

∗(ti), y
∗(ti))

and

I2i(x
∗(ti), y

∗(ti)) = (x∗∗, y∗∗)(ti) +
(
I1i(x

∗∗(ti), y
∗∗(ti)), I2i(x

∗∗(ti), y
∗∗(ti))

)
= (x∗∗, y∗∗)(t+i ).

Theorem 4.2. Suppose there exist a continuous function ψ : [0,∞) → (0,∞) which is nondecreasing,
and a function p ∈ L1(J,R+) such that

∥f i(t, x, y)∥ ≤ p(t)ψ
(
∥x∥+ ∥y∥

)
, ∀ t ∈ J, ∀x, y ∈ R,

with
1∫

0

p(s) ds <

∞∫
∥x0∥

du

ψ(u)
.

Then problem (4.1) has at least one solution.

Proof. For the proof we use “the nonlinear alternative of Leray–Schauder”. Consider the operator

N : PC(J,R)× PC(J,R) −→ PC(J,R)× PC(J,R)

defined by

N(x, y)(t) =

(
x0 +

t∫
0

f1(s, x(s), y(s)) ds+
∑

0<tk<t

I1,k(x(tk), y(tk)),

y0 +

t∫
0

f2(s, x(s), y(s)) ds+
∑

0<tk<t

I2,k(x(tk), y(tk))

)
.

The fixed points of N are the solutions of problem (4.1). It is enough to prove that N is completely
continuous. This is established in the following steps.
Step 1. N is continuous.

Let (xn, yn)n be a sequence in PC(J,R) × PC(J,R) such that (xn, yn) → (x, y). It is enough to
prove that N(xn, yn) → N(x, y). For all t ∈ J , we have

N(xn, yn)(t) =

(
x0 +

t∫
0

f1(s, xn(s), yn(s)) ds+
∑

0<tk<t

I1,k(xn(tk), yn(tk)),

y0 +

t∫
0

f2(s, xn(s), yn(s)) ds+
∑

0<tk<t

I2,k(xn(tk), yn(tk))

)
.

Then ∥∥N(xn, yn)(t)−N(x, y)(t)
∥∥ =

∥∥(α, β)∥∥ =

(
∥α∥
∥β∥

)
,

where

∥α∥=
∥∥∥∥

t∫
0

(
f1(s, xn(s), yn(s))−f1(s, x(s), y(s))

)
ds+

∑
0<tk<t

(
I1,k(xn(tk), yn(tk))−I1,k(x(tk), y(tk))

)∥∥∥∥
≤

t∫
0

∥∥f1(s, xn(s), yn(s))− f1(s, x(s), y(s))
∥∥ ds+ ∑

0<tk<t

∥∥I1,k(xn(tk), yn(tk))− I1,k(x(tk), y(tk))
∥∥.
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As Ik, k = 1, . . . ,m, are continuous functions, and f1 and f2 are L1-Carathéodory functions, by the
Lebesgue dominated convergence theorem, we have

∥α∥ ≤
b∫

0

∥∥f1(s, xn(s), yn(s))− f1(s, x(s), y(s))
∥∥ ds

+

m∑
k=1

∥∥I1,k(xn(tk), yn(tk))− I1,k(x(tk), y(tk))
∥∥ −→ 0 as n→ ∞.

Similarly,

∥β∥ ≤
b∫

0

∥∥f2(s, xn(s), yn(s))− f2(s, x(s), y(s))
∥∥ ds

+

m∑
k=1

∥∥I2,k(xn(tk), yn(tk))− I2,k(x(tk), y(tk))
∥∥ −→ 0 as n→ ∞.

So, ∥∥N(xn, yn)−N(x, y)
∥∥ −→

(
0
0

)
as n→ ∞.

Then N is continuous.
Step 2. N transforms every bounded set into a bounded set in PC(J,R)× PC(J,R).

It suffices to show that

∀ q =
(
q1
q2

)
> 0, ∃ ℓ =

(
ℓ1
ℓ2

)
> 0 such that

∀ (x, y) ∈ Bq =
{
(x, y) ∈ PC × PC : ∥(x, y)∥ ≤ q

}
, we have ∥N(x, y)∥ ≤ ℓ.

Let (x, y) ∈ Bq. We have

∥N(x, y)∥ ≤
(
∥x0∥+

b∫
0

∥f1(s, x(s), y(s))∥ ds+
m∑
k=1

∥I1,k(x(tk), y(tk))∥,

∥y0∥+
b∫

0

∥f2(s, x(s), y(s))∥ ds+
m∑
k=1

∥I2,k(x(tk), y(tk))∥
)

= (α, β),

where

∥α∥ ≤ ∥x0∥+
b∫

0

p(t)ψ
(
∥x∥PC + ∥y∥PC

)
dt+

m∑
k=1

∥I1,k(x(tk), y(tk))∥

≤ ∥x0∥+
b∫

0

p(t)ψ
(
∥x∥PC + ∥y∥PC

)
dt+

m∑
k=1

sup
(x,y)∈Bq

∥I1,k(x, y)∥ := ℓ1.

Similarly,

∥β∥ ≤ ∥y0∥+
b∫

0

p(t)ψ
(
∥x∥PC + ∥y∥PC

)
dt+

m∑
k=1

sup
(x,y)∈Bq

∥I2,k(x, y)∥ := ℓ2.

Step 3. N transforms every bounded set into an equicontinuous set to PC(J,R)× PC(J,R).
Let τ1, τ2 ∈ J , τ1 < τ2 and let Bq be as in Step 2.
Let (x, y) ∈ Bq. Then:
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1. If τ1 ̸= tk (or τ2 ̸= tk), ∀ k ∈ {1, 2, . . . ,m}, we have

∥∥N(x, y)(τ2)−N(x, y)(τ1)
∥∥ ≤

( τ2∫
τ1

p(s)ψ(q1 + q2) ds+
∑

τ1≤tk<τ2

sup
(x,y)∈Bq

∥I1,k(x, y)∥,

τ2∫
τ1

p(s)ψ(q1 + q2) ds+
∑

τ1≤tk<τ2

sup
(x,y)∈Bq

∥I2,k(x, y)∥
)

−→
(
0
0

)
as τ1 → τ2.

2. If τ1 = t−i , we consider δ1 > 0 such that {tk, k ̸= i} ∩ [ti − δ1, ti + δ1] = ∅, so, for 0 < h < δ1,
we have∥∥N(x, y)(ti)−N(x, y)(ti − h)

∥∥
≤
( ti∫
ti−h

p(s)ψ(q1 + q2) ds,

ti∫
ti−h

p(s)ψ(q1 + q2) ds
)
−→

(
0
0

)
as h→ 0.

3. If τ2 = t+i , we consider δ2 > 0 such that {tk, k ̸= i} ∩ [ti − δ2, ti + δ2] = ∅, so, for 0 < h < δ2,
we have∥∥N(x, y)(ti + h)−N(x, y)(ti)

∥∥
≤
( ti+h∫

ti

p(s)ψ(q1 + q2) ds,

ti+h∫
ti

p(s)ψ(q1 + q2) ds

)
−→

(
0
0

)
as h→ 0.

So by Steps 1, 2 and 3, and by Arzelà-Ascoli’s theorem, N is completely continuous.

Step 4. A Priori Estimates.
Let (x, y) ∈ PC(J,R) × PC(J,R) such that (x, y) = λN(x, y), and 0 < λ < 1. Then for all

t ∈ [0, t1], we have

x(t) = λx0 + λ

t∫
0

f1(s, x(s), y(s)) ds,

y(t) = λy0 + λ

t∫
0

f2(s, x(s), y(s)) ds,

and so,

∥(x, y)(t)∥≤
(
∥x0∥+

t∫
0

p(s)ψ
(
∥x(s)∥+∥y(s)∥

)
ds, ∥y0∥+

t∫
0

p(s)ψ
(
∥x(s)∥+∥y(s)∥

)
ds

)
, t∈ [0, t1].

Consider the map ϑ = (ϑ1, ϑ2) such that

ϑ1(t) = ∥x0∥+
t∫

0

p(s)ψ
(
∥x(s)∥+ ∥y(s)∥

)
ds, t ∈ [0, t1],

ϑ2(t) = ∥y0∥+
t∫

0

p(s)ψ
(
∥x(s)∥+ ∥y(s)∥

)
ds, t ∈ [0, t1].
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Then we have
ϑ(0) =

(
∥x0∥, ∥y0∥

)
, ∥(x, y)(t)∥ ≤ ϑ(t), t ∈ [0, t1],

and
ϑ̇i(t) = p(t)ψ

(
∥x(s)∥+ ∥y(t)∥

)
, ∀ i = 1, 2, t ∈ [0, t1].

As ψ is a nondecreasing map, we have

ϑ̇i(t) ≤ p(t)ψ(ϑi(t)), ∀ i = 1, 2, t ∈ [0, t1],

which implies that for every t ∈ [0, t1],

ϑi(t)∫
ϑi(0)

du

ψ(u)
≤

t1∫
0

p(s) ds, ∀ i = 1, 2.

The map Γi,0(z) =
z∫

ϑi(0)

du
ψ(u) , i = 1, 2, is continuous and increasing. Then Γ−1

i,0 exists and is increasing,

and we get

ϑi(t) ≤ Γ−1
i,0

( t1∫
0

p(s) ds

)
:=Mi,0, i = 1, 2.

As for all t ∈ [0, t1], ∥(x, y)(t)∥ ≤ ϑ(t), and so,

sup
t∈[0,t1]

∥(x, y)(t)∥ ≤
(
M1,0

M2,0

)
.

Now, for t ∈ (t1, t2], we have

∥x(t+1 )∥ ≤ ∥I1,1(x(t1), y(t1))∥+ ∥x(t1)∥ ≤ sup
(x,y)∈Bq

∥I1,1(x, y)∥+M1,0 := N1,

∥y(t+1 )∥ ≤ ∥I2,1(x(t1), y(t1))∥+ ∥y(t1)∥ ≤ sup
(x,y)∈Bq

∥I2,1(x, y)∥+M2,0 := N2,

where

q =

(
M1,0

M2,0

)
,

y(t) = λ
(
x(t1) + I1,1(x(t1), y(t1))

)
+ λ

t∫
t1

f1(s, x(s), y(s)) ds,

y(t) = λ
(
y(t1) + I2,1(x(t1), y(t1))

)
+ λ

t∫
t1

f2(s, x(s), y(s)) ds.

Then

∥x(t)∥ ≤ N1 +

t∫
t1

p(s)ψ
(
∥x(s)∥+ ∥y(s)∥

)
ds, t ∈ [t1, t2],

∥y(t)∥ ≤ N2 +

t∫
t1

p(s)ψ
(
∥x(s)∥+ ∥y(s)∥

)
ds, t ∈ [t1, t2].
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Consider the map W = (W1,W2) such that

W1(t) = N1 +

t∫
t1

p(s)ψ
(
∥x(s)∥+ ∥y(s)∥

)
ds, t ∈ [t1, t2],

W2(t) = N2 +

t∫
t1

p(s)ψ
(
∥x(s)∥+ ∥y(s)∥

)
ds, t ∈ [t1, t2].

So,
W (t+1 ) = (N1, N2), ∥(x, y)(t)∥ ≤W (t), t ∈ [t1, t2],

and
Ẇi(t) = p(t)ψ

(
∥x(s)∥+ ∥y(t)∥

)
, ∀ i = 1, 2, t ∈ [t1, t2].

Since ψ is nondecreasing, we get

Ẇi(t) ≤ p(t)ψ(Wi(t)), ∀ i = 1, 2, t ∈ [t1, t2],

what implies that for every t ∈ [t1, t2], we have

Wi(t)∫
Wi(t

+
1 )

du

ψ(u)
≤

t2∫
t1

p(s) ds, i = 1, 2.

If we consider the map Γi,1(z) =
z∫

Wi(t
+
1 )

du
ψ(u) , i = 1, 2, we get

Wi(t) ≤ Γ−1
i,1

( t2∫
t1

p(s) ds

)
:=Mi,1, i = 1, 2.

For all t ∈ [t1, t2],

∥(x, y)(t)∥ =

(
∥x(t)∥
∥y(t)∥

)
≤
(
W1(t)
W2(t)

)
,

so,
sup

t∈[t1,t2]

∥(x, y)(t)∥ ≤
(
M1,1

M2,1

)
).

We continue this process to the interval (tm, 1], and (x, y)|(tm,1] is the solution of the problem (x, y) =
λN(x, y) for 0 < λ < 1. There exists Mi,m, i = 1, 2, such that

sup
t∈[tm,b]

∥(x, y)(t)∥ ≤ Γ−1
i,m

( b∫
tm

p(s) ds

)
:=Mi,m.

As we choose (x, y) arbitrarily, for all solution of problem (4.1) we have

∥(x, y)∥ ≤

 max
k=0,1,...,m

(M1,k)

max
k=0,1,...,m

(M2,k)

 :=

(
b∗1
b∗2

)
.

Thus, the set
K =

{
(x, y) ∈ PC × PC : (x, y) = λN(x, y), λ ∈ (0, 1)

}
.

Since N : PC × PC → PC × PC is completely continuous and the set K is bounded, from Theorem
2.4, N has a fixed point (x, y) ∈ PC × PC which is the solution of problem (4.1).
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Theorem 4.3. Suppose that the conditions of Theorem 4.2 hold. Then the set of all solutions of
problem (4.1) is nonempty, compact, Rδ, and acyclic. Moreover, the solution operator S is u.s.c.,
where

S : R× R −→ Pcp(PC × PC),

(x0, y0) −→ S(x0, y0),

S(x0, y0)=
{
(x, y)∈PC×PC : (x, y) is a solution of problem (4.1) with (x(0), y(0))=(x0, y0)

}
.

Proof.

• The solution set is compact.

Let (a, b) ∈ R× R,

S(a, b)=
{
(x, y)∈PC×PC : (x, y) is a solution of problem (4.1) with (x(0), y(0))=(a, b)

}
.

1. S(a, b) is a closed set.
Let (xq, yq)q be a sequence in S(a, b) such that

lim
q→∞

(xq, yq) = (x, y).

Let

Z1(t) = a+

t∫
0

f1(s, x(s), y(s)) ds+
∑

0<tk<t

I1,k(x(tk), y(tk)), t ∈ [0, 1],

Z2(t) = b+

t∫
0

f2(s, x(s), y(s)) ds+
∑

0<tk<t

I2,k(x(tk), y(tk)), t ∈ [0, 1].

For t ∈ [0, 1], we have

∥xq(t)− Z1(t)∥

≤
t∫

0

∥∥f1(s, xq(s), yq(s))− f1(s, x(s), y(s))
∥∥ ds+ ∑

0<tk<t

∥∥I1,k(xq(tk), yq(t))− I1,k(x(tk), y(tk))
∥∥

≤
1∫

0

∥∥f1(s, xq(s), yq(s))− f1(s, x(s), y(s))
∥∥ ds+ m∑

k=1

∥∥I1,k(xq(tk), yq(t))− I1,k(x(tk), y(tk))
∥∥.

By the Lebesgue dominated convergence theorem, we have

∥xq(t)− Z1(t)∥ −→ 0 as q → ∞.

Similarly,
∥yq(t)− Z2(t)∥ −→ 0 as q → ∞.

So, lim
q→∞

(xq, yq) = (x, y) = (Z1, Z2) ∈ S(a, b).

2. S(a, b) is bounded uniformly.
Let (x, y) ∈ S(a, b); then (x, y) is a solution of problem (4.1) and hence, ∃ b∗ > 0 such that

∥(x, y)∥ ≤ (b∗, b∗).

3. S(a, b) is equicontinuous.
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Let r1, r2 ∈ [0, 1], r1 < r2 and (x, y) ∈ S(a, b). Then

∥(x, y)(r1)− (x, y)(r2)∥ ≤
( r2∫
r1

∥f1(s, x(s), y(s))∥ ds+
∑

r1<tk<r2

∥I1,k(x(t), y(t))∥,

r2∫
r1

∥f2(s, x(s), y(s))∥ ds+
∑

r1<tk<r2

∥I2,k(x(t), y(t))∥
)

and

r2∫
r1

∥f1(s, x(s), y(s))∥ ds+
∑

r1<tk<r2

∥I1,k(x(t), y(t))∥

≤
r2∫
r1

p(s)ψ
(
∥x(s)∥+ ∥y(s)∥

)
ds+

∑
r1<tk<r2

sup
(x,y)∈Bb∗

∥I1,k(x, y)∥

≤
r2∫
r1

p(s)ψ(b∗1 + b∗2) ds+
∑

r1<tk<r2

sup
(x,y)∈Bb∗

∥I1,k(x, y)∥ −→ 0 as r1 → r2.

Then S(a, b) is compact.

• The solution set S(a, b) is Rδ.

Let N : PC × PC −→ PC × PC be defined by

N(x, y)(t) =

(
a+

t∫
0

f1(s, x(s), y(s)) ds+
∑

0<tk<t

I1,k(x(tk), y(tk)),

b+

t∫
0

f2(s, x(s), y(s)) ds+
∑

0<tk<t

I2,k(x(tk), y(tk))

)
, t ∈ J.

Then FixN = S(a, b), and by Step 4 of the proof of Theorem 4.2, ∃ b∗ > 0 such that

∥(x, y)∥ ≤ (b∗, b∗), ∀ (x, y) ∈ S(a, b).

For i = 1, 2, we define

f̃i(t, y(t)) =


fi(t, x(t), y(t)), if ∥(x, y)(t)∥ ≤ (b∗, b∗),

fi

(
t,
b∗x(t)

∥x(t)∥
,
b∗y(t)

∥y(t)∥

)
, if ∥(x, y)(t)∥PC×PC ≥ (b∗, b∗)

and

Ĩi,k(x(t), y(t)) =


Ii,k(x(t), y(t)) if ∥(x, y)(t)∥ ≤ (b∗, b∗),

Ii,k

( b∗1x(t)
∥x(t)∥

,
b∗2y(t)

∥y(t)∥

)
if ∥(x, y)(t)∥ ≥ (b∗, b∗).

Since the functions fi, i = 1, 2, are L1-Carathéodory, f̃ i are also L1-Carathéodory, and ∃h ∈ L1(J,R+)
such that

∥f̃i(t, x, y)∥ ≤ h(t), ∀i = 1, 2, a.e. t ∈ J, and (x, y) ∈ R× R. (4.5)
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Consider the problem 

ẋ(t) = f̃1(t, x(t), y(t)), t ∈ [0, 1],

ẏ(t) = f̃2(t, x(t), y(t)), t ∈ [0, 1],

x(t+k )− x(t−k ) = Ĩ1,k(x(tk), y(t
−
k )), k = 1, 2, . . . ,m,

y(t+k )− y(t−k ) = Ĩ2,k(x(tk), y(t
−
k )), k = 1, 2, . . . ,m,

x(0) = a, y(0) = b.

We can easily prove that FixN = Fix Ñ , where Ñ : PC × PC → PC × PC is defined by

Ñ(x, y)(t) =

(
a+

t∫
0

f̃i(s, x(s), y(s)) ds+
∑

0<tk<t

Ĩ1,k(x(tk), y(tk)),

b+

t∫
0

f̃2(s, x(s), y(s)) ds+
∑

0<tk<t

Ĩ2,k(x(tk), y(tk))), t ∈ J.

By inequalities (4.5) and the continuity of Ii,k, i = 1, 2, we get

∥Ñ(x, y)∥ ≤
(
∥a∥+ ∥h∥L1 +

m∑
k=1

sup
(x,y)∈B∗

b

∥I1,k(x, y)∥,

∥b∥+ ∥h∥L1 +

m∑
k=1

sup
(x,y)∈B∗

b

∥I2,k(x, y)∥
)

:= (r1, r2) = r.

Then Ñ is bounded uniformly.
We can easily prove that the function M defined by M(x, y) = (x, y) − Ñ(x, y) is well defined,

and since Ñ is compact, by the Lasota–Yorke theorem (Theorem 2.7), it is easy to prove that the
conditions of Theorem 2.8 are satisfied. Then the set M−1(0) = Fix Ñ = S(a, b) is the Rδ-set and,
by Lemma 2.7, it is also acyclic.

• The solution operator is u.s.c.

1. S has a closed graph.
To see this, first we note that the graph of S is the set

GS =
{
((a, b), (x, y)) ∈ (R× R)× (PC × PC) : (x, y) ∈ S(a, b)

}
.

Let ((aq, bq), (xq, yq))q be a sequence in GS , and let ((aq, bq), (xq, yq))q → ((a, b), (x, y)) as q → ∞.
Since (xq, yq) ∈ S(aq, bq), we have

xq(t) = aq +

t∫
0

f1(s, xq(s), yq(s)) ds+
∑

0<tk<t

I1,k(xq(s), yq(tk)), t ∈ J,

yq(t) = bq +

t∫
0

f2(s, xq(s), yq(s)) ds+
∑

0<tk<t

I2,k(xq(s), yq(tk)), t ∈ J.

Let

Z(t) = (Z1(t), Z2(t)) =

(
a+

t∫
0

f1(s, x(s), y(s)) ds+
∑

0<tk<t

I1,k(x(s), y(tk)),

b+

t∫
0

f2(s, x(s), y(s)) ds+
∑

0<tk<t

I2,k(x(s), y(tk))

)
, t ∈ J.
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Let t ∈ J , then

∥(xq, yq)(t)− Z(t)∥

≤
(
∥aq−a∥+

b∫
0

∥∥f1(s, xq(s), yq(s))−f1(s, x(s), y(s))∥∥ ds+ m∑
k=1

∥∥I1,k(xq(t), yq(t))−I1,k(x(t), y(t))∥∥,
∥bq − b∥+

b∫
0

∥∥f2(s, xq(s), yq(s))− f2(s, x(s), y(s))
∥∥ ds+ m∑

k=1

∥∥I2,k(xq(t), yq(t))− I2,k(x(t), y(t))
∥∥)

and, by the Lebesgue dominated convergence theorem, we have

∥(xq, yq)(t)− Z(t)∥ −→ 0 as q → ∞.

Then
(x, y)(t) = Z(t),

which implies that (x, y) ∈ S(a, b).

2. S transforms every bounded set into a relatively compact set.
Let r =

(
r1
r2

)
> 0 and Br := {(x, y) ∈ PC × PC : ∥(x, y)∥ ≤ r}.

(a) S(Br) is bounded uniformly.

Let (x, y) ∈ S(Br), then there exists (a, b) ∈ Br such that

x(t) = a+

t∫
0

f1(s, x(s), y(s)) ds+
∑

0<tk<t

I1,k(x(tk), y(tk)), t ∈ J,

y(t) = b+

t∫
0

f2(s, x(s), y(s)) ds+
∑

0<tk<t

I2,k(x(tk), y(tk)), t ∈ J.

By the same method detailed in Step 4 of the proof of Theorem 4.2, we find that there exists b∗ > 0
such that

∥(x, y)∥PC×PC ≤ (b∗, b∗).

(b) S(Br)is an equicontinuous set.

Let τ1, τ2 ∈ J , τ1 < τ2, and (x, y) ∈ S(Br). Then

∥(x, y)(τ2)− (x, y)(τ1)∥

≤
( τ2∫
τ1

∥f1(s, x(s), y(s))∥ ds+
∑

τ1<tk<τ2

∥I1,k(x(tk), y(tk))∥,

τ2∫
τ1

∥f2(s, x(s), y(s))∥ ds+
∑

τ1<tk<τ2

∥I2,k(x(tk), y(tk))∥
)

≤
( τ2∫
τ1

p(s)ψ(∥x(s)∥+ ∥y(s)∥) ds+
∑

τ1<tk<τ2

∥I1,k(x(tk), y(tk))∥,

τ2∫
τ1

p(s)ψ(∥x(s)∥+ ∥y(s)∥) ds+
∑

τ1<tk<τ2

∥I2,k(x(tk), y(tk))∥
)



Existence and Solution Sets for Systems of Impulsive Differential Inclusions 29

≤
( τ2∫
τ1

p(s)ψ(b∗1 + b∗2) ds+
∑

τ1<tk<τ2

sup
(x,y)∈Bb∗

∥I1,k(x, y)∥,

τ2∫
τ1

p(s)ψ(b∗1 + b∗2) ds+
∑

τ1<tk<τ2

sup
(x,y)∈Bb∗

∥I2,k(x, y)∥
)

−→ 0 as τ1 → τ2.

Thus the set S(Br) is compact.
The operator S is locally compact and has a closed graph, so, S is u.s.c.

Theorem 4.4. Assume that the conditions of Theorem 3.1 hold, where F1, F2 : J×R×R → Pcp,cv(R)
are Carathédory, u.s.c. and mLL-sectionnable. Then the set of all solutions of problem (1.1) is
contractible.

Proof. Let f i ∈ SFi
be a locally Lipschitzian measurable selection of Fi, i = 1, 2. Let us consider the

problem 

x′(t) = f1(t, x(t), y(t)), a.e. t ∈ J,

y′(t) = f2(t, x(t), y(t)), a.e. t ∈ J,

x(t+k )− x(t−k ) = I1k(x(tk), y(tk)), k = 1, . . . ,m,

y(t+k )− y(t−k ) = I2k(x(tk), y(tk)), k = 1, . . . ,m,

x(0) = x0, y(0) = y0.

(4.6)

By Theorem 4.1, problem (4.6) has a unique solution.
Consider a homotopy function h : S(x0, y0)× [0, 1] → S(x0, y0) defined by

h((x, y), α)(t) =

{
(x, y)(t) if 0 ≤ t ≤ α,

(x∗, y∗)(t) if α < t ≤ 1,

where (x∗, y∗) is the solution of problem (4.6), and S(x0, y0) is the set of all solutions of problem (1.1).
In particular

h((x, y), α) =

{
(x, y), if α = 1,

(x∗, y∗), if α = 0.

Thus to prove that S(x0, y0) is contractible, it is enough to show that the homotopy h is continuous.
Let ((xn, yn), αn) ∈ S(x0, y0)× [0, 1] be such that ((xn, yn), αn) → ((x, y), α) as n→ ∞. We have

h((xn, yn), αn)(t) =

{
(xn, yn)(t) if 0 ≤ t ≤ αn,

(x∗, y∗)(t) if αn < t ≤ 1.

(a) If lim
n→∞

αn = 0, then
h((x, y), 0)(t) = (x∗, y∗)(t) for all t ∈ J.

Thus ∥∥h((xn, yn), αn)− h((x, y), α)
∥∥
∞ ≤ ∥(xn, yn)− (x∗, y∗)∥[0,αn] −→ 0 as n→ ∞.

(b) If lim
n→∞

αn = 1, then
h((x, y), 1)(t) = (x, y)(t) for all t ∈ J.

Thus ∥∥h((xn, yn), αn)− h((x, y), α)
∥∥
∞ ≤ ∥(xn, yn)− (x, y)∥[0,αn] −→ 0 as n→ ∞.

(c) If 0 < limn→∞ αn = α < 1, then we distinguish the following two cases.
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(1) If t ∈ [0, α], we have (xn, yn) ∈ S(x0, y0), thus there exists (v1n, v2n) ∈ SF1 ×SF2 such that for
all t ∈ [0, αn],

xn(t) = x0 +

t∫
0

v1n(s) ds+
∑

0<tk<t

I1,k(xn(tk), yn(tk)),

yn(t) = y0 +

t∫
0

v2n(s) ds+
∑

0<tk<t

I2,k(xn(tk), yn(tk)).

By Step 5 of the proof of Theorem 3.1, we have

∥(xn, yn)∥PC×PC ≤ b∗ =

(
b∗1
b∗2

)
,

and, by hypothesis, we get

∥(v1n, v2n)(t)∥ ≤ p(t)ψ(b∗1 + b∗2)

(
1
1

)
for all n ∈ N =⇒ (v1n, v2n)(t) ∈ p(t)ψ(b∗1 + b∗2)B(0, 1).

The sequences {v1n( · ), v2n( · )}n∈N are integrably bounded. By the Dunford–Pettis theorem [52],
there are subsequences, still denoted by (v1n)n∈N, (v2n)n∈N which converge weakly to elements v1( · ) ∈
L1 and v2( · ) ∈ L1, respectively. Mazur’s Lemma implies the existence of αni ≥ 0, i = n, . . . , k(n), such

that
k(n)∑
i=1

αni = 1 and the sequence of convex combinations gin( · ) =
k(n)∑
j=1

αnj vij( · ), i = 1, 2, converges

strongly to vi in L1. Since F1 and F2 take convex values, using Lemma 2.6, we obtain

vi(t) ∈
∩
n≥1

{gin(t)}, a.e. t ∈ J,

⊂
∩
n≥1

co
{
vik(t), k ≥ n

}
⊂
∩
n≥1

co
{ ∪
k≥n

Fi(t, xk(t), yk(t))
}

= co
(

lim sup
k→∞

Fi(t, xk(t), yk(t))
)
.

(4.7)

Since F is u.s.c. with compact values, by Lemma 2.5, we have

lim sup
n→∞

Fi(t, xn(t), yn(t)) ⊆ Fi(t, x(t), y(t)) for a.e. t ∈ [0, α].

This, together with (4.7), imply that

vi(t) ∈ co Fi(t, x(t), y(t)), i = 1, 2.

Hence, for every t ∈ [0, α],

x(t) = x0 +

t∫
0

v1(s) ds+
∑

0<tk<t

I1,k(x(tk), y(tk))

and

y(t) = y0 +

t∫
0

v2(s) ds+
∑

0<tk<t

I2,k(x(tk), y(tk)).

(2) If t ∈ ]αn, 1], then

h((xn, yn), αn)(t) = h((x, y), α)(t) = (x∗, y∗)(t).

Thus ∥∥h((xn, yn), αn)− h((x, y), α)
∥∥→ 0 as n→ ∞.

Hence, h is continuous, so, the set S(x0, y0) is contractible.
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Theorem 4.5. Suppose the conditions of Theorem 3.1 hold, and F1, F2 : J ×R×R → Pcp,cv(R×R)
are Carathéodory, u.s.c. and σ-Ca-selectionnable. Then the set of all solutions of problem (1.1) is
Rδ-contractible and acyclic.

Proof. Let f i ∈ SFi
be a Carathéodory selection of Fi, i = 1, 2. Consider the homotopy multifunction

Π : S(x0, y0)× [0, 1] → P(S(x0, y0)) defined by

Π((x, y), α) =

{
S(x0, y0)(t) if 0 ≤ t ≤ α,

S(f, α, (x, y)) if α < t ≤ 1,

where

• S(x0, y0) is the set of all solutions of problem (1.1);

• S(f, α, (x, y)) is the set of all solutions of the problem

z′1(t) = f1(t, z1(t), z2(t)), a.e. t ∈ [α, 1],

z′2(t) = f2(t, z1(t), z2(t)), a.e. t ∈ [α, 1],

z1(t
+
k )− z1(t

−
k ) = I1,k(z1(tk), z2(tk)), k = 1, . . . ,m,

z2(t
+
k )− z2(t

−
k ) = I2,k(z1(tk), z2(tk)), k = 1, . . . ,m,

z1(α) = x(α), z2(α) = y(α).

(4.8)

By the definition of Π, for all (x, y) ∈ S(x0, y0), (x, y) ∈ Π((x, y), 1) and Π((x, y), 0) = S(f, 0, (x, y)),
which is an Rδ-set by Theorem 4.3.

It remains to show that Π is u.s.c. and Π((x, y), α) is an Rδ-set for all ((x, y), α) ∈ S(x0, y0)×[0, 1].
The proof is given by the following steps.
Step 1. Π is locally compact.

(a) The multifunction S̃ : [0, 1]× R× R → P(PC(J,R)× PC(J,R)) defined by

S̃
(
t̃, (x̃, ỹ)

)
= S

(
f, t̃, (x̃, ỹ)

)
is u.s.c. where S(f, t̃, (x̃, ỹ)) is the set of all solutions of the problem

z′1(t) = f1(t, z1(t), z2(t)), a.e. t ∈ [t̃, 1],

z′2(t) = f2(t, z1(t), z2(t)), a.e. t ∈ [t̃, 1],

z1(t
+
k )− z1(t

−
k ) = I1,k(z1(tk), z2(tk)), k = 1, . . . ,m,

z2(t
+
k )− z2(t

−
k ) = I2,k(z1(tk), z2(tk)), k = 1, . . . ,m,

z1(t̃) = x̃, z2(t̃) = ỹ.

(4.9)

Assume the opposite, i.e., S̃ is not u.s.c. Then for some point (t̃, (x̃, ỹ)), there is an open neighborhood
U of S̃(t̃, (x̃, ỹ)) in PC([0, 1],R) × PC([0, 1],R) such that for any open neighborhood V of (t̃, (x̃, ỹ))
in [0, 1]× R× R, there exists (t̃1, (x̃1, ỹ1)) ∈ V such that S̃(t̃1, (x̃1, ỹ1)) ̸⊂ U .

Let

Vn =


(t, (x, y)) ∈ [0, 1]× R× R : d

(
(t, (x, y)), (t̃, (x̃, ỹ))

)
<



1

n

1

n

1

n




, n ∈ N,

where d is the generalized metric of the space [0, 1] × (R × R). Then for each n ∈ N we take
(tn, (xn, yn)) ∈ Vn and (xn, yn) ∈ S̃(tn, (xn, yn)) such that (xn, yn) /∈ U . We define the functions

Gt̃,(x̃,ỹ), Ft̃,(x̃,ỹ) : PC([0, 1],R)× PC([0, 1],R) −→ PC([0, 1],R)× PC([0, 1],R)
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by

Ft̃,(x̃,ỹ)(x, y)(t) =

(
x̃+

t∫
t̃

f1(s, (x(s), y(s))) ds+
∑

t̃<tk<t

I1k(x(tk), y(tk)),

ỹ +

t∫
t̃

f2(s, (x(s), y(s))) ds+
∑

t̃<tk<t

I2k(x(tk), y(tk))

)
, t ∈ [t̃, 1],

Gt̃,(x̃,ỹ)(x, y) = (x, y)− Ft̃,(x̃,ỹ)(x, y) for t ∈ [0, 1], (x, y) ∈ PC(J,R)× PC(J,R).

Then for (x, y) ∈ PC(J,R)× PC(J,R), t, t̃ ∈ [0, 1], and (x̃, ỹ) ∈ R× R, we have

Ft̃,(x̃,ỹ)(x, y)(t) = (x̃, ỹ)− F0,(x̃,ỹ)(x, y)(t̃) + F0,(x̃,ỹ)(x, y)(t).

Consequently,
Gt̃,(x̃,ỹ)(x, y)(t) = −(x̃, ỹ) + F0,(x̃,ỹ)(x, y)(t) +G0,(x̃,ỹ)(x, y)(t).

Then, we obtain
S̃(t̃, (x̃, ỹ)) = G−1

t̃,(x̃,ỹ)
(0) for all (t̃, (x̃, ỹ)) ∈ [0, 1]× R× R.

Since Ft̃,(x̃,ỹ) is compact (see the proof of Theorem 4.3), Gt̃,(x̃,ỹ) is proper. And as (xn, yn) ∈
S̃(tn, (xn, yn)), we have

xn(t) = xn(tn) +

t∫
tn

f1(s, xn(s), yn(s)) ds+
∑

tn<tk<t

I1,k(xn(tk), yn(tk)), t ∈ [tn, 1],

yn(t) = yn(tn) +

t∫
tn

f2(s, xn(s), yn(s)) ds+
∑

tn<tk<t

I2,k(xn(tk), yn(tk)), t ∈ [tn, 1],

which in turn gives

0 = Gtn,(xn,yn)(xn, yn)(t) = −(xn, yn)(tn) + F0,(xn,yn)(xn, yn)(tn) +G0,(xn,yn)(xn, yn)(t)

and
Gt̃,(x̃,ỹ)(xn, yn)(t) = −(x̃, ỹ) + F0,(x̃,ỹ)(xn, yn)(t̃) +G0,(x̃,ỹ)(xn, yn)(t).

Then∥∥Gt̃,(x̃,ỹ)(xn, yn)(t)−Gtn,(xn,yn)(xn, yn)(t)
∥∥ =

∥∥Gt̃,(x̃,ỹ)(xn, yn)(t)∥∥
=
∥∥− (x̃, ỹ) + (xn, yn)(tn) + F0,(x̃,ỹ)(xn, yn)(t̃)− F0,(xn,yn)(xn, yn)(tn)

∥∥ =

∥∥∥∥(αβ
)∥∥∥∥ =

(
∥α∥
∥β∥

)
,

where

α = −x̃+ xn(tn) +

(
x̃+

t̃∫
0

f1(s, xn(s), yn(s)) ds+
∑

0<tk<t̃

I1,k(xn(tk), yn(tk))

)

−
(
xn(tn) +

tn∫
0

f1(s, xn(s), yn(s)) ds+
∑

0<tk<tn

I1,k(xn(tk), yn(tk))

)
.
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Therefore,

∥α∥ ≤
t̃∫

tn

∥f1(s, xn(s), yn(s))∥ ds+
∑

tn<tk<t̃

∥I1,k(xn(tk), yn(tk))∥

≤
t̃∫

tn

p(s)ψ(b∗1 + b∗2) ds+
∑

tn<tk<t̃

∥I1,k(xn(tk), yn(tk))∥.

Similarly,

β = −ỹ + yn(tn) +

(
ỹ +

t̃∫
0

f2(s, xn(s), yn(s)) ds+
∑

0<tk<t̃

I2,k(xn(tk), yn(tk))

)

−
(
yn(tn) +

tn∫
0

f2(s, xn(s), yn(s)) ds+
∑

0<tk<tn

I2,k(xn(tk), yn(tk))

)
,

∥β∥ ≤
t̃∫

tn

p(s)ψ(b∗1 + b∗2) ds+
∑

tn<tk<t̃

∥I2,k(xn(tk), yn(tk))∥.

Now,
lim
n→∞

(xn, yn) = (x̃, ỹ) and lim
n→∞

tn = t̃

imply that
lim
n→∞

Gt̃,(x̃,ỹ)(xn, yn) = 0.

Then the set A = {Gt̃,(x̃,ỹ)(xn, yn)} is compact, thus G−1

t̃,(x̃,ỹ)
(A) is also compact. It is clear that

{(xn, yn)} ⊂ A. As lim
n→∞

(xn, yn) = (x̃, ỹ), it follows (x̃, ỹ) ∈ S̃(t̃, (x̃, ỹ)) ⊂ U , so we have a contradic-
tion to the hypothesis (xn, yn) ̸∈ U for every n.

(b) Π is locally compact.

For r =
(
r1
r2

)
> 0, consider the set

B × I =
{
((x, y), α) ∈ S(x0, y0)× [0, 1] : ∥(x, y)∥ ≤ r

}
,

and let {un} ∈ Π(B × I). Then there exists ((xn, yn), αn) ∈ B × I such that

un(t) =

{
(xn, yn) if 0 ≤ t ≤ αn,

vn(t) if αn < t ≤ 1, vn ∈ S(f, αn, (xn, yn)).

Since S(x0, y0) is compact, there exists a subsequence of (xn, αn)n which converges to ((x, y), α).
S̃ is u.s.c. implies that for all ε > 0, there exists n0(ε) such that vn(t) ∈ S̃(t, (x, y)) = S(f, α, (x, y))
for all n ≥ n0(ε), and by the compactness of S(f, α, (x, y)), it is concluded that there is a subsequence
of {vn} which converges towards v ∈ S(f, α, (x, y)). Hence Π is locally compact.

Step 2. Π has a closed graph.
Let ((xn, yn), αn) → ((x∗, y∗), α), hn ∈ Π(xn, yn, αn) and hn → h∗ as n → +∞. We are go-

ing to prove that h∗ ∈ Π((x∗, y∗), α). Now, hn ∈ Π((xn, yn), αn) implies that there exists zn ∈
S(f i, αn, (xn, yn)) such that for all t ∈ J ,

hn(t) =

{
(xn, yn) if 0 ≤ t ≤ αn,

zn(t) if αn < t ≤ 1.
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Therefore, it is enough to prove that there exists z∗ ∈ S(f i, α, (x∗, y∗)) such that for all t ∈ J ,

h∗(t) =

{
(x∗, y∗) if 0 ≤ t ≤ α,

z∗(t) if α < t ≤ 1.

It is clear that (αn, (xn, yn)) → (α, (x∗, y∗)) as n → ∞, and it can easily be proved that there exists
a subsequence of {zn} which converges to z∗. So, we can handle the cases α = 0 and α = 1 as we did
in the proof of Theorem 4.4, and we obtain finally that z∗ ∈ S(f, α, (x∗, y∗)).

Step 3. Π((x, y), α) is an Rδ-set for all ((x, y), α) ∈ S(x0, y0)× [0, 1].
Since F is σ-Ca-selectionnable, there is a decreasing sequence of multifunctions Fk : [0, b]×R×R →

Pcp,cv(R× R), k ∈ N, which admit Carathéodory selections and

Fk+1(t, u) ⊂ Fk(t, u) for all t ∈ [0, 1], u ∈ R× R,

and
F (t, u) =

∞∩
k=0

Fk(t, u), u ∈ R× R.

Then
Π((x, y), α) =

∞∩
k=0

S(Fk, (x, y)).

By Theorem 4.3, the sets Π((x, y), α) and S(Fk, (x, y)) are compact. Furthermore, by Theorem 4.4,
the set S(Fk, (x, y)) is contractible. Thus, Π((x, y), α) is an Rδ-set.

Lemma 4.1. Suppose that the multifunction F : J × R × R → Pcp,cv(R) is Carathéodory and u.s.c.
of the type of Scorza–Dragoni. Then the set of all solutions of problem (1.1) is Rδ-contractible.

Proof. By Theorem 2.6, we have that F is σ-Ca-selectionnable. Thus we have the same conditions of
the last theorem.

5 Summary/Conclusion
In this paper, we investigate the existence of a solution for the system of differential inclusions under
various assumptions on the multi-valued right-hand side nonlinearity. Also, we have studied some
properties of solution sets of those results, such as topological properties (compactness), acyclicity
properties, geometric topological properties, Rδ, etc. Theorem 4.3 is a major result entailing some of
the topological properties, while Section 4 is devoted to geometric topological properties.
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SOLVABILITY AND NUMERICAL APPROXIMATION
OF THE SHELL EQUATION DERIVED BY THE Γ-CONVERGENCE



Abstract. A mixed boundary value problem for the Lamé equation in a thin layer Ωh = C × [−h, h]
around a surface C with the Lipshitz boundary is investigated. The main goal is to find out what
happens when the thickness of the layer tends to zero, h→ 0. To this end, we reformulate BVP into
an equivalent variational problem and prove that the energy functional has the Γ-limit of the energy
functional on the mid-surface C. The corresponding BVP on C, considered as the Γ-limit of the initial
BVP, is written in terms of Günter’s tangential derivatives on C and represents a new form of the shell
equation. It is shown that the Neumann boundary condition from the initial BVP on the upper and
lower surfaces transforms into the right-hand side of the basic equation of the limit BVP. The finite
element method is established for the obtained BVP.

2010 Mathematics Subject Classification. 35J05, 35J20, 53A05, 80A20.
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ÒÄÆÉÖÌÄ. ÂÀÌÏÊÅËÄÖËÉÀ ËÉ×ÛÉÝÉÓ ÓÀÆÙÅÒÉÀÍÉ C ÆÄÃÀÐÉÒÉÓ ÌÏÌÝÅÄË Ωh = C×[−h, h] ÈáÄË
×ÄÍÀÛÉ ÂÀÍÓÀÆÙÅÒÖËÉ ËÀÌÄÓ ÂÀÍÔÏËÄÁÉÓÈÅÉÓ ÃÀÓÌÖËÉ ÛÄÒÄÖËÉ ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÀ. ÂÀ-
ÌÏÊÅËÄÅÉÓ ÌÈÀÅÀÒÉ ÌÉÆÀÍÉÀ ÃÀÃÂÉÍÃÄÓ ÒÀ áÃÄÁÀ, ÒÏÃÄÓÀÝ ×ÄÍÉÓ h ÓÉÓØÄ ÍÖËÉÓÊÄÍ ÌÉÉÓ-
ßÒÀ×ÅÉÓ, h → 0. ÀÌÉÓÈÅÉÓ, ÜÅÄÍ, ÃÀÓÌÖËÉ ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÀ ÛÄÅÝÅÀËÄÈ ÄØÅÉÅÀËÄÍÔÖÒÉ
ÅÀÒÉÀÝÉÖËÉ ÀÌÏÝÀÍÉÈ ÃÀ ÅÀÜÅÄÍÄÈ, ÒÏÌ ÄÍÄÒÂÉÉÓ ×ÖÍØÝÉÏÍÀËÉ, Γ-ÊÒÄÁÀÃÏÁÉÓ ÀÆÒÉÈ, ÌÉÉÓ-
ßÒÀ×ÅÉÓ C ÛÖÀ ÆÄÃÀÐÉÒÆÄ ÂÀÍÓÀÆÙÅÒÖËÉ ×ÖÍØÝÉÏÍÀËÉÓÊÄÍ. ÀÌ ×ÖÍØÝÉÏÍÀËÉÓ ÛÄÓÀÁÀÌÉÓÉ
ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÀ ÂÀÍÉáÉËÄÁÀ ÒÏÂÏÒÝ ÈÀÅÃÀÐÉÒÅÄËÉ ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÉÓ Γ-ÆÙÅÀÒÉ.
ÉÓ ÜÀßÄÒÉËÉÀ C ÆÄÃÀÐÉÒÆÄ ÂÀÍÓÀÆÙÅÒÖË ÂÉÖÍÔÄÒÉÓ ÌáÄÁ ßÀÒÌÏÄÁÖËÄÁÛÉ ÃÀ ßÀÒÌÏÀÃÂÄÍÓ
ÂÀÒÓÉÓ ÂÀÍÔÏËÄÁÉÓ ÀáÀË ×ÏÒÌÀÓ. ÍÀÜÅÄÍÄÁÉÀ, ÒÏÌ ÈÀÅÃÀÐÉÒÅÄËÉ ÀÌÏÝÀÍÉÓ ÍÄÉÌÀÍÉÓ ÓÀÓÀÆ-
ÙÅÒÏ ÐÉÒÏÁÄÁÉ, ÆÄÃÀ ÃÀ ØÅÄÃÀ ÓÀÆÙÅÀÒÆÄ, ÂÀÒÃÀÉØÌÍÄÁÀ ÆÙÅÒÖËÉ ÂÀÍÔÏËÄÁÉÓ ÌÀÒãÅÄÍÀ
ÌáÀÒÄÃ. ÌÉÙÄÁÖËÉ ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÉÓÈÅÉÓ ÃÀ×ÖÞÍÄÁÖËÉÀ ÓÀÓÒÖË ÄËÄÌÄÍÔÈÀ ÌÄÈÏÃÉ.
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1 Introduction

In the present paper, we study a mixed boundary value problem for the Lamé equation in a thin
layer Ωh := C × [−h, h] of thickness 2h around a smooth mid-hypersurface C ⊂ R3 written in terms
of Günter’s derivatives and the energy functional associated to it. We show that when thickness
of the layer tends to zero, h → 0, the corresponding energy functional, scaled properly, converges
in the Γ-limit sense to some functional defined on mid-surface C of the layer, which corresponds
to the two-dimensional boundary value problem for associated Euler–Lagrange equation in terms of
Günter’s derivatives. The obtained equations together with boundary conditions can be considered
as a boundary value problem defined on a shell model. We employ Galerkin’s method to establish
numerical approximation for solutions of the obtained BVP.

The equations of three-dimensional linearized elasticity have been studied mostly in Cartesian
coordinates. The linear shell theory justified in the present paper is based on the natural curvilinear
coordinates, defined on the mid-surface C extended by the normal vector field of this surface, which
“follow the geometry” of the shell in a most natural way. Accordingly, the purpose of the present
preliminary section is to provide a thorough derivation and a mathematical treatment of the equations
of linearized three-dimensional elasticity in terms of special curvilinear coordinates.

Let C ⊂ R3 be an open surface with the boundary Γ = ∂C in the Euclidean space R3, represented
by a single coordinate function θ : ω → C (the case of multiple coordinate function is similar and we
skip this case for the simplicity). Let ν(X) = (ν1(X), ν2(X), ν3(X))

⊤, X ∈ C, be the normal vector field
on C and ν(x) = (N1(x),N2(x),N3(x))

⊤ be its extension in the neighbourhood UC of the surface C.
It is known that such extension is unique under the assumption that the extension, as the field on
the surface itself, is a gradient vector field ∂jNk = ∂kNj for all j, k = 1, 2, 3 and is called the proper
extension (see [6] for details).

The 3-tuple of tangential vector fields to the surface g1 := ∂1Θ,g2 := ∂2Θ (the covariant basis)
together with the proper extension g3 := N of normal vector field ν from the surface C into the
neighborhood Ωh depend only on the variable x′ ∈ C and constitute a basis in Ωh. That means

that an arbitrary vector field U =
3∑

j=1

Ujej can also be represented with this basis in “curvilinear

coordinates”. Along with the covariant basis, the use is made of the contravariant basis g1, g2

which is the bi-orthogonal system to the covariant basis ⟨gj ,gk⟩ = δjk, where δjk denotes Kroneker’s
symbol, j, k = 1, 2 (see, e.g., [3, 4]). In the classical geometry, the covariant {⟨gi,gk⟩}j,k=1,2 and
contravariant {⟨gi,gk⟩}j,k=1,2 metric tensors together with the Christofell symbols Γi

jk := ⟨gi, ∂jgk⟩
are the main tools of the calculus. For example, the covariant derivatives on the surface C are defined

by vi∥j := ∂jvi −
2∑

k=1

Γk
ijvk.

Our calculus on the surface C is based on a different curvilinear system of coordinates than the
covariant and contravariant vector fields used usually by mathematicians and mechanists to derive the
shell equations (see, e.g., P. Ciarlet [3,4]). Moreover, the system of curvilinear coordinates introduced
below is linearly dependent but, surprisingly, many partial differential equations are written in this
system in a simple form, including Laplace–Beltramy and shell equations on a hypersurface (see [5].

From now on, if not stated otherwise, we stick to the following notation: the terms with repeated
indices are implicitly summed from 1 to 3 if indices are Greek (α, β, γ, . . . ) and are summed from 1
to 4 if indices are Latin (j, k, l, . . . ), as shown in the following examples:

aαbα :=

3∑
α=1

aαbα, b2α :=

3∑
α=1

b2α, cjdj :=

4∑
j=1

cjdj , c2j :=

4∑
j=1

c2j .

We consider a deformation of an isotropic layer domain Ωh := C × (−h, h) of thickness 2h around
the mid-surface C which has the nonempty Lipschitz boundary ∂C. The deformation is governed by
the Lamé equation with the classical mixed boundary conditions, Dirichlet conditions on the lateral
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surface Γh
L := ∂C× (−h, h) and Neumann conditions on the upper and lower surfaces Γ± := C×{±h}:

LΩhU(x) = F(x), x ∈ Ωh := C × (−h, h),
U+(t) = G(t), t ∈ Γh

L := ∂C × (−h, h),
(T(X ,∇)U)+(X) = H(X ,±h), (X , t) ∈ Γ± = C × {±h}.

(1.1)

Here U(x) = (U1(x), U2(x), U3(x))
⊤ is the displacement vector, LΩh is the Lamé differential operator

and T(X ,∇) is the traction operator

LΩhU = −µ∆U − (λ+ µ)∇div U,

[T(X ,∇)U]β = λ νβ∂γUγ + µ νγ∂βUγ + µ∂νUβ , β = 1, 2, 3.
(1.2)

The BVP (1.1) we consider in the following weak classical setting:

U ∈ H1(Ωh), F ∈ H̃−1(Ωh), G ∈ H1/2(Γh
L), H( · ,±h) ∈ H−1/2(C). (1.3)

For definitions of Bessel potential spaces Hs, H̃s see, e.g., [8].
Let us consider the following subspace of H1(Ωh):

H̃1(Ωh,Γh
L) :=

{
V ∈ H1(Ωh) : V+(t) = 0 for all t ∈ Γh

L

}
. (1.4)

Theorem 1.1. The BVP (1.1) in the weak classical setting (1.3) has a unique solution.

Proof. The Lamé operator LΩh is strictly positive on the subspace H̃1(Ωh,Γh
L),

⟨LΩhV,V⟩ >M∥V∥2 ∀V ∈ H̃1(Ωh,Γh
L),

and the proof follows easily from the Lax-Milgram Lemma (a similar proof see, e.g., in [7]).

To find what happens with the BVP (1.1), (1.3) as h → 0, we first reformulate this BVP into the
equivalent variational problem: Find the vector U which minimizes the energy functional EΩh(U) (see
(3.4)) under the same constraints (1.3). It is proved that if the weak limits

lim
h→0

F(X , hτ) = F(X), lim
h→0

1

2h

[
H(X ,+h)− H(X ,−h)

]
= H(1)(X), F,H(1) ∈ L2(C),

exist in L2(Ω
h) and L2(C), respectively, then there exists the Γ-limit of the energy functional

lim
h→0

EΩh(U) = E3
C(U) (cf. (4.2)), and the equivalent BVP on the surface C, using Einstein’s con-

vention, is written as follows:
µ
[
∆CUα +DβDαUβ − 2HCνβDαUβ −Dγ(νανβDγUβ)

]
+

4λµ

λ+ 2µ

[
DαDβUβ − 2HCναDβUβ

]
=

1

2
Fα +H(1)

α on C,

Uα(t) = 0 on Γ = ∂C,

α = 1, 2, 3. (1.5)

In (1.5), ν := (ν1, ν2, ν3)
⊤ is the unit normal vector filed on C, HC is the mean curvature of C,

Dα := ∂α − να∂ν , α = 1, 2, 3, are Günter’s tangential derivatives on C (see Section 2) and U :=
(U1(X , 0), U2(X , 0), U3(X , 0))

⊤, X ∈ C, is the trace of the displacement vector field

U(X , t) :=
(
U1(X , t), U2(X , t), U3(X , t)

)⊤
, (X , t) ∈ Ωh := C × (−h, h),

on the mid-surface C (see Theorem 4.3).
The BVP (1.5) represents a new 2D shell equation in terms of Günter’s tangential derivatives on

the mid-surface C.



Solvability and Numerical Approximation of the Shell Equation Derived by the Γ-Convergence 43

2 Auxiliaries
We commence with the definition of a new system of coordinates: the system of 4-vectors

dj := ej −NjN , j = 1, 2, 3, and d4 := N , (2.1)

where e1 = (1, 0, 0)⊤, e2 = (0, 1, 0)⊤, e3 = (0, 0, 1)⊤ is the Cartesian basis in R3; the first 3 vectors
d1, d2, d3 are projections of the Cartesian vectors and are tangential to the surface C, while the last
one d4 = N is orthogonal to it and, thus, to d1, d2, d3. The system is linearly dependent, but full,
and any vector field U = Uαeα in Ωh can be written in the following form:

U = Uαeα = U0
j dj = U0 = U0 + U0

4N , (2.2)
U0 := U − ⟨N ,U⟩N , U0

4 := ⟨N ,U⟩ = NαUα,

and the vector U0 := (U0
1 , U

0
2 , U

0
3 )

⊤ is chosen to be tangential to the surface ⟨N ,U0⟩ = 0.
Since the proper extension depends only on the surface variable N (X , t) = N (X) (see [6]), the

same is true for the entire basis dj(X , t) = dj(X), j = 1, 2, 3, 4.
Note that

N4 := ⟨N ,N⟩ = 1.

Although the system {dj}4j=1 is linearly dependent, the following holds.
In [2, Lemma 1], it is proved that representation (2.2) is unique, that is,

if U0 = U0
j dj = 0, then U0

1 = U0
2 = U0

3 = U0
4 = 0.

Moreover, the scalar product and, consequently, the distance between two vectors in the Cartesian
and new coordinate systems coincide:

⟨U0,V0⟩ = U0
j V

0
j = UαVα = ⟨U,V⟩, ∥U0 − V0∥ = ∥U − V∥

for arbitrary vectors U = (U1, U2, U3)
⊤, V = (V1, V2, V3)

⊤ ∈ R3.
Günter’s derivatives

Dαφ := ∂αφ− να∂νφ, α = 1, 2, 3, (2.3)

represent tangential differential operators on the surface C (orthogonal projections of the coordinate
derivatives ∂1, ∂2, ∂3) and have the extensions

Dαφ := ∂αφ−Nα∂Nφ

in the neighbourhood of the surface C. The system D1, D2, D3 is, obviously, linearly dependent, but
full: any tangential linear differential operator on the surface A(D) is written in the following form:

A(D) = aα(X)∂α = aα(X)Dα, provided aα(x)να(X) ≡ 0, X ∈ C.

In particular,
∂U = Uα∂α = U0

j Dj .

The adjoint operator to Dj , j = 1, 2, 3, is

D∗
jφ = −Djφ+ 2νjHCφ, φ ∈ C1(C),

where
HC(X) :=

1

2
Dανα(X) =

1

2
DαNα(X), X ∈ C, (2.4)

is the mean curvature of the surface C.
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Definition 2.1. For a function φ ∈ W1(Ωh), we define the extended gradient

∇Ωh φ =
{
D1φ,D2φ,D3φ,D4φ

}⊤
, D4φ := ∂Nφ, (2.5)

and, for a vector field U = Uαeα = U0
j dj ∈ W1(Ωh), we define the extended divergence

divΩh U := DjU
0
j + 2HCU

0
4 = −∇∗

ΩhU, (2.6)

where ∇∗
Ωh denotes the formally adjoint operator to the gradient ∇Ωh , HC is the mean curvature (cf.

(2.4)) and
D4U

0
4 := ∂NU

0
4 = ⟨N , ∂NU⟩ = (D4U)04.

Caution: While defining the extended divergence in (2.6), we have to use only the representation
U = U0

j dj (cf. (2.2)), because any other representation differs from the indicated one by the vector
cN , where c(X) is an arbitrary function. Then the extended divergences will differ by the summand
divΩh(c(X)N (X)) = ∂N c(X) + 2c(X)HC(X).

Lemma 2.2. The classical gradient ∇φ := {∂1φ, ∂2φ, ∂3φ}⊤, written in the full system of vectors
{dj}4j=1 in (2.1), coincides with the extended gradient ∇φ = ∇Ωh φ in (2.5).

The classical divergence div U := ∂αUα of a vector field U := Uαeα, written in the full system
(2.1), coincides with the extended divergence div U = divΩh U0 in (2.6).

The gradient and the negative divergence are the adjoint operators, ∇∗
Ωh = −divΩh with respect to

the scalar product induced from the ambient Euclidean space Rn.
In the domain Ωh, the classical Laplace operator

∆Ωhφ(x) := (divΩh ∇Ωh φ)(x) = −
(
∇∗

Ωh(∇Ωhφ)
)
(x), x ∈ Ωh,

written in the full system (2.1), acquires the following form:

∆Ωhφ = D2
jφ+ 2HCD4φ, φ ∈ W2(Ωh).

Proof see in [2, Lemma 2].
The Lamé operator

LU = −µ∆U − (λ+ µ)∇div U = −
[
µδαβ∂

2
k + (λ+ µ)∂α∂β

]
3×3

U
= −

[
cαγβω∂γ∂ω

]
3×3

U, cαγβω = λδαγδβω + µ(δαβδγω + δαωδβγ)

is formally the self-adjoint differential operator of the second order and, written in the full system
(2.1), acquires the form

LΩhU0 = −µ∆ΩhU0 − (λ+ µ)∇Ωh divΩh U0.

To reformulate the BVP (1.1) in curvilinear coordinates we introduce the traction operator (cf.
(1.2))

T(x, ∂)U = (Tαβ(x, ∂)Uβ)e
α =

({
λνα∂β + µνβ∂α + δαβµ∂ν

}
Uβ

)
eα, U = (U1, U2, U3)

⊤ = Uαeα

and Gunter’s derivatives (see [2, (25)])

T(X ,D) = eα ⊗ eβ
{
λνα∂β + µνβ∂α + δαβµ∂ν

}
= λd4 ⊗ (dβ + νβd4)(Dβ + νβD4)

+ µ(dβ + ναd4)⊗ (dβ + νβd4)D4 + µ(dβ + νβd4)⊗ d4(Dβ + νβD4)

=


µD4 0 0 µD1

0 µD4 0 µD2

0 0 µD4 µD3

λD1 λD2 λD3 (λ+ 2µ)D4

 .
Let us recall some results related to the uniqueness of solutions to an arbitrary elliptic equation.
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Definition 2.3. Let Ω be an open subset with the Lipschitz boundary ∂Ω ̸= ∅ either on a Lipschitz
hypersurface C ⊂ Rn, or in the Euclidean space Rn−1.

We say that a class of functions U(Ω), defined in a domain Ω in Rn, has the strong unique
continuation property if every u ∈ U(Ω) in this class which vanishes to infinite order at one point
must vanish identically.

If a surface C is C∞-smooth, any elliptic operator on C has the strong unique continuation property
due to Holmgren’s theorem. But we can have more.

Lemma 2.4. Let C be a C2-smooth hypersurface in Rn. The class of solutions to a second order
elliptic equation A(X ,D)u = 0 with the Lipschitz continuous top order coefficients on a surface C has
the strong unique continuation property.

In particular, if the solution u(X) = 0 vanishes in any open subset of C, it vanishes identically on
entire C.

Proof see in [1, Lemma 1.7.2].

Lemma 2.5. Let C be a C2-smooth hypersurface in Rn with the Lipschitz boundary Γ := ∂C and
γ ⊂ Γ be an open part of the boundary Γ. Let A(X ,D) be a second order elliptic system with the
Lipschitz continuous top order matrix coefficients on a surface C.

The Cauchy problem 
A(X ,D)u = 0 on C, u ∈ H1(Ω),

u(s) = 0 for all s ∈ γ,

(∂Vu)(s) = 0 for all s ∈ γ,

where V is a non-tangential vector to Γ, but tangent to C, has only a trivial solution u(X) = 0 on
entire C.

Proof see in [1, Lemma 1.7.3].

3 Variational reformulation of the problem
To apply the method of Γ-convergence, we have to reformulate the BVP (1.1) into an equivalent
variational problem for the energy functional. To this end, we have to consider the BVP with the
vanishing Dirichlet condition on the lateral surface:

LΩhU0(x) = F0(x), x ∈ Ωh := C × (−h, h),
U+

0 (t) = 0, t ∈ Γh
L := ∂C × (−h, h),

(T(X ,∇)U0)
+(X ,±h) = H0(X ,±h), X ∈ C.

It is possible to rewrite the BVP (1.1) in the equivalent BVP (3.2). Indeed, consider the BVP

LΩhV(x) = 0, x ∈ Ωh := C × (−h, h),
V+(t) = G(t), t ∈ Γh

L,

(T((X ,∇)V)+(X ,±h) = 0, (X ,±h) ∈ Γ± = C × {±h},
(3.1)

which has a unique solution V ∈ W1(Ωh) (see Theorem 1.1) and note that the difference U0 := U−V
of solutions to BVPs (1.1) and (3.1) is a solution to the BVP (3.2), where F0(X) = F(X)−LΩhV(X),
= H0(X ,±h) == H(X ,±h) − (T((X ,∇)V)+(X ,±h). Vice versa, a solution to the BVP (1.1) is
recovered as the sum of solutions U = U0 + V of the BVPs (3.2) and (3.1).

Thus, in the BVP (1.1) we can assume, without restricting generality, that G = 0 and consider
the BVP

LΩhU(x) = F(x), x ∈ Ωh := C × (−h, h),
U+(t) = 0, t ∈ Γh

L := ∂C × (−h, h),
(T(X ,∇)U)+(X ,±h) = H(X ,±h), X ∈ C.

(3.2)
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Theorem 3.1. Problem (3.2) with the constraints

U ∈ H1(Ωh,Γh
L), F ∈ H̃−1(Ωh), H( · ,±h) ∈ H−1/2(C) (3.3)

is reformulated into the following equivalent variational problem: Under the same constraints (3.3),
look for a displacement vector-function U ∈ H̃1(Ωh,Γh

L), which is a stationary point of the following
functional:

EΩh(U) :=
1

2

∫
Ωh

[
µ∂βUα · ∂βUα + µ∂βUα · ∂αUβ + λ∂αUα · ∂γUγ + 2Fβ · Uβ

]
dx

+

∫
C

[⟨
H(X ,+h),U+(X ,+h)

⟩
−

⟨
H(X ,−h),U+(X ,−h)

⟩]
dσ

=
1

2

h∫
−h

∫
C

[
µ∂βUα · ∂βUα + µ∂βUα · ∂αUβ + λ∂αUα · ∂γUγ + 2Fβ · Uβ

+
1

h

[⟨
H(X ,+h),U+(X ,+h)

⟩
−
⟨
H(X ,−h),U+(X ,−h)

⟩]]
dσ dt, (3.4)

Proof see in [2, Theorem 2].

Remark 3.2. The integral on C in (3.4) is understood in the sense of duality between the spaces
H̃1/2(C) and H−1/2(C) because H( · ,±h) ∈ H−1/2(CN ) and the condition U ∈ H̃1(Ωh,Γh

L) implies the
inclusion U+( · ,±h) ∈ H̃1/2(CN ).

Let us prove the following auxiliary lemma.

Lemma 3.3. Let µ > 0 and µ + λ > 0. Then the quantity n(E) := 2µ |E|2 + λ(Trace E)2 is
non-negative, n(E) > 0 for an arbitrary matrix E = [Eαβ ]3×3.

Proof. We proceed as follows:

n(E) = 2µ
∑
α̸=β

E2
αβ + 2µ

∑
α

E2
αα + (µ+ λ)

∑
α,β

EααEββ − µ
∑
α,β

EααEββ

= 2µ
∑
α̸=β

E2
αβ + (µ+ λ)

(∑
α

Eαα

)2

+ µ
[
2
∑
α

E2
αα −

∑
α ̸=β

EααEββ

]
= 2µ

∑
α̸=β

E2
αβ + (µ+ λ)

(∑
α

Eαα

)2

+ µ
∑
α̸=β

(Eαα − Eββ)
2 ≥ 0,

since µ > 0, µ+ λ > 2µ+3λ
3 > 0 (see (1.2)).

4 Shell operator is non-negative
The main theorem of the present paper, Theorem 4.3, will be proved later. Here we recall the main
results about Γ-limit of the energy functional EΩh(U) in (3.4).

Next, we perform the scaling of the variable t = hτ , −1 < τ < 1, in the modified kernel Q4(∇U)
of the quadratic part of energy functional (3.4) and divide by h.

Lemma 4.1. The scaled and divided by h energy functional

E0
Ωh(Ũh) =

1

h
EΩh(Ũh) =

1

2
Q0

4(Ũh)−F0(Ũ0
h) (4.1)
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with the quadratic and linear parts

Q0
4(Ũh) =

1∫
−1

∫
C

Q0
4(∇ΩhŨh(X , τ)) dσ dτ,

F0(Ũ0
h) = −

h∫
−h

∫
C

[⟨
F̃0

h,U0
h

⟩
+

1

h

[⟨
H̃(X ,+h), Ũ0,+(X ,+h)

⟩
−

⟨
H̃0(X ,−h), Ũ0,+(X ,−h)

⟩]]
,

F0
h(X , τ) :=

(
F 0
1 (X , hτ), F

0
2 (X , hτ), F

0
3 (X , hτ), F

0
4 (X , hτ)

)⊤
, F 0

4 = NαFα,

H̃0
h(X , τ) :=

(
H0

1 (X , hτ),H
0
2 (X , hτ),H

0
3 (X , hτ),H

0
4 (X , hτ)

)⊤
, H0

4 = NαHα,

is correctly defined on the space H̃1(Ω1,Γ1
L) (see (1.4)) and is convex:

E0
Ωh(θŨh + (1− θ)Ṽh) 6 E0

Ωh(Ũh) + (1− θ)E0
Ωh(Ṽh), 0 < θ < 1,

for arbitrary vector Ṽh(X , τ) := (V1(X , hτ), V2(X , hτ), V
0
3 (X , hτ), V4(X , hτ))

⊤, Ṽh ∈ H̃1(Ω1,Γ1
L).

Moreover, if F̃0
h(X , τ) := F0(X , hτ) are uniformly bounded in L2(Ω

1), i.e.,

sup
h<h0

∥F̃0
h|L2(Ω

1)∥ <∞

for some h0 > 0, the energy functional has the following quadratic estimate: there exist positive
constants C1, C2 and C3 independent of the parameter h such that

C1

∫
Ω1

[(
DαU

0
j (X , hτ)

)2
+
( 1

h

∂U0
j (X , hτ)

∂τ

)2
]
dx− C2 6 E0

Ωh(Ũh)

6 C3

{
1 +

∫
Ω1

[(
DαU

0
j (X , hτ)

)2
+
( 1

h

∂U0
j (X , hτ)

∂τ

)2
]
dx

}

for all Ũh ∈ H̃1(Ω1,Γ1
L).

Proof see in [2, Lemma 5].

Theorem 4.2. Let the weak limits

lim
h→0

F(X , hτ) = F(X), lim
h→0

1

2h

[
H(X ,+h)− H(X ,−h)

]
= H(1)(X), F,H(1) ∈ L2(C),

in L2(Ω
h) and L2(C), respectively, exist. Then the Γ-limit of the energy functional E0

Ωh(Ũh) exists:

Γ− lim
h→0

E0
Ωh(Ũh) = E3

C(U) :=

∫
C

Q3(U(X)) dσ, (4.2)

where

Q3(U) =
µ

2

[[
DαUβ +DβUα

]2 − 2νβνγDαUβDαUγ

]
+

2λµ

λ+ 2µ
(DαUα)

2 +
⟨
F(X) + 2H(1)(X), U(X)

⟩
(4.3)

and
U(X) :=

(
U1(X), U2(X), U3(X)

)⊤
, Uα(X) := Uα(X , 0), α = 1, 2, 3.

Proof see in [2, Theorem 3].
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Theorem 4.3. Let F,H(1) ∈ L2(C). The vector-function U ∈ H̃1(C) which minimizes the energy
functional E3

C(U) in (4.2), (4.3) is a solution to the following boundary value problem:
(LCU)α := µ

[
∆CUα +DβDαUβ − 2HCνβDαUβ −Dγ(νανβDγUβ)

]
+

4λµ

λ+ 2µ

[
DαDβUβ − 2HCναDβUβ

]
=

1

2
Fα +H(1)

α on C,

Uα(t) = 0 on Γ = ∂C,

α = 1, 2, 3. (4.4)

Vice versa: on the solution U ∈ H̃1(C) to the boundary value problem (4.4) under the condition
F,H(1) ∈ L2(C), the energy functional E3

C(U) in (4.2), (4.3) attains the minimum.
Moreover, the operator LC in the left-hand side of the shell equation (4.4) is elliptic, positive definite

and has finite dimensional kernel consisting of the solutions to the following system of equations:

DαUβ +DβUα −
∑
γ

[
νανγ(DβUγ) + νβνγ(DαUγ)

]
≡ 0, α, β = 1, 2, 3. (4.5)

The boundary value problem (4.4) has a unique solution in the classical setting:

U := (U1, U2, U3)
⊤ ∈ H1(C), 1

2
F + H(1) ∈ L2(C).

Proof. The first part of the theorem, that BVP (4.4) is the Γ-limit of the BVP (3.2) (i.e., the solution
to the BVP (4.4) U ∈ H̃1(C) minimizes the energy functional E3

C(U) in (4.2), (4.3)) is proved in [2,
Theorem 4].

Ellipticity of the operator LC in the left-hand side of the shell equation (4.4) is checked directly
and from the Lax–Milgram Lemma, it follows that it is the Fredholm operator in the setting LC :
H−1(C) → H1(C) (see [7, Theorem 14]) for a similar proof). Therefore, LC has the finite dimensional
kernel.

Let us start with the energy functional and recall the quadratic part of the energy functional (see
(4.1) and formulae [2, (33)]):

Q0
4(U) =

h∫
−h

∫
C

Q0
4(∇U(X , t)) dσ dt,

Q0
4(F) = 2µ|E|2 + λ(Trace E)2, E =

1

2
(F + F⊤),

(4.6)

where F = [Fαβ ]3×3 and E = [Eαβ ]3×3 are the 3 × 3 matrices and |E|2 = Trace(E⊤E) =
∑
α,β

E2
αβ .

From Lemma 3.3 it follows that the kernel Q0
4(F) is non-negative:

Q0
4(F) = 2µ

∑
α̸=β

E2
αβ + (µ+ λ)

(∑
α

Eαα

)2

+ µ
∑
α̸=β

(Eαα − Eββ)
2 ≥ 0. (4.7)

Let us rewrite the kernel Q0
4(∇U) of the quadratic part Q0

4(U) of the energy functional in (4.1),
(4.6), (4.7) by using the equalities

F = ∇U = [∂αUβ ]3×3, (Def U) :=
1

2

(
(∇U) + (∇U)⊤

)
=

[1
2
(∂αUβ + ∂βUα)

]
3×3

and (2.3) as follows:

Q4(∇U) = 2µ
∑
α̸=β

(Def U)2αβ + (µ+ λ)
(∑

α

∂αUα

)2

+ µ
∑
α̸=β

[
∂αUα − ∂βUβ

]2
= 2µ

∑
α̸=β

[
(Def U)αβ +

ναD4Uα + νβD4Uβ

2

]2
+ (µ+ λ)

(∑
α

DαUα +D4U4

)2
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+ µ
∑
α̸=β

[
DαUα −DβUβ + ναD4Uα − νβD4Uβ

]2
= 2µ

∑
α̸=β

[
(Def U)αβ +

ναD4Uα + νβD4Uβ

2

]2
+ (µ+ λ)

(∑
α

DαUα +D4U4

)2

+ µ
∑
α,β

[
DαUα −DβUβ + ναD4Uα − νβD4Uβ

]2
, (4.8)

where
Def U)αβ :=

DαUβ +DβUα

2
, α, β = 1, 2, 3.

Next, we perform the scaling of the variable t = hτ , −1 < τ < 1, in the modified kernel Q4(∇U)
of the quadratic part of energy functional (4.8), divide by h and study the following kernel in the
scaled domain Ω1 = C × (1, 1):

Q0
4(∇ΩhŨh(X , τ)) =

1

h
Q4(∇U(X , hτ))

=
µ

2

∑
α̸=β

[
DαUβ(X , hτ) +DβUα(X , hτ) +

να
h

∂Uβ(X , hτ)

∂τ
+
νβ
h

∂Uα(X , hτ)

∂τ

]2
+ (µ+ λ)

(∑
α

DαUα(X , hτ) +
1

h

∂U4(X , hτ)

∂τ

)2

+ µ
∑
α,β

[
DαUα(X , hτ)−DβUβ(X , hτ) +

να
h

∂Uα(X , hτ)

∂τ
− νβ

h

∂Uβ(X , hτ)

∂τ

]2
, (4.9)

where
Ũh(X , τ) :=

(
U0
1 (X , hτ), U

0
2 (X , hτ), U

0
3 (X , hτ), U

0
4 (X , hτ)

)⊤
, U0

4 = NαUα.

For this, let us rewrite Q0
4 in (4.9) in the form

Q0
4(∇ΩhŨh(X , τ)) =

µ

2

∑
α̸=β

[
DαUβ(X , hτ) +DβUα(X , hτ) +Nαξβ +Nβξα

]2
+ (µ+ λ)

(∑
α

DαUα(X , hτ) + ξ4

)2

+ µ
∑
α,β

[
DαUα(X , hτ)−DβUβ(X , hτ) +Nαξα −Nβξβ

]2
=
µ

2

∑
α̸=β

[
DαUβ(X , hτ) +DβUα(X , hτ) +Nαξβ +Nβξα

]2
+ (µ+ λ)(DivU(X , hτ) + ξ4)

2 + µ
∑
α,β

[
DαUα(X , hτ)−DβUβ(X , hτ) +Nαξα −Nβξβ

]2
, (4.10)

where the variables

ξα = ξα(X , hτ) :=
1

h

∂Uα(X , hτ)

∂τ
, α = 1, 2, 3, ξ4 = Nαξα

depend on h and we find minimum of the kernel Q0
4(∇ΩhŨ(X , τ)) with respect to the variables ξ1, ξ2, ξ3.

It was shown in [2] that by Q0
4(∇ΩhŨh(X , τ)) the Γ-limit is attained on the following values of the

variables:

ξ4 = − λ

λ+ 2µ
DβUβ = − λ

λ+ 2µ
DivU, (4.11)

ξα = −Nγ(DαUγ)−
λ

λ+ 2µ
NαDivU, α = 1, 2, 3, (4.12)
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where we remind that DivU = DαUα. From (4.11), (4.12) and (4.10) we find the Γ-limit Q0
3(U) (the

same as in [2], but written in a different form):

Q0
3(U) = min

ξ1,ξ2,ξ3
Q0

4(∇ΩhŨh)

=
µ

2

∑
α̸=β

[
DαUβ +DβUα −

∑
γ

[
νανγ(DβUγ) + νβνγ(DαUγ)

]
− 2λ

λ+ 2µ
νανβDivU

]2
+ (µ+ λ)

(
DivU − λ

λ+ 2µ
DivU

)2

+ µ
∑
α,β

[
DαUα −DβUβ −

∑
γ

[
νανγ(DαUγ)− νβνγ(DβUγ)

]
− λ

λ+ 2µ
ν2αDivU +

λ

λ+ 2µ
ν2βDivU

]2
=
µ

2

∑
α̸=β

[
DαUβ +DβUα −

∑
γ

[
νανγ(DβUγ) + νβνγDαUγ

]
− 2λ

λ+ 2µ
νανβDivU

]2
+

4µ2(µ+ λ)

(λ+ 2µ)2
[DivU]2 + µ

∑
α,β

[
DαUα −DβUβ −

∑
γ

[
νανγ(DαUγ)− νβνγ(DβUγ)

]]2
. (4.13)

From (4.13) it follows that Q0
3(U) is a nonnegative quadratic form Q0

3(U) > 0 for all U ∈ H1(C,Γ),
Γ := ∂C.

5 Shell operator is positive definite
If Q0

3(U) ≡ 0, from (4.13) we get

DivU ≡ 0,

DαUα −DβUβ −
∑
γ

[
νανγ(DαUγ)− νβνγ(DβUγ)

]
≡ 0, α ̸= β = 1, 2, 3,

DαUβ +DβUα −
∑
γ

[
νανγ(DβUγ) + νβνγ(DαUγ)

]
≡ 0, α ̸= β = 1, 2, 3.

(5.1)

By taking the sum with respect to β in the second equality in (5.1), we get

DαUα =
∑
γ

νανγ(DαUγ), α = 1, 2, 3.

Note that the obtained equality implies both, the first and the second equalities from (5.1). Moreover,
it coincides with the third equality in (5.1) if we allow there α = β = 1, 2, 3. Thus, equation (4.5)
implies all three equalities in (5.1) and describes the kernel KerLC of the shell equation LC in (4.4).

Now we rewrite the obtained equation in the following form:

DαUα =
∑
γ

νανγ(DαUγ) = ναDα

(∑
γ

νγUγ

)
−
∑
γ

να(Dανγ)Uγ

= να(DαU4)−
∑
γ

να(Dανγ)Uγ , U4 =
∑
γ

νγUγ , α = 1, 2, 3. (5.2)

Similarly to (5.2), from equality (4.5) (see the third equality in (5.1) we derive

DαUβ +DβUα = ναDβU4 + νβDαU4 −
∑
γ

[να(Dβνγ) + νβ(Dανγ)]Uγ , α, β = 1, 2, 3. (5.3)

Besides the equalities (4.5), (5.2), (5.3) we have the following equality
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∑
α,β

[[
DαUβ +DβUα

]2 − 2
∑
γ

νβνγDαUβDαUγ

]
=

∑
α,β

[[
DαUβ +DβUα

]2]− 2
∑
α

(DαU4)
2 − 2

∑
α,β,γ

(Dανβ)(Dανγ)UβUγ

+ 2
∑
α,β

(Dανβ)(DαU4)Uβ − 2
∑
α,γ

(Dανγ)(DαU4)Uγ ≡ 0, (5.4)

which follows from (4.3) if we apply the first equality from (5.1) and recall that Q0
3(U) = 0.

If Uα(s) = 0, α = 1, 2, 3, equalities (5.2)–(5.4) simplify:

Dα(s)Uα(s) = να(s)DαU4(s),

DαUβ(s) +DβUα(s) = να(s)DβU4(s) + νβ(s)DαU4(s), α, β = 1, 2, 3,∑
α,β

[[
DαUβ(s) +DβUα(s)

]2]
= 2

∑
α

(DαU4(s))
2, s ∈ ∂C.

(5.5)

We can see that not only the first equality in (5.5) is the consequence of the second one (by taking
α = β), but also the third equality follows from the second one if we take into account that

∑
α
ν2α = 1

and
∑
α
ναDα = 0.

By inserting the first equality from (5.5) into the second one we get

DαUβ(s) +DβUα(s) =
να(s)

νβ(s)
DβUβ(s) +

νβ(s)

να(s)
DαUα(s), α, β = 1, 2, 3.

If we succeed in proving that

DαU4(s) ≡ 0, s ∈ ∂C, α = 1, 2, 3, (5.6)

then from (5.5) and (5.6) will follow

DαUβ(s) +DβUα(s) ≡ 0, s ∈ ∂C, α, β = 1, 2, 3. (5.7)

The latter implies that
DαUβ(s) ≡ 0 ∀α, β = 1, 2, 3, ∀ s ∈ ∂C. (5.8)

Indeed (cf. [1, Lemma 1.7.4]), among directing tangential vector fields {dk(s)}3k=1 generating Gün-
ter’s derivatives Dk = ∂dk , k = 1, 2, 3, only 2 are linearly independent (one of these vectors might even
collapse at a point dk(s) = 0 if the corresponding basis vector ek is orthogonal to the surface at s ∈ C).
One of these vectors might be tangential to the boundary curve ∂C and, at least one, say d3(s), is non-
tangential to ∂C. The vector dα for α = 1, 2, 3, is a linear combination dα(s) = c1(s)d3(s)+c2(s)τ

α(s)
of the non-tangential vector d3(s) and of the projection τα(s) := π∂Cdα(s) of the vector dα(s) to the
boundary curve ∂C at the point s ∈ ∂C. Then

(DαU3)(s) = c1(s)(∂d3U3)(s) + c2(s)(∂ταU3)(s) = c1(s)(D3U3)(s) (5.9)

for all s ∈ γ and all α = 1, 2, 3, since (Dd3U3)(s) = (D3U3)(s)U3, U3 vanishes identically on ∂C and
the derivative (∂τ jU0

3 )(s) = 0 vanishes, as well.
On the other hand, from (5.7) for β = α = 3 follows 2D3U3(s) = 0 and, together with (5.9), gives

(DαU3)(s) = 0 for all s ∈ γ, β = 1, 2, 3. Then, due to (5.7), (D3Uα)(s) = (DαU3)(s) = 0 and, due to
(5.7), (DαUα)(s) = 0 for all s ∈ γ, α = 1, 2, 3. Applying again the above arguments, exposed for U3,
we prove equalities (5.8).
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6 Numerical approximation of the shell equation
Consider the boundary value problem (4.4)

(LCU)α := µ
[
∆CUα +DβDαUβ − 2HCνβDαUβ −Dγ(νανβDγUβ)

]
+

4λµ

λ+ 2µ

[
DαDβUβ − 2HCναDβUβ

]
=

1

2
Gα on C,

Uα(t) = 0 on Γ = ∂C, α = 1, 2, 3,

where Gα = Fα + 2H
(1)
α ∈ [L2(C)], α = 1, 2, 3.

In [2, Theorem 4], it is proved that if U ∈ [H̃1(C)]3 is a solution of BVP (4.4) and V ∈ [H̃1(C)]3,
then∫

C

{
2µ

[
DβUαDβV α +DαUβDβV α − νανβDγUβDγV α

]
+

4λµ

λ+ 2µ
DβUβDαV α

}
dσ

=

∫
C

⟨Gα, V α⟩ dσ. (6.1)

Therefore, the BVP (4.4) can be reformulated in the following way.
Find a vector U ∈ [H̃1(C)]3 satisfying equation (6.1) for any V ∈ [H̃1(C)]3:

(cαβγζ(x)DβUα,DζVγ) = (Gα, Vα) ∀V ∈ [H̃1(C)]3, (6.2)

where
cαβγζ(x) =

4λµ

λ+ 2µ
δαβ + 2µ(δαγδβζ + δαζδβγ − νανγδβζ)

and ( · , · ) denotes an inner product

(f, g) =

∫
C

⟨f, g⟩ dσ.

Due to (4.13), the sesquilinear form

a(U, V ) := (cαβγζDβUα,DζVγ)

is bounded and coercive in H1
0(C),

M1

∥∥U | H1(C)
∥∥2 ≥ a(U,U) ≥M

∥∥U | H1(C)
∥∥2 ∀U ∈ [H1

0(C)]3

for some M > 0, M1 > 0. Therefore, by the Lax–Milgram Theorem problem (6.2) possesses a unique
solution.

Now, let us consider the discrete counterpart of the problem.
Let Xh be a family of finite-dimensional subspaces approximating [H1(C)]3, i.e., such that

∪
h

Xh

is dense in [H1(C)]3.
Consider equation (6.2) in the finite-dimensional space Xh,

a(Uh, Vh) = g̃(Vh) ∀V ∈ Xh, (6.3)

where g̃(Vh) = −(G,Vh)C .

Theorem 6.1. Equation (6.3) has the unique solution Uh ∈ Xh for all h > 0. This solution converges
in [H1(C)]3 to the solution U of (6.2) as h→ 0.
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Proof. Immediately follows from the coercivity of sesquilinear form a:

c1
∥∥Uh | [H1(C)]3

∥∥2 ≤ a(Uh, Uh) = |f̃(Uh)| ≤ c2
∥∥Uh | [H1(C)]3

∥∥ for all h. (6.4)

Let Uh be the unique solution of the homogeneous equation

a(Uh, ψh) = 0 for all ψh ∈ Xh.

Then (6.4) implies ∥Uh | [H1(C)]3∥ = 0 and, consequently, Uh = 0. Therefore, equation (6.3) has a
unique solution. From (6.4) it also follows that∥∥Uh | [H1(C)]3

∥∥2 ≤ c2
c1

∥∥Uh | [H1(C)]3
∥∥.

Hence, the sequence {∥Uh | [H1(C)]3∥} is bounded and we can extract a subsequence {Uhk
} which

converges weakly to some U ∈ H1(C).
Let us take an arbitrary V ∈ [H1(C)]3 and for each h > 0 choose Vh ∈ Xh such that Vh → V in

[H1(C)]3. Then from (6.3) we have

a(U, V ) = g̃(V ) ∀V ∈ [H1(C)]3.

Hence, U solves (6.2). Note that since (6.2) is uniquely solvable, each subsequence {Uhk
} converges

weakly to the same solution U and, consequently, the whole sequence {Uh} also converges weakly
to U .

Now, let us prove that it converges in the space [H1(C)]3.
Indeed, due to (6.4), we have

c1∥Uh − U∥2 ≤ |a(Uh − U,Uh − U)| ≤ |a(Uh, Uh − U)− a(U,Uh − U)|
= c1|g̃(Uh)− a(Uh, U)− g̃(Uh − U)| −→ c1|g̃(U)− a(U,U)| = 0,

which completes the proof.

We can choose spaces Xh in different ways.
In particular, consider a case where ω = Uα in the above parametrization is a square part of R2:

ω =
{
(x1, x2) : 0 < x1 < 1, 0 < x2 < 1

}
, ζ(ω) = C.

Allocate N2 nodes Pij = (i/(N + 1), j/(N + 1)), i, j = 1, . . . , N , on ω.
Let αk, k = 1, . . . , N , be piecewise linear functions defined on the segment [0, 1] as follows:

αk(x) =



0, 0 ≤ x ≤ k − 1

N + 1
,

(N + 1)(x− k − 1

N + 1
) ,

k − 1

N + 1
< x ≤ k

N + 1
,

(N + 1)(
k + 1

N + 1
− x) ,

k

N + 1
< x ≤ k + 1

N + 1
,

0,
k + 1

N + 1
< x ≤ 1,

j = k, . . . , N.

Denote by φij , i, j = 1, . . . , N , the functions

φij(x1, x2) = αi(x1)αj(x2), i, j = 1, . . . N, (x1, x2) ∈ ω.

Evidently, φij are continuous functions, which take their maximal value φij(Pij) = 1 at the point Pij

and vanish outside the set

ωij = ω ∩
{
(x1, x2) : 0 ≤

∣∣∣x1 − i

N + 1

∣∣∣ ≤ 1, 0 ≤
∣∣∣x2 − j

N + 1

∣∣∣ ≤ 1

}
.
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Consequently, they belong to H1(ω) and are linearly independent.
Denote by XN the linear span of the functions φ̂ij = φij ◦ ϑ, i, j = 1, . . . , N . The space XN is

N2-dimensional space contained in H1(C).
Let φ̃(k)

ij = (δ1k, δ2k, δ3k)φ̂ij ∈ [XN ]3, k = 1, 2, 3, i, j = 1, . . . , N .
Consider equation (6.3) in the space [XN ]

3

a(U, V ) = g̃(V ) ∀V ∈ [XN ]3. (6.5)

We sought for the solution U ∈ [XN ]3 of equation (6.5) in the form

U =

3∑
m=1

N∑
i,j=1

C
(m)
ij φ̃

(m)
ij ,

where C(m)
ij are unknown coefficients. Substituting U into (6.5) and replacing V successively by φ̃(m)

ij ,
m = 1, 2, 3, i, j = 1, . . . , N , we get the equivalent system of 3N2 linear algebraic equations

3∑
m=1

N∑
i,j=1

A
(m,n)
ijkl C

(m)
ij = g

(n)
kl , n = 1, 2, 3, k, l = 1, . . . , N, (6.6)

where
A

(m,n)
ijkl = a

(
φ̃
(m)
ij , φ̃

(n)
kl

)
, g

(n)
kl = g̃

(
φ̃
(n)
kl

)
.

The matrix A = A
(m,n)
(ijkl) is Gram’s matrix defined by the positive semidefinite bilinear form a attached

to basis vectors φ̃(m)
ij , m = 1, 2, 3, i, j = 1, . . . , N , of [XN ]3. Therefore, it is a nonsingular matrix and

equation (6.6) has a unique solution

U =

N∑
i,j,k,l=1

(A−1)
(m,n)
ijkl φ̃

(m)
ij g

(n)
kl .

To calculate explicitly A(m,n)
ijkl and g

(n)
kl we note that

Drφ̃
(m)
ij (y) = ∂yr

φ̃
(m)
ij (y) + νr∂νφ̃

(m)
ij (y)

=

2∑
p=1

∂pφij(ϑ(y))
(
∂rϑp(y) + νrνl∂lϑp(y)

)
(δm1, δm2, δm3)

=

2∑
p=1

∂pφij(ϑ(y))Drϑp(y)(δm1, δm2, δm3),

A
(m,n)
ijkl = a

(
φ̃
(m)
ij , φ̃

(n)
kl

)
= (cqrstδrmδtnDqφij ,Dsφkl)

=

2∑
α,β=1

∫
ωij∩ωkl

cqmsn(ϑ(y))
(
∂αφij(ϑ(y))

)(
∂βφkl(ϑ(y))

)
Dqϑα(y)Dsϑβ(y)|σ′(y)| dy,

g
(n)
kl = −(g, φ̃

(n)
kl )C = −

∫
ωij∩ωkl

g(ϑ(y))φ
(n)
kl (ϑ(y))|σ′(y)| dy,

where |σ′(y)| is a surface element of C

|σ′(y)| = |∂1ϑ(y)× ∂2ϑ(y)|.
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ON THE EXISTENCE AND STABILITY OF SOLUTIONS
OF STOCHASTIC DIFFERENTIAL SYSTEMS DRIVEN
BY THE G-BROWNIAN MOTION



Abstract. In this paper, we study the Carathéodory approximate solution for a class of stochastic
differential systems driven by G-Brownian motion. Based on the Carathéodory approximation scheme,
we prove under some suitable conditions that our system has a unique solution and show that the
Carathéodory approximate solutions converge to the solution of the system. Moreover, we prove a
stability theorem for our system.
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ÒÄÆÉÖÌÄ. ÓÔÀÔÉÀÛÉ ÛÄÓßÀÅËÉËÉÀ ÊÀÒÀÈÄÏÃÏÒÉÓ ÌÉÀáËÏÄÁÉÈÉ ÀÌÏÍÀáÓÍÉ ÓÔÏØÀÓÔÖÒ ÃÉ×Ä-
ÒÄÍÝÉÀËÖÒ ÓÉÓÔÄÌÀÈÀ ÊËÀÓÉÓÈÅÉÓ, ÒÏÌÄËÉÝ ÂÀÍÐÉÒÏÁÄÁÖËÉÀ G-ÁÒÀÖÍÉÓ ÌÏÞÒÀÏÁÉÈ. ÊÀ-
ÒÀÈÄÏÃÏÒÉÓ ÌÉÀáËÏÄÁÉÓ ÓØÄÌÀÆÄ ÃÀÚÒÃÍÏÁÉÈ ÃÀÌÔÊÉÝÄÁÖËÉÀ, ÒÏÌ ÛÄÓÀ×ÄÒÉÓ ÐÉÒÏÁÄÁÛÉ
ÓÉÓÔÄÌÀÓ ÀØÅÓ ÄÒÈÀÃÄÒÈÉ ÀÌÏÍÀáÓÍÉ ÃÀ ÍÀÜÅÄÍÄÁÉÀ, ÒÏÌ ÊÀÒÀÈÄÏÃÏÒÉÓ ÌÉÀáËÏÄÁÉÈÉ ÀÌÏ-
ÍÀáÓÍÄÁÉ ÊÒÄÁÀÃÉÀ ÓÉÓÔÄÌÉÓ ÀÌ ÀÌÏÍÀáÓÍÉÓÊÄÍ. ÌÏÝÄÌÖËÉ ÓÉÓÔÄÌÉÓÈÅÉÓ ÀÂÒÄÈÅÄ ÃÀÌÔÊÉ-
ÝÄÁÖËÉÀ ÌÃÂÒÀÃÏÁÉÓ ÈÄÏÒÄÌÀ.
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1 Introduction
This paper is intended to study stochastic differential equations (SDE, for short) which have been the
object of sustained attention in recent years because of their interesting structure and usefulness in
various applied fields. The motivation for studying SDEs comes originally from the stochastic optimal
control theory, that is, the adjoint equation in the Pontryagin type maximum principle. After this,
extensive study of SDEs was initiated, and potential for its application was found in applied and
theoretical areas such as stochastic control, mathematical finance, differential geometry, et al. It is
worth pointing out that the SDEs have also been successfully applied to model and to resolve some
interesting problems in mathematical finance, such as problems involving term structure of interest
rates and hedging contingent claims for large investors, etc. See, e.g., [1, 3, 11, 13, 15, 16, 18, 20, 21]
and [24–27,29].

Recently, the theory of G-Brownian motion was introduced by S. Peng. The existence and unique-
ness of solutions for some stochastic differential equations under G-Brownian motion (G-SDEs) with
Lipschitz continuous coefficients were developed by Peng and Gao. In 2006, Peng in [24] (for more de-
tails see [10] and [19,24–29]) introduced the theory of nonlinear expectation, the G-Brownian motion
and defined the related stochastic calculus, especially, stochastic integrals of Itô’s type with respect
to the G-Brownian motion, and derived the related Itô’s formula. In addition, the notion of G-normal
distribution plays the same important role in the theory of nonlinear expectation as that of the nor-
mal distribution with the classical probability. In 2009, Gao in [10] studied pathwise properties and
homeomorphic property with respect to the initial values for stochastic differential equations driven
by the G-Brownian motion. Later, Faizullah et al. extended this theory (see, e.g., [4–9]).

In general, one cannot obtain the explicit solutions of SDEs. The fact that these systems model
phenomena of the real world, the important mathematical questions that concern them are: the
existence and uniqueness of a solution, stability, asymptotic behavior of a solution, etc.

There are many theoretical, analytical and numerical methods and techniques for processing and
studying SDEs. We find this in the references mentioned and others. In this work, we will focus on
the Carathéodory approximation scheme that has been used by many mathematicians to prove the
existence theorem of solutions of ordinary differential equations under weak regularity conditions (see,
e.g., [2, 5, 14,18,22,23]).

Furthermore, in [5], Faizullah introduced the Carathéodory approximation scheme for vector-
valued stochastic differential equations under the G-Brownian motion. It is shown that the Carathéo-
dory approximate solutions converge to the unique solution of the equation. The existence and
uniqueness theorem for G-SDEs is established by using the stated Lipschitz method and the linear
growth conditions

X(t) = X(0) +

t∫
0

f(s,X(s)) ds+

t∫
0

g(s,X(s)) d⟨B⟩(s) +
t∫

0

h(s,X(s)) dB(s), t ∈ [0, T ]. (1.1)

The existence and the uniqueness of the solution X(t) for G-SDEs (1.1) under different conditions
were proved in [1, 4–10,15,17] and [19,24–29].

In this paper, we study the existence, uniqueness and stability of the solution for the following
stochastic differential system driven by the G-Brownian motion (SG-DEs):
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

X1(t) = X1(0) +

t∫
0

f1,1(s,X1(s), . . . , Xn(s)) ds

+

t∫
0

f2,1(s,X1(s), . . . , Xn(s)) d⟨B⟩(s) +
t∫

0

f3,1(s,X1(s), . . . , Xn(s)) dB(s),

...

Xn(t) = Xn(0) +

t∫
0

f1,n(s,X1(s), . . . , Xn(s)) ds

+

t∫
0

f2,n(s,X1(s), . . . , Xn(s)) d⟨B⟩(s) +
t∫

0

f3,n(s,X1(s), . . . , Xn(s)) dB(s),

(1.2)

where (X1(0), . . . , Xn(0)) is the given initial condition, (⟨B(t)⟩)t≥0 is the quadratic variation process
of the G-Brownian motion (B(t))t≥0, and all the coefficients fi,j(t, x1, . . . , xn) for 1 ≤ i ≤ 3 and
1 ≤ j ≤ n satisfy the Lipschitz and the linear growth conditions with respect to (x1, . . . , xn). These
results are obtained by using the technics adopted by F. Faizullah [5] in the case where the Lipschitz
and the linear growth constants are time dependant.

The article is organized as follows. In Section 2, we provide some results and definitions necessary
to understand the content of this work. Section 3 is devoted to the existence and uniqueness of the
solution of system (1.2) using the Carathéodory approximation scheme. In the last Section 4 we give
a result of the stability.

2 Preliminaries
In this section, we recall some basic notions, definitions and theorems necessary to understand the
content of this work. For more details concerning this section see, e.g., [5, 10–12,15,26–28] and [24].

Let Ω be a given non-empty set and let H be a linear space of real valued functions defined on Ω
such that any arbitrary constant c ∈ H and if X ∈ H, then |X| ∈ H. We consider that H is the space
of random variables.

Definition 2.1. A functional E : H → R is called sublinear expectation, if for all X, Y in H, c in R
and λ ≥ 0, the following properties are satisfied:

(i) (Monotonicity): if X ≥ Y , then E[X] ≥ E[Y ];

(ii) (Constant preserving): E[c] = c;

(iii) (Sub-additivity): E[X + Y ] ≤ E[X] + E[Y ];

(iv) (Positive homogeneity): E[λX] = λE[X].

The triple (Ω,H,E) is called a sublinear expectation space.

We assume that if X1, X2, . . . , Xn ∈ H, then φ(X1, X2, . . . , Xn) ∈ H for each φ ∈ Cℓ,Lip(Rn), the
set of functions φ : Rn → R satisfying the condition:

|φ(x)− φ(y)| ≤ C(1 + |x|m + |y|m)|x− y| for all x, y ∈ Rn,

where C is a positive constant and m ∈ N∗ depending only on φ.

Definition 2.2. Let X, Y be two n-dimensional random vectors defined on nonlinear expectation
spaces (Ω1,H1,E1) and (Ω2,H2,E2), respectively. They are called identically distributed, denoted by
X

d
= Y , if

E2[φ(Y )] = E1[φ(X)] for each φ ∈ Cℓ,Lip(Rn).
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Definition 2.3. In a sublinear expectation space (Ω,H,E), a random vector Y ∈ Hn is said to be
independent of another random vector X ∈ Hm if

E[φ(X,Y )] = E
[
E[φ(x, Y )]x=X

]
∀φ ∈ Cℓ,Lip(Rm × Rn).

X̃ is called an independent copy of X if X̃ d
= X and X̃ is independent of X.

Let Γ be a closed bounded and convex subset of S+(d), the set of positive and symmetric d-
dimensional matrices. Let

Σ =
{
γγTr : γ ∈ Γ

}
and let G : S+(d) → R is defined by

G(A) =
1

2
sup
γ∈Γ

Tr(γγTrA)

Definition 2.4. In a sublinear expectation space (Ω,H, E), a d-dimensional vector of random vari-
ables X ∈ Hd is G-normal distributed if for each φ ∈ Cℓ,Lip(Rd), the function u(t, x) = E(φ(x+

√
tX))

is the unique viscosity solution of the following parabolic equation called the G-heat equation:
∂u

∂t
= G(D2u),

u(0, x) = φ(x),
(t, x) ∈ R+ × Rd,

where D2u = (∂2
xixj

u)di,j is the Hessian matrix of u.

Remark 2.5. In fact, if d = 1, we have G(α) = 1
2 (σ

2α+−σ2α−), where σ2 = E[X2], σ2 = −E[−X2],
α+ = max(α, 0) and α− = max{−α, 0} (for more details see [24]). We write X ∼ N (0; [σ2, σ2]).

Definition 2.6. A process (B(t))t≥0 in a sublinear expectation space (Ω,H,E) is called a G-Brownian
motion if the following properties are satisfied:

(i) B(0) = 0;

(ii) for each t, s ≥ 0, the increment B(t+ s)−B(t) is N(0; [σ2s, σ2s]-distributed and is independent
of (B(t1), . . . , B(tn)) for each n ∈ N and 0 ≤ t1 ≤ · · · ≤ tn ≤ t.

We denote by Ω = C0(R) the space of all R-valued continuous functions ω defined on R+ such
that ω(0) = 0, equipped with the distance

ρ(ω1, ω2) =

∞∑
i=1

2−i max
t∈[0,i]

[∣∣(ω1(t)− ω2(t)) ∧ 1
∣∣].

For each fixed T > 0, let

ΩT =
{
ω( · ∧T ), ω ∈ Ω

}
,

Lip(ΩT ) =
{
φ(B(t1), . . . , B(tm)), m ≥ 1, t1, . . . , tm ∈ [0, T ], φ ∈ Cℓ,Lip(Rm)

}
,

where
Lip(Ω) =

∞∪
n=1

Lip(Ωn).

In [24], Peng constructs a sublinear expectation E on (Ω,Lip(Ω)) under which the canonical process
(B(t))t≥0 (i.e., B(t, ω) = ω(t)) is a G-Brownian motion. In what follows, we consider this G-Brownian
motion.

We denote by Lp
G(ΩT ), p ≥ 1, the completion of Lip(ΩT ) under the norm ||X||p = (E[|X|p])

1
p .

Similarly, we denote by Lp
G(Ω) the completion space of Lip(Ω). It was shown in [28] and [24] that

there exists a family of probability measures P on Ω such that

E[X] = sup
P∈P

EP [X] for X ∈ L1
G(Ω),
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where EP stands for the linear expectation under the probability P . We say that a property holds
quasi surely (q.s.) if it holds for each P ∈ P.

For a finite partition of [0, T ], πT = {t0, t1, . . . , tN}, we set

µ(πT ) = max
{
|ti+1 − ti|, 0 ≤ i ≤ N − 1

}
.

Consider the collection Mp,0
G (0, T ) of simple processes defined by

η(t, ω) =

N−1∑
i=0

ξi(ω)I[ti;ti+1[(t),

where
ξi ∈ Lp

G(Ωti), 0 ≤ i ≤ N − 1 and p ≥ 1.

The completion of Mp,0
G (0, T ) under the norm

∥η∥ =

{
1

T

T∫
0

E
[
|η(t)|p

]
dt

} 1
p

is denoted by Mp
G(0, T ). Note that

Mq
G(0, T ) ⊂ Mp

G(0, T ) for 1 ≤ p ≤ q.

Definition 2.7. For each η ∈ M2,0
G (0, T ), the G-Itô integral is defined by

I(η) =

T∫
0

η(v) dB(v) =

N−1∑
i=0

ξi(B(ti+1)−B(ti)).

The mapping η 7−→ I(η) can be extended continuously to M2
G(0, T ).

Definition 2.8. The increasing continuous process (⟨B⟩(t))t≥0 with ⟨B⟩(0) = 0 defined by

⟨B⟩(t) = B2(t)− 2

t∫
0

B(v) dB(v)

is called the quadratic variation process of (B(t))t≥0. Note that ⟨B⟩(t) can be regarded as the limit

in L2
G(Ωt) of

N∑
j=1

(B(tNi+1)−B(tNi ))2, where πN
T = {tN0 , tN1 , . . . , tNk } is a sequence of partitions of [0, T ]

such that µ(πN
T ) tends to 0 when N goes to infinity.

The following Burkholder–Davis–Gundy inequalities play an important role in the study of our
system (see [10] and [29]).

Lemma 2.9. Let p ≥ 1, η ∈ Mp
G(0, T ) and 0 ≤ s ≤ t ≤ T . Then

E
[

sup
s≤u≤t

∣∣∣∣
u∫

s

η(r) d⟨B⟩(r)
∣∣∣∣p] ≤ C1(t− s)p−1

t∫
s

E
[
|η(u)|p

]
du,

where C1 > 0 is a constant independent of η.

Lemma 2.10. Let p ≥ 2, η ∈ Mp
G(0, T ) and 0 ≤ s ≤ t ≤ T . Then

E
[

sup
s≤u≤t

∣∣∣∣
u∫

s

η(r) dB(r)

∣∣∣∣p] ≤ C2|t− s|
p
2−1

t∫
s

E
[
|η(u)|p

]
du,

where C2 > 0 is a constant independent of η.
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3 Existence and uniqueness results
In this section, we are interested in the study of the existence and uniqueness of the solution to
the SG-SDE (1.2), where the initial condition (X1(0), . . . , Xn(0)) ∈ (Rd)n is a given constant and
fi,j(t, x1, . . . , xn) ∈ M2

G(0, T ; (Rd)n) for 0 ≤ i ≤ 3 and 1 ≤ j ≤ n.
For system (1.2), the Carathéodory approximation scheme is given as follows. For any integer

k ≥ 1, we define
(Xk

1 (t), . . . , X
k
n(t)) = (X1(0), . . . , Xn(0)), if t ∈ ]− 1, 0],

and for t ∈ ]0, T ], we have

Xk
1 (t) = X1(0) +

t∫
0

f1,1

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
ds

+

t∫
0

f2,1

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
d⟨B⟩(s)

+

t∫
0

f3,1

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
dB(s),

...

Xk
n(t) = Xn(0) +

t∫
0

f1,n

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
ds

+

t∫
0

f2,n

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
d⟨B⟩(s)

+

t∫
0

f3,n

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
dB(s).

(3.1)

We assume the following assumptions (A1) and (A2) for fi,j , 0 ≤ i ≤ 3 and 1 ≤ j ≤ n:

(A1) ∣∣fi,j(t, x1, x2, . . . , xn)
∣∣2 ≤ g(t)

(
1 +

n∑
j=1

|xj |2
)

for each x1, . . . , xn ∈ Rd and t ∈ [0, T ], where g is a positive and continuous function on [0, T ].

(A2) ∣∣fi,j(t, x1, . . . , xn)− fi,j(t, y1, . . . , yn)
∣∣2 ≤ h(t)

( n∑
j=1

|yj − xj |2
)

for each x1, y1, . . . , xn, yn ∈ Rd and t ∈ [0, T ], where h is a positive and continuous function on
[0, T ].

In the sequel, the space of processes in (M2
G(0, T ;Rd))n will be equipped with the norm

∥(X1, . . . , Xn)∥ = E
1
2

[
sup

0≤t≤T

( n∑
j=1

|Xj(t)|2
)]

.

We note that this is a Banach space.
Now, we give first main result of this work.

Theorem 3.1. Under the assumptions (A1) and (A2), system (1.2) has a unique solution q.s.,

(X1(t), . . . , Xn(t)) ∈ (M2
G(0, T ;Rd))n.
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In order to prove this theorem, we need some important lemmas.

Lemma 3.2. For all integers n, k ≥ 1 and 0 ≤ s < t ≤ T , we have

sup
0≤t≤T

E
[ n∑
j=1

|Xk
j (t)|2

]
≤ Kn exp

(
Cn

T∫
0

g(t) dt

)
,

where
Kn = 1 + 4

n∑
j=1

E
[
|Xj(0)|2

]
, Cn = 4n(T + C1T + C2).

Proof. By using (3.1) and the fact that
( n∑
j=1

aj
)2 ≤ n

n∑
j=1

a2j for each positive constants aj , 1 ≤ j ≤ n,

for all t ∈ [0, T ], we have

|Xk
j (t)|2 ≤ 4|Xj(0)|2 + 4

∣∣∣∣
t∫

0

f1,j

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
ds

∣∣∣∣2

+4

∣∣∣∣
t∫

0

f2,j

(
s,Xk

1

(
s−1

k

)
, . . . , Xk

n

(
s−1

k

))
d⟨B⟩(s)

∣∣∣∣2+4∣∣∣∣
t∫

0

f3,j

(
s,Xk

1

(
s−1

k

)
, . . . , Xk

n

(
s−1

k

))
dB(s)

∣∣∣∣2,
which, due to Lemmas 2.9 and 2.10, the G-Hölder inequality and the assumption (A1), implies that

sup
0≤v≤t

E
[
|Xk

j (v)|2
]
≤ 4E

[
|Xj(0)|2

]
+ 4(T + C1T + C2)

t∫
0

g(s)

(
1 + E

[ n∑
j=1

∣∣∣Xk
j

(
s− 1

k

)∣∣∣2]) ds

≤ 4E
[
|Xj(0)|2

]
+ 4(T + C1T + C2)

t∫
0

g(s)

(
1 + sup

0≤v≤s
E
[ n∑
j=1

|Xk
j (v)|2

])
ds.

Thus

1 + sup
0≤v≤t

E
[ n∑
j=1

|Xk
j (t|2

]
≤ 1 + 4

n∑
j=1

E
[
|Xj(0)|2

]
+ Cn

t∫
0

g(s)

(
1 + sup

0≤v≤s
E
[ n∑
j=1

|Xk
j (v)|2

])
ds,

where Cn = 4n(T + C1T + C2). Applying Gronwall’s lemma, we conclude that

1 + sup
0≤v≤t

E
[ n∑
j=1

|Xk
j (v)|2

]
≤ Kn exp

(
Cn

t∫
0

g(s) ds

)
and, consequently,

sup
0≤t≤T

E
[ n∑
j=1

|Xk
j (t)|2

]
≤ Kn exp

(
Cn

T∫
0

g(t) dt

)
.

Lemma 3.3. For all integers n, k ≥ 1 and 0 ≤ s < t ≤ T , we have

E
[ n∑
j=1

|Xk
j (t)−Xk

j (s)|2
]
≤ Ln[G(t)−G(s)],

where

G(t) =

t∫
0

g(s) ds and Ln =
3

4
Cn

[
1 +Kn exp

(
Cn

T∫
0

g(t) dt

)]
.
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Proof. We have

Xk
j (t)−Xk

j (s) =

t∫
s

f1,j

(
w,Xk

1

(
w − 1

k

)
, . . . , Xk

n

(
w − 1

k

))
dw

+

t∫
s

f2,j

(
w,Xk

1

(
w− 1

k

)
, . . . , Xk

n

(
w− 1

k

))
d⟨B⟩(w)+

t∫
s

f3,j

(
w,Xk

1

(
w− 1

k

)
, . . . , Xk

n

(
w− 1

k

))
dB(w)

and so, for each 0 ≤ s ≤ v ≤ u ≤ t ≤ T , we have

E
[

sup
s≤v≤u≤t

|Xk
j (u)−Xk

J (v)|2
]
≤ 3E

[
sup

s≤v≤u≤t

∣∣∣∣
u∫

v

f1,j

(
w,Xk

1

(
w − 1

k

)
, . . . , Xk

n

(
w − 1

k

))
dw

∣∣∣∣2]

+ 3E
[

sup
s≤v≤u≤t

∣∣∣∣
u∫

v

f2,j

(
w,Xk

1

(
w − 1

k

)
, . . . , Xk

n

(
w − 1

k

))
d⟨B⟩(w)

∣∣∣∣2]

+ 3E
[

sup
s≤v≤u≤t

∣∣∣∣
u∫

v

f3,j

(
w,Xk

1

(
w − 1

k

)
, . . . , Xk

n

(
w − 1

k

))
dB(w)

∣∣∣∣2].
Owing to Lemmas 2.9, 2.10 and the assumption (A1), we obtain

E
[

sup
s≤v≤u≤t

|Xk
j (u)−Xk

j (v)|2
]
≤ 3T

t∫
s

E
[∣∣∣f1,j(w,Xk

j

(
w − 1

k

)
, . . . , Xk

n

(
w − 1

k

))∣∣∣2] dw
+ 3C1T

t∫
s

E
[∣∣∣f2,j(w,Xk

j

(
w − 1

k

)
, . . . , Xk

n

(
w − 1

k

))∣∣∣2] dw
+ 3C2

t∫
s

E
[∣∣∣f3,j(w,Xk

j

(
w − 1

k

)
, . . . , Xk

n

(
w − 1

k

))∣∣∣2] dw
≤ 3(T + C1T + C2)

t∫
s

g(w)

(
1 + E

[ n∑
j=1

∣∣∣Xk
j

(
w − 1

k

)∣∣∣2]) dw

≤ 3(T + C1T + C2)[G(t)−G(s)] + 3(T + C1T + C2)

t∫
s

g(w)E
[ n∑
j=1

∣∣∣Xk
j

(
w − 1

k

)∣∣∣2] dw.
Using Lemma 3.2, we get

E
[

sup
s≤v≤u≤t

|Xk
j (u)−Xk

j (v)|2
]
≤ 3(T + C1T + C2)

[
1 +Kn exp

(
Cn

T∫
0

g(t) dt

)]
[G(t)−G(s)].

Thus

n∑
j=1

E
[

sup
s≤v≤u≤t

|Xk
j (u)−Xk

j (v)|2
]
≤ 3n(T + C1T + C2)

[
1 +Kn exp

(
Cn

T∫
0

g(t) dt

)]
[G(t)−G(s)].

Then
n∑

j=1

E
[
|Xk

j (t)−Xk
j (s)|2

]
≤ Ln[G(t)−G(s)],
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where

Ln =
3

4
Cn

[
1 +Kn exp

(
Cn

T∫
0

g(t) dt

)]
,

which proves the desired result.

Proof of Theorem 3.1. We will prove the theorem in three steps.

Step 1: Suppose that (X1(t), . . . , Xn(t)) and (Y1(t), . . . , Yn(t)) are two solutions of system (1.2)
with the initial conditions (X1(0), . . . , Xn(0)) and (Y1(0), . . . , Yn(0)), respectively. Then we for 1 ≤
j ≤ n, we have

|Yj(t)−Xj(t)|2 ≤ 4|Xj(0)− Yj(0)|2

+ 4

∣∣∣∣
t∫

0

f1,j(s,X1(s), . . . , Xn(s))− f1,j(s, Y1(s), . . . , Yn(s)) ds

∣∣∣∣2

+ 4

∣∣∣∣
t∫

0

f2,j(s,X1(s), . . . , Xn(s))− f2,j(s, Y1(s), . . . , Yn(s)) d⟨B⟩(s)
∣∣∣∣2

+ 4

∣∣∣∣
t∫

0

f3,j(s,X1(s), . . . , Xn(s))− f3,j(s, Y1(s), . . . , Yn(s)) dB(s)

∣∣∣∣2.
Now, by using Lemmas 2.9, 2.10 and the assumption (A2), for 0 ≤ r ≤ t ≤ T , we have

E

[ ∣∣∣∣
r∫

0

(
f1,j(s,X1(s), . . . , Xn(s))− f1,j(s, Y1(s), . . . , Yn(s))

)
ds

∣∣∣∣2
]

≤ T

t∫
0

E
[∣∣f1,j(s,X1(s), . . . , Xn(s))− f1,j(s, Y1(s), . . . , Yn(s))

∣∣2] ds
≤ T

t∫
0

h(s)E
[( n∑

j=1

|Yj(s)−Xj(s)|2
)]

ds,

E

[
sup

0≤r≤t

∣∣∣∣
r∫

0

f2,j(s,X1(s), . . . , Xn(s))− f2,j(s, Y1(s), . . . , Yn(s)) d⟨B⟩(s)
∣∣∣∣2
]

≤ C1T

t∫
0

E
[∣∣f2,j(s,X1(s), . . . , Xn(s))− f2,j(s, Y1(s), . . . , Yn(s))

∣∣2] ds
≤ C1T

t∫
0

h(s)E
[( n∑

j=1

|Yj(s)−Xj(s)|2
)]

ds,

and

E

[
sup

0≤r≤t

∣∣∣∣
r∫

0

f3,j(s,X1(s), . . . , Xn(s))− f3,j(s, Y1(s), . . . , Yn(s)) dB(s)

∣∣∣∣2
]

≤ C2

t∫
0

E
[∣∣f3,j(s,X1(s), . . . , Xn(s))− f3,j(s, Y1(s), . . . , Yn(s))

∣∣2] ds
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≤ C2

t∫
0

h(s)E
[( n∑

j=1

|Yj(s)−Xj(s)|2
)]

ds.

Therefore,

E
[

sup
0≤r≤t

|Yj(r)−Xj(r)|2
]

≤ 4|Yj(0)−Xj(0)|2 + 4(T + C1T + C2)

t∫
0

h(s)E
[ n∑
j=1

|Yj(s)−Xj(s)|2
]
ds.

We obtain

E
[

sup
0≤r≤t

( n∑
j=1

|Yj(r)−Xj(r)|2
)]

≤ 4

n∑
j=1

|Yj(0)−Xj(0)|2 + Cn

t∫
0

h(s)E
[ n∑
j=1

|Yj(s)−Xj(s)|2
]
ds.

Using Gronwall’s lemma, we get

E[ sup
0≤r≤t

( n∑
j=1

|Yj(r)−Xj(r)|2
)]

≤ 4

n∑
j=1

|Yj(0)−Xj(0)|2 exp
(
Cn

t∫
0

h(s) ds

)
.

Now, taking
(X1(0), . . . , Xn(0)) = (Y1(0), . . . , Yn(0)),

we can see that for t = T ,

E
[

sup
0≤r≤T

( n∑
j=1

|Yj(r)−Xj(r)|2
)]

= 0,

which implies
(X1(t), . . . , Xn(t)) = (Y1(t), . . . , Yn(t)) q.s. for each t ∈ [0, T ].

Step 2: We now prove that (Xk
1 (t), . . . , X

k
n(t))k≥1 in (M2

G(0, T ;Rd))n is a Cauchy sequence for
each t ∈ [0, T ]. By the same arguments as those used in the previous step, for each ℓ > k, we have

E
[

sup
0≤t≤T

( n∑
j=1

|Xℓ
j (t)−Xk

j (t)|2
)]

≤ 3

4
Cn

T∫
0

h(s)E
[( n∑

j=1

∣∣∣Xℓ
j

(
s− 1

ℓ

)
−Xk

j

(
s− 1

k

)∣∣∣2)] ds.
Since

E
[ n∑

j=1

∣∣∣Xℓ
j

(
s− 1

ℓ

)
−Xk

j

(
s− 1

k

)∣∣∣2]

≤ 2E
[ n∑

j=1

∣∣∣Xℓ
j

(
s− 1

ℓ

)
−Xk

j

(
s− 1

ℓ

)∣∣∣2]+ 2E
[ n∑

j=1

∣∣∣Xk
j

(
s− 1

ℓ

)
−Xk

j

(
s− 1

k

)∣∣∣2]

≤ 2E
[

sup
0≤u≤s

( n∑
j=1

|Xℓ
j (u)−Xk

j (u)|2
)]

+ 2E
[( n∑

j=1

∣∣∣Xk
j

(
s− 1

ℓ

)
−Xk

j

(
s− 1

k

)∣∣∣2)],
using Lemma 3.3 we get

E
[

sup
0≤t≤T

( n∑
j=1

|Xℓ
j (t)−Xk

j (t)|2
)]

≤ 3

2
Cn

T∫
0

h(r)E
[

sup
0≤u≤r

( n∑
j=1

|Xℓ
j (u)−Xk

j (u)|2
)]

dr +
3

2
CnLn

[
G
(
s− 1

ℓ

)
−G

(
s− 1

k

)] T∫
0

h(r) dr.
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Thus, by Gronwall’s lemma,

E
[

sup
0≤t≤T

( n∑
j=1

|Xℓ
j (t)−Xk

j (t)|2
)]

≤ Mn

(1
k
− 1

ℓ

)
exp

(
3

2
Cn

T∫
0

h(s) ds

)
,

where
Mn =

3

2
TCnLn sup

0≤t≤T
[g(t)] sup

0≤t≤T
[h(t)],

which means that (Xk
1 (t), . . . , X

k
n(t))k≥1 is a Cauchy sequence.

Step 3: Here we prove that the limit (X1(t), . . . , Xn(t)) in (M2
G(0, T ;Rd))n of (Xk

1 (t), . . . , X
k
n(t))

is the solution of system (1.2). For the existence, let the initial condition (X1(0), . . . , Xn(0)) ∈ (Rd)n

be a given constant.
This results in

|Xj(u)−Xk
j (u)|2 ≤ 3

∣∣∣∣
u∫

0

f1,j

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
− f1,j(s,X1(s), . . . , Xn(s)) ds

∣∣∣∣2

+ 3

∣∣∣∣
u∫

0

f2,j

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
− f2,j(s,X1(s), . . . , Xn(s)) d⟨B⟩(s)

∣∣∣∣2

+ 3

∣∣∣∣
u∫

0

f3,j

(
s,Xk

1

(
s− 1

k

)
, . . . , Xk

n

(
s− 1

k

))
− f3,j(s,X1(s), . . . , Xn(s)) dB(s)

∣∣∣∣2.
Using Lemmas 2.9, 2.10 and the assumption (A2), we have

E
[

sup
0≤u≤T

(
|Xk

j (u)−Xj(u)|2
)]

≤ 3(T + C1T + C2)

T∫
0

h(s)E
[ n∑
j=1

∣∣∣Xk
j

(
s− 1

k

)
−Xj(s)

∣∣∣2] ds
≤ 6(T + C1T + C2)

T∫
0

h(s)E
[ n∑
j=1

∣∣∣Xk
j

(
s− 1

k

)
−Xk

j (s)
∣∣∣2] ds

+ 6(T + C1T + C2)

T∫
0

h(s)E
[ n∑
j=1

|Xk
j (s)−Xj(s)|2

]
ds.

Thus, using Lemma 3.3,

E
[

sup
0≤u≤T

(
|Xk

j (u)−Xj(u)|2
)]

≤ Mn

nk
+

3Cn

2n

T∫
0

E
[

sup
0≤u≤s

( n∑
j=1

|Xk
j (u)−Xj(u)|2

)]
ds,

which implies that

E
[

sup
0≤u≤T

( n∑
j=1

(
|Xk

j (u)−Xj(u)|2
))]

≤ Mn

k
+

3

2
Cn

T∫
0

h(s)E
[

sup
0≤u≤s

n∑
j=1

(
|Xk

j (u)−Xj(u)|2
)]

ds.

Applying Gronwall’s lemma again, we get directly

E
[

sup
0≤u≤T

( n∑
j=1

|Xk
j (u)−Xj(u)|2

)]
≤ Mn

k
exp

(
3

2
Cn

T∫
0

h(s) ds

)
,

which shows our result.
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4 Stability result
In this section, we prove another important result on the stability of the following G-SDEs depending
on a parameter ε (ε ≥ 0) (for more information, see, e.g., [13, 15,27,28,30]):

Xε
1(t) = Xε

1(0) +

t∫
0

fε
1,1(s,X

ε
1(s), . . . , X

ε
n(s)) ds

+

t∫
0

fε
2,1(s,X

ε
1(s), . . . , X

ε
n(s)) d⟨B⟩(s) +

t∫
0

fε
3,1(s,X

ε
1(s), . . . , X

ε
n(s)) dB(s),

...

Xε
n(t) = Xε

n(0) +

t∫
0

fε
1,n(s,X

ε
1(s), . . . , X

ε
n(s)) ds

+

t∫
0

fε
2,n(s,X

ε
1(s), . . . , X

ε
n(s)) d⟨B⟩(s) +

t∫
0

fε
3,n(s,X

ε
1(s), . . . , X

ε
n(s)) dB(s).

We assume the following assumptions (B1), (B2) and (B3) for fε
i,j , 0 ≤ i ≤ 3 and 1 ≤ j ≤ n:

(B1)

|fε
i,j(t, x1, . . . , xn)|2 ≤ g(t)

(
1 +

n∑
j=1

|xj |2
)

for each x1, x2, . . . , xn ∈ Rd and t ∈ [0, T ], where g is a positive and continuous function on
[0, T ].

(B2) ∣∣fε
i,j(t, x1, . . . , xn)− fε

i,j(t, y1, . . . , yn)
∣∣2 ≤ h(t)

( n∑
j=1

|yj − xj |2
)

for each x1, y1, . . . , xn, yn ∈ Rd and t ∈ [0, T ], where h is a positive and continuous function on
[0, T ].

(B3) (i) ∀ t ∈ [0, T ],

lim
ε→0

t∫
0

E
[∣∣fε

i,j(s,X
0
1 (s), . . . , X

0
n(s))− f0

i,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣] ds = 0;

(ii)
lim
ε→0

(Xε
1(0), . . . , X

ε
n(0)) = (X0

1 (0), . . . , X
0
n(0)).

Remark 4.1. The assumptions (B1) and (B2) guarantee, for any ε ≥ 0, the existence of a unique
solution

(Xε
1(t), . . . , X

ε
n(t)) ∈ (M2

G(0, T ;Rd))n

of our system, while the assumption (B3) allows us to deduce the stability theorem for the system.

The following lemmas are very important, they will be used in the upcoming result. For the proofs
see [15].



70 El-Hacène Chalabi, Salim Mesbahi

Lemma 4.2. For every p ≥ 1 and for any T > 0 and η ∈ Mp
G(0, T ), we have

E

[ ∣∣∣∣
T∫

0

η(t) dt

∣∣∣∣p
]
≤ T p−1

T∫
0

E
[
|η(t)|p

]
dt,

E

[ ∣∣∣∣
T∫

0

η(t) d⟨B⟩(t)
∣∣∣∣p
]
≤ T p−1

T∫
0

E
[
|η(t)|p

]
dt.

Lemma 4.3. For every p ≥ 2, there exists a positive constant Cp such that, for any T > 0 and
η ∈ Mp

G(0, T ),

E

[ ∣∣∣∣
T∫

0

η(t) dB(t)

∣∣∣∣p
]
≤ CpT

p
2−1

T∫
0

E
[
|η(t)|p

]
dt.

Now, we present our second main result of this work.

Theorem 4.4. Under the assumptions (B1), (B2) and (B3), we have

∀ t ∈ [0, T ], lim
ε→0

E
[ n∑
j=1

|Xε
j (t)−X0

j (t)|2
]
= 0.

Proof. For all 1 ≤ j ≤ n, we have

Xε
j (t) = Xε

j (0) +

t∫
0

fε
1,j(s,X

ε
1(s), . . . , X

ε
n(s)) ds

+

t∫
0

fε
2,j(s,X

ε
1(s), . . . , X

ε
n(s)) d⟨B⟩s +

t∫
0

fε
3,j(s,X

ε
1(s), . . . , X

ε
n(s)) dB(s),

X0
j (t) = X0

j (0) +

t∫
0

f0
1,j(s,X

0
1 (s), . . . , X

0
n(s)) ds

+

t∫
0

f0
2,j(s,X

0
1 (s), . . . , X

0
n(s)) d⟨B⟩(s) +

t∫
0

f0
3,j(s,X

0
1 (s), . . . , X

0
n(s)) dB(s).

Then

Xε
j (t)−X0

j (t) = Xε
j (0)−X0

j (0)

+

t∫
0

[
fε
1,j(s,X

ε
1(s), . . . , X

ε
n(s))− f0

1,j(s,X
0
1 (s), . . . , X

0
n(s))

]
ds

+

t∫
0

[
fε
2,j(s,X

ε
1(s), . . . , X

ε
n(s))− f0

2,j(s,X
0
1 (s), . . . , X

0
n(s))

]
d⟨B⟩(s)

+

t∫
0

[
fε
3,j(s,X

ε
1(s), . . . , X

ε
n(s))− f0

3,j(s,X
0
1 (s), . . . , X

0
n(s))

]
dB(s)
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and

Xε
j (t)−X0

j (t) = Xε
j (0)−X0

j (0)+

+

t∫
0

(
fε
1,j(s,X

ε
1(s), . . . , X

ε
n(s))− f0

1,j(s,X
0
1 (s), . . . , X

0
n(s))

+ fε
1,j(s,X

ε
1(s), . . . , X

ε
n(s))− fε

1,j(s,X
ε
1(s), . . . , X

ε
n(s))

)
ds

+

t∫
0

(
fε
2,j(s,X

ε
1(s), . . . , X

ε
n(s))− f0

2,j(s,X
0
1 (s), . . . , X

0
n(s))

+ fε
2,j(s,X

ε
1(s), . . . , X

ε
n(s))− fε

2,j(s,X
ε
1(s), . . . , X

ε
n(s))

)
d⟨B⟩(s)

+

t∫
0

(
fε
3,j(s,X

ε
1(s), . . . , X

ε
n(s))− fε

3,j(s,X
0
1 (s), . . . , X

0
n(s))

+ fε
3,j(s,X

ε
1(s), . . . , X

ε
n(s))− fε

3,j(s,X
ε
1(s), . . . , X

ε
n(s))

)
dB(s).

We have

|Xε
j (t)−X0

j (t)|2 ≤ 7|Xε
j (0)−X0

j (0)|2

+ 7

∣∣∣∣
t∫

0

[
fε
1,j(s,X

ε
1(s), . . . , X

ε
n(s))− fε

1,j(s,X
0
1 (s), . . . , X

0
n(s))

]
ds

∣∣∣∣2

+ 7

∣∣∣∣
t∫

0

[
fε
1,j(s,X

0
1 (s), . . . , X

0
n(s))− f0

1,j(s,X
0
1 (s), . . . , X

0
n(s))

]
ds

∣∣∣∣2

+ 7

∣∣∣∣
t∫

0

[
fε
2,j(s,X

ε
1(s), . . . , X

ε
n(s))− fε

2,j(s,X
0
s , y

0
s)
]
d⟨B⟩(s)

∣∣∣∣2

+ 7

∣∣∣∣
t∫

0

[
fε
2,j(s,X

0
1 (s), . . . , X

0
n(s))− f0

2,j(s,X
0
1 (s), . . . , X

0
n(s))

]
d⟨B⟩(s)

∣∣∣∣2

+ 7

∣∣∣∣
t∫

0

[
fε
3,j(s,X

ε
1(s), . . . , X

ε
n(s))− fε

3,j(s,X
0
1 (s), . . . , X

0
n(s))

]
dB(s)

∣∣∣∣2

+ 7

∣∣∣∣
t∫

0

[
fε
3,j(s,X

0
1 (s), . . . , X

0
n(s))− f0

3,j(s,X
0
1 (s), . . . , X

0
n(s))

]
dB(s)

∣∣∣∣2.
Taking the G-expectation on both sides of the above relation, from Lemmas 4.2 and 4.3 we get

E|Xε
j (t)−X0

j (0)|2 ≤ 7E
[
|Xε

j (0)−X0
j (0)|2

]
+ 7T

t∫
0

E
[∣∣∣fε

1,j(s,X
ε
1(s), . . . , X

ε
n(s))− fε

1,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣∣2] ds
+ 7T

∣∣∣∣
t∫

0

E
[∣∣∣fε

1,j(s,X
0
1 (s), . . . , X

0
n(s))− f0

1,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣∣2] ds∣∣∣∣
+ 7T

t∫
0

E
[∣∣∣fε

2,j(s,X
ε
1(s), . . . , X

ε
n(s))− fε

2,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣∣2] ds
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+ 7T

t∫
0

E
[∣∣∣fε

2,j(s,X
0
1 (s), . . . , X

0
n(s))− f0

1,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣∣2] ds
+ 7C

t∫
0

E
[∣∣∣fε

3,j(s,X
ε
1(s), . . . , X

ε
n(s))− fε

3,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣∣2] ds
+ 7C

t∫
0

E
[∣∣∣fε

3,j(s,X
0
1 (s), . . . , X

0
n(s))− f0

3,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣∣2] ds.
By the assumptions (B1)–(B3), we obtain

E
[
|Xε

j (t)−X0
j (t)|2

]
≤ Cε(T ) + 7(2T + C)

t∫
0

E
(
h(s)

n∑
j=1

|Xε
j (s)−X0

j (s)|2
)
ds,

where

Cε(t) = 7E
[
|Xε

j (0)−X0
j (0)|2

]
+ 7T

t∫
0

E
[∣∣∣fε

1,j(s,X
0
1 (s), . . . , X

0
n(s))− f0

1,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣∣2] ds
+ 7T

t∫
0

E
[∣∣∣fε

2,j(s,X
0
1 (s), . . . , X

0
n(s))− f0

2,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣∣2] ds
+ 7C

t∫
0

E
[∣∣∣fε

3,j(s,X
0
1 (s), . . . , X

0
n(s))− f0

3,j(s,X
0
1 (s), . . . , X

0
n(s))

∣∣∣2] ds.
Then

E
[ n∑
j=1

|Xε
j (t)−X0

j (t)|2
]
≤

n∑
j=1

E|Xε
j (t)−X0

j (t)|2

≤ Cε
n(T ) + Cn(T )

t∫
0

h(s)

n∑
j=1

E|Xε
j (s)−X0

j (s)|2 ds,

where
Cε

n(T ) = nCε(T ) and Cn(T ) = 7n(2T + C).

Hence, by Gronwall’s inequality, we have

E
[ n∑
j=1

|Xε
j (t)−X0

j (t)|2
]
≤ Cε

n(T ) exp
(
Cn(T )

T∫
0

h(t) dt

)
.

Since Cε
n(T ) → 0 as ε → 0, we finally get

∀ t ∈ [0, T ], lim
ε→0

E
[ n∑
j=1

|Xε
j (t)−X0

j (t)|2
]
= 0,

hence the desired result follows.
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Abstract. In this paper, we consider a coupled flexible structure system with distributed delay in
two equations. We first give the well-posedness of the system by using a semigroup method. Then,
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ÒÄÆÉÖÌÄ. ÍÀÛÒÏÌÛÉ ÂÀÍáÉËÖËÉÀ ÏÒÉ ÂÀÍÔÏËÄÁÉÈ ßÀÒÌÏÃÂÄÍÉËÉ ÛÄßÚÅÉËÄÁÖËÉ ÌÏØÍÉËÉ
ÓÔÒÖØÔÖÒÉÓ ÓÉÓÔÄÌÀ ÂÀÍÀßÉËÄÁÖËÉ ÃÀÂÅÉÀÍÄÁÉÈ. ãÄÒ ÍÀáÄÅÀÒãÂÖ×ÄÁÉÓ ÌÄÈÏÃÉÈ ÃÀÃÂÄ-
ÍÉËÉÀ ÓÉÓÔÄÌÉÓ ÊÏÒÄØÔÖËÏÁÀ, áÏËÏ ÛÄÌÃÄÂ, ÄÍÄÒÂÉÉÓ ÛÄÛ×ÏÈÄÁÉÓ ÌÄÈÏÃÉÓ ÂÀÌÏÚÄÍÄÁÉÈ
ÃÀ ÂÀÒÊÅÄÖËÉ ËÉÀÐÖÍÏÅÉÓ ×ÖÍØÝÉÏÍÀËÉÓ ÀÂÄÁÉÓ ÓÀÛÖÀËÄÁÉÈ, ÃÀÃÂÄÍÉËÉÀ ÀÌÏÍÀáÓÍÉÓ
ÄØÓÐÏÍÄÍÝÉÀËÖÒÉ ØÒÏÁÀ.
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1 Introduction
In this article, we study the well-posedness and exponential stability for coupled flexible structure
system with distributed delay in two equations

m1(x)utt − (p1(x)ux + 2δ1(x)uxt)x + µ0ut +

τ2∫
τ1

µ1(s)ut(x, t− s) ds = 0,

m2(x)vtt − (p2(x)vx + 2δ2(x)vxt)x + µ′
0vt +

τ2∫
τ1

µ2(s)vt(x, t− s) ds = 0,

(1.1)

where (x, t) ∈ (0, L)× (0,+∞), with the following initial and boundary conditions:

u( · , 0) = u0(x), ut( · , 0) = u1(x), ∀x ∈ [0, L],

u(0, t) = u(L, t) = 0, ∀ t ≥ 0,

v( · , 0) = v0(x), vt( · , 0) = v1(x), ∀x ∈ [0, L],

v(0, t) = v(L, t) = 0, ∀ t ≥ 0,

ut(x,−t) = f0(x, t), 0 < t ≤ τ2,

vt(x,−t) = g0(x, t), 0 < t ≤ τ2,

(1.2)

where u(x, t), v(x, t) are the displacements of a particle at position x ∈ (0, L) and time t > 0. u0, v0 are
initial data, and f0, g0 are the history function. The parameters mi(x), δi(x) and pi(x) (for i = 1, 2)
are responsible for the non-uniform structure of the body, where mi(x) denotes mass per unit length
of the structure, δi(x) is a coefficient of internal material damping and pi(x) is a positive function
related to the stress acting on the body at a point x. We recall the assumptions of the functions
mi(x), δi(x) and pi(x) in [1] such that

mi, δi, pi ∈W 1,∞(0, L), mi(x), δi(x), pi(x) > 0, ∀x ∈ [0, L] for i = 1, 2.

The coefficients µ0, µ′
0 are positive constants, and µ1, µ2 : [τ1; τ2] → R are the bounded functions,

where τ1 and τ2 are two real numbers satisfying 0 ≤ τ1 < τ2. Here, we prove the well-posedness and
stability results for the problem on the under the assumption

µ0 >

τ2∫
τ1

|µ1(s)| ds,

µ′
0 >

τ2∫
τ1

|µ2(s)| ds.

(1.3)

During the last few decades, the theory of stabilisation of flexible structural system has been a
topic of interest in view of vibration control of various structural elements. In [6], Gorain established
the uniform exponential stability of the problem

m(x)utt −
(
p(x)ux + 2δ(x)uxt

)
x
= f(x) on (0, L)× R+,

which describes the vibrations of an inhomogeneous flexible structure with an exterior disturbing
force f . Indeed, it is physically relevant to take into account thermal effects in flexible structures: in
2014, M. Siddhartha et al. [9] showed the exponential stability of the vibrations of a inhomogeneous
flexible structure with thermal effect governed by the Fourier law,{

m(x)utt −
(
p(x)ux + 2δ(x)uxt

)
x
+ κθx = f,

θt − θxx + κutx = 0.
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It is known that the dynamic systems with delay terms have become a major research subject in
the differential equation since the 1970s of the last century (see, e.g., [2–4,7,8,11–15,18]). It may not
only destabilize a system which is asymptotically stable in the absence of delay, but may also lead
to the well-posedness (see [5,17] and the references therein). Therefore, the stability issue of systems
with delay is of great theoretical and practical importance. In [8], the authors consider a non-uniform
flexible structure system with time delay under Cattaneo’s law of heat condition

m(x)utt − (p(x)ux + 2δ(x)uxt)x + ηθx + µut(x, t− τ0) = 0, x ∈ (0, L), t > 0,

θt + κqx + ηutx = 0, x ∈ (0, L), t > 0,

τqt + βq + κθx = 0, x ∈ (0, L), t > 0,

(1.4)

with the boundary condition

u(0, t) = u(L, t) = 0, θ(0, t) = θ(L, t) = 0, t ≥ 0, (1.5)

and the initial condition

u(x, 0) = u0(x), ut(x, 0) = u1(x), θ(x, 0) = θ0(x), q(x, 0) = q0(x), x ∈ [0, L]. (1.6)

They proved that system (1.4)–(1.6) is well-posed, and the system is an exponential decay under a
small condition on time delay. M. S. Alves et al. (see [1]) considered system (1.4)–(1.6) without delay
term, and obtained an exponential stability result for one set of boundary conditions and at least a
polynomial for another set of boundary conditions.

In [14], Nicaise and Pignotti considered the wave equation with linear frictional damping and
internal distributed delay

utt −△u+ µ1ut + a(x)

τ2∫
τ1

µ2(s)ut(t− s) ds = 0

in Ω × (0,∞), with initial and mixed Dirichlet–Neumann boundary conditions and a as a function,
chosen in an appropriate space. They established exponential stability of the solution under the
assumption

∥a∥∞

τ2∫
τ1

µ2(s) ds < µ1.

The authors also obtained the same result when the distributed delay acted on a part of the boundary.
Motivated by the above results, in the present work we consider system (1.1), (1.2), prove the

well-posedness and establish exponential stability results.
We now briefly sketch the outline of the paper. In Section 2, we state and prove the well-posedness

of system (1.1), (1.2) by using the semigroup method. In Section 3, we establish an exponential
stability by using the perturbed energy method and construct some Lyapunov functionals.

2 The well-posedness
In this section, we give a brief idea about the existence and uniqueness of solutions for (1.1), (1.2)
using the semigroup theory [16]. As in [14], we introduce the new variables

z1(x, ρ, t, s) = ut(x, t− ρs), x ∈ (0, L), ρ ∈ (0, 1), s ∈ (τ1, τ2), t > 0,

z2(x, ρ, t, s) = vt(x, t− ρs), x ∈ (0, L), ρ ∈ (0, 1), s ∈ (τ1, τ2), t > 0.

Then we have

szit(x, ρ, t, s) + ziρ(x, ρ, t, s) = 0 in (0, L)× (0, 1)× (0,∞)× (τ1, τ2) for i = 1, 2.
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Therefore, problem (1.1) takes the form

m1(x)utt − (p1(x)ux + 2δ1(x)uxt)x + µ0ut +

τ2∫
τ1

µ1(s)z1(x, 1, t, s) ds = 0,

sz1t(x, ρ, t, s) + z1ρ(x, ρ, t, s) = 0,

m2(x)vtt − (p2(x)vx + 2δ2(x)vxt)x + µ′
0vt +

τ2∫
τ1

µ2(s)z2(x, 1, t, s) ds = 0,

sz2t(x, ρ, t, s) + z2ρ(x, ρ, t, s) = 0,

(2.1)

with the following initial and boundary conditions:

u( · , 0) = u0(x), ut( · , 0) = u1(x), ∀x ∈ [0, L],

u(0, t) = u(L, t) = 0, ∀ t ≥ 0,

v( · , 0) = v0(x), vt( · , 0) = v1(x), ∀x ∈ [0, L],

v(0, t) = v(L, t) = 0, ∀ t ≥ 0,

z1(x, 0, t, s) = ut(x, t) on (0, L)× (0,∞)× (τ1, τ2),

z2(x, 0, t, s) = vt(x, t) on (0, L)× (0,∞)× (τ1, τ2),

z1(x, ρ, 0, s) = f0(x, ρs) on (0, L)× (0, 1)× (τ1, τ2),

z2(x, ρ, 0, s) = g0(x, ρs) on (0, L)× (0, 1)× (τ1, τ2).

(2.2)

Introducing the vector function U = (u, φ, z1, v, ψ, z2)
T , where φ = ut and ψ = vt, system

(2.1), (2.2) can be written as {
U

′
(t) +AU(t) = 0, t > 0,

U(0) = U0 = (u0, u1, f0, v0, v1, g0)
T ,

(2.3)

where the operator A is defined by

AU =



−φ

− 1

m1(x)
(p1(x)ux + 2δ1(x)φx)x +

µ0

m1(x)
φ+

1

m1(x)

τ2∫
τ1

µ1(s)z1(x, 1, t, s) ds

s−1z1ρ
−ψ

− 1

m2(x)
(p2(x)vx + 2δ2(x)ψx)x +

µ′
0

m2(x)
ψ +

1

m2(x)

τ2∫
τ1

µ2(s)z2(x, 1, t, s) ds

s−1z2ρ


.

Next, we define the energy space as

H = H1
0 (0, L)× L2(0, L)× L2((0, L)× (0, 1)× (τ1, τ2))

×H1
0 (0, L)× L2(0, L)× L2((0, L)× (0, 1)× (τ1, τ2)),

equipped with the inner product

⟨U, Ũ⟩H =

L∫
0

p1(x)uxũx dx+

L∫
0

m1(x)φφ̃ dx+

L∫
0

1∫
0

τ2∫
τ1

s|µ1(s)|z1(x, ρ, s)z̃1(x, ρ, s) ds dρ dx

+

L∫
0

p2(x)vxṽx dx+

L∫
0

m2(x)ψψ̃ dx+

L∫
0

1∫
0

τ2∫
τ1

s|µ2(s)|z2(x, ρ, s)z̃2(x, ρ, s) ds dρ dx.
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Then the domain of A is given by

D(A) =


U ∈ H | u, v ∈ H2(0, L) ∩H1

0 (0, L), φ, ψ ∈ H1
0 (0, L),

z1, z1ρ, z2, z2ρ ∈ L2((0, L)× (0, 1)× (τ1, τ2)),

z1(x, 0, s) = φ(x), z2(x, 0, s) = ψ(x)

 .

Clearly, D(A) is dense in H.
The well-posedness of problem (2.3) is ensured by

Theorem 2.1. Assume that U0 ∈ H and (1.3) holds, then problem (2.3) has a unique solution
U ∈ C(R+;H). Moreover, if U0 ∈ D(A), then

U ∈ C(R+;D(A)) ∩ C1(R+;H).

Proof. The result follows from the Lumer–Phillips theorem provided we prove that A : D(A) → H is
a maximal monotone operator. First, we prove that A is monotone. For any U = (u, φ, z1, v, ψ, z2)

T ∈
D(A), by using the inner product and integrating by parts, we obtain

⟨AU,U⟩H = 2

L∫
0

δ1(x)φ
2
x dx+

L∫
0

φ

τ2∫
τ1

µ1(s)z1(x, 1, t, s) ds dx+ µ0

L∫
0

φ2 dx

+

L∫
0

1∫
0

τ2∫
τ1

|µ1(s)|z1(x, ρ, s)z1ρ(x, ρ, s) ds dρ dx+ 2

L∫
0

δ2(x)ψ
2
x dx

+

L∫
0

ψ

τ2∫
τ1

µ2(s)z2(x, 1, t, s) ds dx+ µ′
0

L∫
0

ψ2 dx+

L∫
0

1∫
0

τ2∫
τ1

|µ2(s)|z2(x, ρ, s)z2ρ(x, ρ, s) ds dρ dx.

Integrating by parts in ρ, we have

L∫
0

τ2∫
τ1

1∫
0

|µi(s)|zi(x, ρ, s)ziρ(x, ρ, s)dρ ds dx

=
1

2

L∫
0

τ2∫
τ1

|µi(s)|
[
z2i (x, 1, s)− z2i (x, 0, s)

]
ds dx for i = 1, 2.

Using the fact that z1(x, 0, s, t) = φ and z2(x, 0, s, t) = ψ, we obtain

⟨AU,U⟩H = 2

L∫
0

δ1(x)φ
2
x dx+

L∫
0

φ

τ2∫
τ1

µ1(s)z1(x, 1, t, s) ds dx+

(
µ0 −

1

2

τ2∫
τ1

|µ1(s)| ds
) L∫

0

φ2 dx

+
1

2

L∫
0

τ2∫
τ1

|µ1(s)|z21(x, 1, s) ds dx+ 2

L∫
0

δ2(x)ψ
2
x dx+

L∫
0

ψ

τ2∫
τ1

µ2(s)z2(x, 1, t, s) ds dx

+

(
µ′
0 −

1

2

τ2∫
τ1

|µ2(s)| ds
) L∫

0

ψ2 dx+
1

2

L∫
0

τ2∫
τ1

|µ2(s)|z22(x, 1, s) ds dx. (2.4)

Now, using Young’s inequality, we can estimate
L∫

0

φ

τ2∫
τ1

µ1(s)z1(x, 1, t, s) ds dx ≥ −1

2

τ2∫
τ1

|µ1(s)| ds
1∫

0

φ2 dx− 1

2

1∫
0

τ2∫
τ1

|µ1(s)|z21(x, 1, s) ds dx (2.5)
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and
L∫

0

ψ

τ2∫
τ1

µ2(s)z2(x, 1, t, s) ds dx ≥ −1

2

τ2∫
τ1

|µ2(s)| ds
1∫

0

ψ2 dx− 1

2

1∫
0

τ2∫
τ1

|µ2(s)|z22(x, 1, s) ds dx. (2.6)

Substituting (2.5) and (2.6) in (2.4), and using (1.3), we obtain

⟨AU,U⟩H ≥ 2

L∫
0

δ1(x)φ
2
x dx+

(
µ0 −

τ2∫
τ1

|µ1(s)| ds
) L∫

0

φ2 dx

+ 2

L∫
0

δ2(x)ψ
2
x dx+

(
µ′
0 −

τ2∫
τ1

|µ2(s)| ds
) L∫

0

ψ2 dx ≥ 0.

Hence, A is monotone. Next, we prove that the operator I + A is surjective, i.e., for any F =
(f1, f2, f3, f4, f5, f6)

T ∈ H, there exists U = (u, φ, z1, v, ψ, z2)
T ∈ D(A) satisfying

(I +A)U = F, (2.7)

which is equivalent to

u− φ = f1,

(m1(x) + µ0)φ− (p1(x)ux + 2δ1(x)φx)x +

τ2∫
τ1

µ1(s)z1(x, 1, t, s) ds = m1(x)f2,

sz1 + z1ρ = sf3,

v − ψ = f4,

(m2(x) + µ′
0)ψ − (p2(x)vx + 2δ2(x)ψx)x +

τ2∫
τ1

µ2(s)z2(x, 1, t, s) ds = m2(x)f5,

sz2 + z2ρ = sf6.

(2.8)

Suppose that we have found u and v. Then equations (2.8)1 and (2.8)4 yield{
φ = u− f1,

ψ = v − f4.
(2.9)

It is clear that φ ∈ H1
0 (0, L) and ψ ∈ H1

0 (0, L). Equations (2.8)3 and (2.8)6 with (2.9), recalling
z1(x, 0, t, s) = φ, z2(x, 0, t, s) = ψ, yield

z1(x, ρ, s) = u(x)e−ρs − f1(x)e
−ρs + se−ρs

ρ∫
0

f3(x, τ, s)e
τs dτ (2.10)

and

z2(x, ρ, s) = v(x)e−ρs − f4(x)e
−ρs + se−ρs

ρ∫
0

f6(x, τ, s)e
τs dτ. (2.11)

Clearly, z1, z1ρ, z2, z2ρ ∈ L2((0, L)× (0, 1)× (τ1, τ2)).
Inserting (2.9)1 and (2.10) into (2.8)2, and inserting (2.9)2 and (2.11) into (2.8)5, we get

η1u− (p1(x)ux + 2δ1(x)φx)x = g1,

η2v − (p2(x)vx + 2δ2(x)ψx)x = g2,

ux − φx = g3,

vx − ψx = g4,

(2.12)
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where

η1 = m1(x) + µ0 +

τ2∫
τ1

µ1(s)e
−s ds, η2 = m2(x) + µ′

0 +

τ2∫
τ1

µ2(s)e
−s ds,

g1 = η1f1 +m1(x)f2 −
τ2∫

τ1

sµ1(s)e
−s

1∫
0

f3(x, τ, s)e
τs dτ ds,

g2 = η2f4 +m2(x)f5 −
τ2∫

τ1

sµ2(s)e
−s

1∫
0

f6(x, τ, s)e
τs dτ ds,

g3 = f1x, g4 = f4x.

The variational formulation corresponding to equation (2.12) takes the form

B((u, v)T , (ũ, ṽ)T ) = G(ũ, ṽ)T , (2.13)

where
B :

[
H1

0 (0, L)×H1
0 (0, L)

]2 −→ R

is the bilinear form given by

B
(
(u, v)T , (ũ, ṽ)T

)
= η1

L∫
0

uũ dx+

L∫
0

(p1(x) + 2δ1(x))uxũx dx

+ η2

L∫
0

vṽ dx+

L∫
0

(p2(x) + 2δ2(x))vxṽx dx,

and
G :

[
H1

0 (0, L)×H1
0 (0, L)

]
−→ R

is the linear form defined by

G(ũ, ṽ)T =

L∫
0

g1ũ dx+

L∫
0

g2ṽ dx+

L∫
0

2δ1(x)g3ũx dx+

L∫
0

2δ2(x)g4ṽx dx.

Now, we introduce the Hilbert space V = H1
0 (0, L)×H1

0 (0, L) equipped with the norm

∥(u, v)∥2V = ∥u∥22 + ∥ux∥22 + ∥v∥22 + ∥vx∥22.

It is clear that B( · , · ) and G( · ) are bounded. Furthermore, we can find that there exists a positive
constant α such that

B((u, v)T , (u, v)T ) = η1

L∫
0

u2 dx+

L∫
0

(p1(x) + 2δ1(x))u
2
x dx

+ η2

L∫
0

v2 dx+

L∫
0

(p2(x) + 2δ2(x))v
2
x dx ≥ α∥(u, v)∥2V ,

which implies that B( · , · ) is coercive.
Consequently, applying the Lax–Milgram lemma, we obtain that (2.13) has a unique solution

(u, v)T ∈ V .
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Then, by substituting u, v into (2.9), we get

φ,ψ ∈ H1
0 (0, L).

Next, it remains to show that

u, v ∈ H2(0, L) ∩H1
0 (0, L).

Furthermore, if ṽ ≡ 0 ∈ H1
0 (0, L), then (2.13) reduces to

−
L∫

0

[
(p1(x) + 2δ1(x))ux

]
x
ũ dx =

L∫
0

g1ũ dx−
L∫

0

2(δ1(x)g3)xũ dx− η1

L∫
0

uũ dx

for all ũ in H1
0 (0, L), which implies[

(p1(x) + 2δ1(x))ux
]
x
= η1u− g1 + 2(δ1(x)g3)x ∈ L2(0, L).

Thus, by the L2 theory for the linear elliptic equations, we obtain

u ∈ H2(0, L) ∩H1
0 (0, L).

In a similar way, we have
v ∈ H2(0, L) ∩H1

0 (0, L).

Finally, the application of the classical regularity theory for the linear elliptic equations guarantees
the existence of unique solution U ∈ D(A) which satisfies (2.7). Therefore, the operator A is maximal.

Hence, the result of Theorem 2.1 follows.

3 Exponential stability
In this section, we prove the exponential decay for problem (2.1), (2.2). This will be achieved by using
the perturbed energy method. We define the energy functional E(t) as

E(t) = E1(t) + E2(t),

E1(t) =
1

2

L∫
0

[
m1(x)u

2
t + p1(x)u

2
x

]
dx+

1

2

L∫
0

1∫
0

τ2∫
τ1

s|µ1(s)|z21(x, ρ, z, t) ds dρ dx,

E2(t) =
1

2

L∫
0

[
m2(x)u

2
t + p2(x)u

2
x

]
dx+

1

2

L∫
0

1∫
0

τ2∫
τ1

s|µ2(s)|z22(x, ρ, z, t) ds dρ dx.

(3.1)

We have the following exponentially stable result.

Theorem 3.1. Let (u, ut, z1, v, vt, z2) be a solution of (2.1), (2.2) and assume that (1.3) holds. Then
there exists positive constants λ0, λ1 such that the energy E(t) associated with problem (2.1), (2.2)
satisfies

E(t) ≤ λ0e
−λ1t, t ≥ 0. (3.2)

To prove this result, we will state and prove some useful lemmas in advance.

Lemma 3.2 (Poincaré-type Scheeffer’s inequality, [10]). Let h ∈ H1
0 (0, L). Then

L∫
0

|h|2 dx ≤ L2

π2

L∫
0

|hx|2 dx. (3.3)
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Lemma 3.3 (Mean value theorem, [1]). Let (u, ut, v, vt) be a solution to system (1.1), (1.2) with
an initial datum in D(A). Then, for any t > 0, there exists a sequence of real numbers (depending on
t), denoted by ζi, ξi ∈ [0, L](i = 1, . . . , 6), such that

L∫
0

p1(x)u
2
x dx = p1(ζ1)

L∫
0

u2x dx,

L∫
0

m1(x)u
2
t dx = m1(ζ2)

L∫
0

u2t dx,

L∫
0

m1(x)u
2 dx = m1(ζ3)

L∫
0

u2 dx,

L∫
0

δ1(x)u
2 dx = δ1(ζ4)

L∫
0

u2 dx,

L∫
0

δ1(x)u
2
x dx = δ1(ζ5)

L∫
0

u2x dx,

L∫
0

δ1(x)u
2
xt dx = δ1(ζ6)

L∫
0

u2xt dx,

L∫
0

p2(x)v
2
x dx = p2(ξ1)

L∫
0

v2x dx,

L∫
0

m2(x)v
2
t dx = m2(ξ2)

L∫
0

v2t dx,

L∫
0

m2(x)v
2 dx = m2(ξ3)

L∫
0

v2 dx,

L∫
0

δ2(x)v
2 dx = δ2(ξ4)

L∫
0

v2 dx,

L∫
0

δ2(x)v
2
x dx = δ2(ξ5)

L∫
0

v2x dx,

L∫
0

δ2(x)v
2
xt dx = δ2(ξ6)

L∫
0

v2xt dx.

Lemma 3.4. Let (u, ut, z1, v, vt, z2) be a solution of (2.1), (2.2). Then the energy functional satisfies

E′(t) = E′
1(t) + E′

2(t) ≤ 0, ∀ t ≥ 0,

E′
1(t) ≤ −2

L∫
0

δ1(x)u
2
xt dx+

( τ2∫
τ1

|µ1(s)| ds− µ0

) L∫
0

u2t dx ≤ 0,

E′
2(t) ≤ −2

L∫
0

δ2(x)v
2
xt dx+

( τ2∫
τ1

|µ2(s)| ds− µ′
0

) L∫
0

v2t dx ≤ 0.

Proof. Multiplying (2.1)1 and (2.1)3 by ut and vt, respectively, and integrating over (0, L), using
integration by parts and the boundary conditions in (2.2), we get

1

2

d

dt

L∫
0

[
m1(x)u

2
t + p1(x)u

2
x

]
dx

=− 2

L∫
0

δ1(x)u
2
xt dx− µ0

L∫
0

u2t dx−
L∫

0

ut

τ2∫
τ1

µ1(s)z1(x, 1, t, s) ds dx, (3.4)

1

2

d

dt

L∫
0

[
m2(x)v

2
t + p2(x)v

2
x

]
dx

=− 2

L∫
0

δ2(x)v
2
xt dx− µ′

0

L∫
0

v2t dx−
L∫

0

vt

τ2∫
τ1

µ2(s)z2(x, 1, t, s) ds dx. (3.5)

On the other hand, multiplying (2.1)2 and (2.1)4 by |µ1(s)|z1 and |µ2(s)|z2, respectively, and
integrating over (0, L) × (0, 1) × (τ1, τ2), and recalling z1(x, 0, t, s) = ut and z2(x, 0, t, s) = vt, we
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obtain

1

2

d

dt

L∫
0

1∫
0

τ2∫
τ1

s|µ1(s)|z21(x, ρ, s, t) ds dρ dx

= −1

2

L∫
0

τ2∫
τ1

|µ1(s)|z21(x, 1, s, t) ds dx+
1

2

L∫
0

u2t

τ2∫
τ1

|µ1(s)| ds dx, (3.6)

1

2

d

dt

L∫
0

1∫
0

τ2∫
τ1

s|µ2(s)|z22(x, ρ, s, t) ds dρ dx

= −1

2

L∫
0

τ2∫
τ1

|µ2(s)|z22(x, 1, s, t) ds dx+
1

2

L∫
0

v2t

τ2∫
τ1

|µ2(s)| ds dx. (3.7)

A combination of (3.4) and (3.6) gives

E′
1(t) =− 2

L∫
0

δ1(x)u
2
xt dx− µ0

L∫
0

u2t dx−
L∫

0

ut

τ2∫
τ1

µ1(s)z1(x, 1, t, s) ds dx

− 1

2

L∫
0

τ2∫
τ1

|µ1(s)|z21(x, 1, s, t) ds dx+
1

2

τ2∫
τ1

|µ1(s)| ds
L∫

0

u2t dx. (3.8)

Also, (3.5) and (3.7) give

E′
2(t) =− 2

L∫
0

δ2(x)v
2
xt dx− µ′

0

L∫
0

v2t dx−
L∫

0

vt

τ2∫
τ1

µ2(s)z2(x, 1, t, s) ds dx

− 1

2

L∫
0

τ2∫
τ1

|µ2(s)|z22(x, 1, s, t) ds dx+
1

2

τ2∫
τ1

|µ2(s)| ds
L∫

0

v2t dx. (3.9)

Now, using Young’s inequality, we obtain

−
L∫

0

ut

τ2∫
τ1

µ1(s)z1(x, 1, t, s) ds dx ≤ 1

2

τ2∫
τ1

|µ1(s)| ds
1∫

0

u2t dx+
1

2

1∫
0

τ2∫
τ1

|µ1(s)|z21(x, 1, s) ds dx, (3.10)

−
L∫

0

vt

τ2∫
τ1

µ2(s)z2(x, 1, t, s) ds dx ≤ 1

2

τ2∫
τ1

|µ2(s)| ds
1∫

0

v2t dx+
1

2

1∫
0

τ2∫
τ1

|µ2(s)|z22(x, 1, s) ds dx. (3.11)

Substituting (3.10) into (3.8), (3.11) into (3.9), and using (1.3), we obtain (3.4), which completes
the proof.

Next, in order to construct a Lyapunov functional equivalent to the energy, we prove several
lemmas with the purpose of creating negative counterparts of the terms that appear in the energy.
Lemma 3.5. Let (u, ut, z1, v, vt, z2) be a solution of (2.1), (2.2). Then the functions

I1(t) :=

L∫
0

δ1(x)u
2
x dx+

L∫
0

m1(x)utu dx,

F1(t) :=

L∫
0

δ2(x)v
2
x dx+

L∫
0

m2(x)vtv dx
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satisfy, for all ε1, ε2 > 0 and ε′1, ε′2 > 0, the estimates

I ′1(t) ≤−
(
p1(ζ1)−

L2µ2
0

π2
ε1 −

L2ε2
π2

) L∫
0

u2x dx+
(
m1(ζ2) +

1

4ε1

) L∫
0

u2t dx

+
µ0

4ε2

L∫
0

τ2∫
τ1

|µ1(s)|z21(x, 1, s, t) ds dx, (3.12)

F ′
1(t) ≤−

(
p2(ξ1)−

L2µ′2
0

π2
ε′1 −

L2ε′2
π2

) L∫
0

v2x dx+
(
m2(ξ2) +

1

4ε′1

) L∫
0

v2t dx

+
µ′
0

4ε′2

L∫
0

τ2∫
τ1

|µ2(s)|z22(x, 1, s, t) ds dx. (3.13)

Proof. By differentiating I1(t) with respect to t, using (2.1)1 and integrating by parts, we obtain

I ′1(t) = −
L∫

0

p1(x)u
2
x dx− µ0

L∫
0

utu dx−
L∫

0

u

τ2∫
τ1

µ1(s)z1(x, 1, s, t) ds dx+

L∫
0

m1(x)u
2
t dx.

By using Young’s inequality, Lemma 3.2 and (1.3)1, for ε1, ε2 > 0 we get

−µ0

L∫
0

utu dx ≤ L2µ2
0

π2
ε1

L∫
0

u2x dx+
1

4ε1

L∫
0

u2t dx, (3.14)

−
L∫

0

u

τ2∫
τ1

µ1(s)z1(x, 1, s, t) ds dx ≤ L2ε2
π2

L∫
0

u2x dx+
µ0

4ε2

L∫
0

τ2∫
τ1

|µ1(s)|z21(x, 1, s, t) ds dx. (3.15)

Consequently, using Lemma 3.3, (3.14) and (3.15), we establish (3.12).
Similarly, we prove (3.13).

Lemma 3.6. Let (u, ut, z1, v, vt, z2) be a solution of (2.1), (2.2). Then the functions

I2(t) :=

L∫
0

1∫
0

τ2∫
τ1

se−sρ|µ1(s)|z21(x, ρ, s, t) ds dρ dx,

F2(t) :=

L∫
0

1∫
0

τ2∫
τ1

se−sρ|µ2(s)|z22(x, ρ, s, t) ds dρ dx,

satisfy, for some positive constants n1 and n2, the estimates

I ′2(t) ≤− n1

L∫
0

1∫
0

τ2∫
τ1

s|µ1(s)|z21(x, ρ, s, t) ds dρ dx

− n1

L∫
0

τ2∫
τ1

|µ1(s)|z21(x, 1, s, t) ds dx+ µ0

L∫
0

u2t dx, (3.16)

F ′
2(t) ≤− n2

L∫
0

1∫
0

τ2∫
τ1

s|µ2(s)|z22(x, ρ, s, t) ds dρ dx
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− n2

L∫
0

τ2∫
τ1

|µ2(s)|z22(x, 1, s, t) ds dx+ µ′
0

L∫
0

v2t dx. (3.17)

Proof. By differentiating I2(t) with respect to t and using equation (2.1)2, we obtain

I ′2(t) = −2

L∫
0

1∫
0

τ2∫
τ1

e−sρ|µ1(s)|z1(x, ρ, s, t)z1ρ(x, ρ, s, t) ds dρ dx

= − d

dρ

L∫
0

1∫
0

τ2∫
τ1

e−sρ|µ1(s)|z21(x, ρ, s, t) ds dρ dx−
L∫

0

1∫
0

τ2∫
τ1

se−sρ|µ1(s)|z21(x, ρ, s, t) ds dρ dx

= −
L∫

0

τ2∫
τ1

|µ1(s)|[e−sz21(x, 1, s, t)− z21(x, 0, s, t)] ds dx−
L∫

0

1∫
0

τ2∫
τ1

se−sρ|µ1(s)|z21(x, ρ, s, t) ds dρ dx.

Using the fact that z1(x, 0, s, t) = ut and e−s ≤ e−sρ ≤ 1, for all 0 < ρ < 1, we obtain

I ′2(t) ≤ −
L∫

0

τ2∫
τ1

e−s|µ1(s)|z21(x, 1, s, t) ds dx

+

τ2∫
τ1

|µ1(s)| ds
L∫

0

u2t dx−
L∫

0

1∫
0

τ2∫
τ1

se−sρ|µ1(s)|z21(x, ρ, s, t) ds dρ dx.

Since −e−s is an increasing function, we have −e−s ≤ −e−τ2 for all s ∈ [τ1, τ2].
Finally, setting n1 = e−τ2 and recalling (1.3)1, we obtain (3.16).
Similarly, we prove (3.17).

Next, we define a Lyapunov functional L and show that it is equivalent to the energy functional E.

Lemma 3.7. Let N,N1, N2 > 0 and a functional be defined by

L(t) := NE(t) + I1(t) +N1I2(t) + F1(t) +N2F2(t). (3.18)

For two positive constants c1 and c2, we have

c1E(t) ≤ L(t) ≤ c2E(t), ∀ t ≥ 0. (3.19)

Proof. Let
L(t) := I1(t) +N1I2(t) + F1(t) +N2F2(t).

Then

|L(t)| ≤
L∫

0

δ1(x)u
2
x dx+

1

2

L∫
0

m1(x)u
2
t dx+

1

2

L∫
0

m1(x)u
2 dx

+N1

L∫
0

1∫
0

τ2∫
τ1

s|µ1(s)|z21(x, ρ, s, t) ds dρ dx+

L∫
0

δ2(x)v
2
x dx+

1

2

L∫
0

m2(x)v
2
t dx

+
1

2

L∫
0

m2(x)v
2 dx+N2

L∫
0

1∫
0

τ2∫
τ1

s|µ2(s)|z22(x, ρ, s, t) ds dρ dx ≤ c′E1(t) + c′′E2(t) ≤ c0E(t),
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where c0 = max{c′, c′′}, with

c′ = 1 +
L2m1(ζ3)

π2p1(ζ1)
+

2δ1(ζ5)

p1(ζ1)
+ 2N1, c′′ = 1 +

L2m2(ξ3)

π2p2(ξ1)
+

2δ2(ξ5)

p2(ξ1)
+ 2N2.

Consequently, |L(t)−NE(t)| ≤ c0E(t), which yields

(N − c0)E(t) ≤ L(t) ≤ (N + c0)E(t).

Choosing N large enough, we obtain estimate (3.19).

Now, we prove the main result of this section.

Proof of Theorem 3.1. Differentiating (3.18) and recalling (3.4), (3.12), (3.13), (3.16) and (3.17), we
obtain

L′(t) ≤
[( τ2∫

τ1

|µ1(s)| ds− µ0

)
N +

(
m1(ζ2) +

1

4ε1

)
+N1µ0

] L∫
0

u2t dx

−
[
p1(ζ1)−

L2µ2
0

π2
ε1 −

L2

π2
ε2

] L∫
0

u2x dx− 2N

L∫
0

δ1(x)u
2
xt dx

− n1N1

L∫
0

1∫
0

τ2∫
τ1

s|µ1(s)|z21(x, ρ, s, t) ds dρ dx−
[
n1N1 −

µ0

4ε2

] L∫
0

τ2∫
τ1

|µ1(s)|z21(x, 1, s, t) ds dx

+

[( τ2∫
τ1

|µ2(s)| ds− µ′
0

)
N +

(
m2(ξ2) +

1

4ε′1

)
+N2µ

′
0

] L∫
0

v2t dx

−
[
p2(ξ1)−

L2µ′2
0

π2
ε′1 −

L2

π2
ε′2

] L∫
0

v2x dx− 2N

L∫
0

δ2(x)v
2
xt dx

− n2N2

L∫
0

1∫
0

τ2∫
τ1

s|µ2(s)|z22(x, ρ, s, t) ds dρ dx−
[
n2N2 −

µ′
0

4ε′2

] L∫
0

τ2∫
τ1

|µ2(s)|z22(x, 1, s, t) ds dx.

Using Lemma 3.2 and Lemma 3.3, we get

L′(t) ≤ −
[
γ1N − L2

π2

(
m1(ζ2) +

1

4ε1

)
− L2µ0

N1

] L∫
0

u2tx dx−
[
p1(ζ1)−

L2µ2
0

π2
ε1 −

L2

π2
ε2

] L∫
0

u2x dx

− n1N1

L∫
0

1∫
0

τ2∫
τ1

s|µ1(s)|z21(x, ρ, s, t) ds dρ dx−
[
n1N1 −

µ0

4ε2

] L∫
0

τ2∫
τ1

|µ1(s)|z21(x, 1, s, t) ds dx

−
[
γ2N − L2

π2

(
m2(ξ2) +

1

4ε′1

)
− L2µ′

0

π2
N2

] L∫
0

v2tx dx−
[
p2(ξ1)−

L2µ′2
0

π2
ε′1 −

L2

π2
ε′2

] L∫
0

v2x dx

− n2N2

L∫
0

1∫
0

τ2∫
τ1

s|µ2(s)|z22(x, ρ, s, t) ds dρ dx−
[
n2N2 −

µ′
0

4ε′2

] L∫
0

τ2∫
τ1

|µ2(s)|z22(x, 1, s, t) ds dx, (3.20)

where

γ1 = 2δ1(ζ6)−
L2

π2

( τ2∫
τ1

|µ1(s)| ds− µ0

)
> 0,
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γ2 = 2δ2(ξ6)−
L2

π2

( τ2∫
τ1

|µ2(s)| ds− µ′
0

)
> 0.

At this point, we need to choose our constants very carefully.
First, we choose ε2 < π2

2L2 p1(ζ1) and ε′2 <
π2

2L2 p2(ξ1) so that

p1(ζ1)−
L2

π2
ε2 >

p1(ζ1)

2
, p2(ξ1)−

L2

π2
ε′2 >

p2(ξ1)

2
.

Next, we choose N1 and N2 large enough so that

n1N1 −
µ0

4ε2
> 0, n2N2 −

µ′
0

4ε′2
> 0.

Then, we choose ε1 and ε′1 small enough satisfying

p1(ζ1)

2
− L2µ2

0

π2
ε1 > 0,

p2(ξ1)

2
− L2µ′2

0

π2
ε′1 > 0.

Finally, we choose N large enough so that

γ1N − L2

π2

(
m1(ζ2) +

1

4ε1

)
− L2µ0

π2
N1 > 0,

γ2N − L2

π2

(
m2(ξ2) +

1

4ε′1

)
− L2µ′

0

π2
N2 > 0.

By (3.1), we deduce that there exists a positive constant c3 such that (3.20) becomes

L′(t) ≤ −c3E(t), ∀ t ≥ 0. (3.21)

The combination of (3.19) and (3.21) gives

L′(t) ≤ −λ1L(t), ∀ t ≥ 0, (3.22)

where λ1 = c3
c2

. Then a simple integration of (3.22) over (0, t) yields

c1E(t) ≤ L(t) ≤ L(0)e−λ1t, ∀ t ≥ 0. (3.23)

Finally, combining (3.19) and (3.23), we obtain (3.2) with λ0 = c2E(0)
c1

, which completes the
proof.
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STUDY OF STABILITY IN NONLINEAR
NEUTRAL DYNAMIC EQUATIONS USING
KRASNOSELSKII–BURTON’S FIXED POINT THEOREM



Abstract. Let T be an unbounded above and below time scale such that 0 ∈ T. Let id−τ : [0,∞)∩T
be such that (id−τ)([0,∞)∩T) is a time scale. We use Krasnoselskii–Burton’s fixed point theorem to
obtain stability results about the zero solution for the following nonlinear neutral dynamic equation
with a variable delay:

x∆(t) = −a(t)h(xσ(t)) +Q(t, x(t− τ(t)))∆ +G
(
t, x(t), x(t− τ(t))

)
.

The stability of the zero solution of this equation is provided by h(0) = Q(t, 0) = G(t, 0, 0) = 0. The
Carathéodory condition is used for the functions Q and G. The results obtained here extend the work
of Mesmouli, Ardjouni and Djoudi [21].

2010 Mathematics Subject Classification. 34K20, 34K30, 34K40.

Key words and phrases. Krasnoselskii–Burton’s theorem, large contraction, neutral dynamic equa-
tion, integral equation, stability, time scales.

ÒÄÆÉÖÌÄ. ÅÈØÅÀÈ, T ÆÄÌÏÃÀÍ ÃÀ ØÅÄÌÏÃÀÍ ÛÄÌÏÖÓÀÆÙÅÒÄËÉ ÉÓÄÈÉ ÃÒÏÉÓ ÓÊÀËÀÀ, ÒÏÌ
0 ∈ T, áÏËÏ id− τ : [0,∞) ∩ T ÉÓÄÈÉÀ, ÒÏÌ (id− τ)([0,∞) ∩ T) ßÀÒÌÏÀÃÂÄÍÓ ÃÒÏÉÓ ÓÊÀËÀÓ.
ÂÀÍáÉËÖËÉÀ ÛÄÌÃÄÂÉ ÀÒÀßÒ×ÉÅÉ ÍÄÉÔÒÀËÖÒÉ ÃÉÍÀÌÉÊÖÒÉ ÂÀÍÔÏËÄÁÀ ÝÅËÀÃÉ ÃÀÂÅÉÀÍÄÁÉÈ

x∆(t) = −a(t)h(xσ(t)) +Q(t, x(t− τ(t)))∆ +G
(
t, x(t), x(t− τ(t))

)
ÀÌ ÂÀÍÔÏËÄÁÉÓ ÍÖËÏÅÀÍÉ ÀÌÏÍÀáÓÍÉÓ ÌÃÂÒÀÃÏÁÉÓ ÃÀÓÀÃÂÄÍÀÃ ÂÀÌÏÚÄÍÄÁÖËÉÀ ÊÒÀÓÍÏÓÄË-
ÓÊÉ-ÁÀÒÔÏÍÉÓ ÖÞÒÀÅÉ ßÄÒÔÉËÉÓ ÈÄÏÒÄÌÀ. ÍÖËÏÅÀÍÉ ÀÌÏáÓÍÉÓ ÌÃÂÒÀÃÏÁÀÓ ÖÆÒÖÍÅÄËÚÏ×Ó
ÐÉÒÏÁÀ h(0) = Q(t, 0) = G(t, 0, 0) = 0. Q ÃÀ G ×ÖÍØÝÉÄÁÉÓÈÅÉÓ ÂÀÌÏÉÚÄÍÄÁÀ ÊÀÒÀÈÄÏÃÏÒÉÓ
ÐÉÒÏÁÀ. ÌÉÙÄÁÖËÉ ÛÄÃÄÂÄÁÉ ÀÍÆÏÂÀÃÄÁÓ ÌÄÓÌÖËÉÓ, ÀÒãÀÖÍÉÓÀ ÃÀ ãÀÖÃÉÓ [21] ÍÀÛÒÏÌÛÉ
ÌÉÙÄÁÖË ÛÄÃÄÂÄÁÓ.
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1 Introduction
The concept of time scales analysis is a fairly new idea. In 1988, it was introduced by the German
mathematician Stefan Hilger in his Ph.D. thesis [17]. It combines the traditional areas of continuous
and discrete analysis into one theory. After the publication of two textbooks in this area by Bohner
and Peterson [9] and [10], more and more researchers were getting involved in this fast-growing field
of mathematics. The study of dynamic equations brings together the traditional research areas of
differential and difference equations. It allows one to handle these two research areas simultaneously,
hence shedding light on the reasons for their seeming discrepancies. In fact, many new results for
the continuous and discrete cases have been obtained by studying the more general time scales case
(see [1, 4–6,18] and the references therein).

There is no doubt that the Lyapunov method have been used successfully to investigate stability
properties of wide variety of ordinary, functional and partial equations. Nevertheless, the application
of this method to the problem of stability in differential equations with a delay has encountered serious
difficulties if the delay is unbounded or if the equation has an unbounded term. It has been noticed
that some of theses difficulties vanish by using the fixed point technic. Other advantages of fixed point
theory over Lyapunov’s method is that the conditions of the former are average, while those of the
latter are pointwise (see [2–4,6–8,12–15,18–22] and the references therein).

In this paper, we consider the nonlinear neutral dynamic equations with a variable delay given by
x∆(t) = −a(t)h(xσ(t)) + (Q(t, x(t− τ(t))))∆ +G

(
t, x(t), x(t− τ(t))

)
, (1.1)

with an assumed initial function
x(t) = ψ(t), t ∈ [m0, 0] ∩ T,

where T is an unbounded above and below time scale such that 0 ∈ T.
Our purpose here is to use a modification of Krasnoselskii’s fixed point theorem due to Burton

(see [12, Theorem 3]) to show the asymptotic stability and the stability of the zero solution for equation
(1.1). Clearly, the present problem is totally nonlinear so that the variation of parameters cannot be
applied directly. Then we resort to the idea of adding and subtracting a linear term. As is noted by
T. A. Burton in [12], the added term destroys a contraction already present in part of the equation
but it replaces it with the so-called large contraction mapping which is suitable for the fixed point
theory. During the process we have to transform (1.1) into an integral equation written as a sum
of two mappings; one is a large contraction and the other is compact. After that, we use a variant
of Krasnoselskii’s fixed point theorem to show the asymptotic stability and the stability of the zero
solution for equation (1.1). In the special case T = R, Mesmouli, Ardjouni and Djoudi [21] show that
the zero solution of (1.1) is asymptotically stable by using Krasnoselskii–Burton’s fixed point theorem.
Then the results presented in this paper extend the main results obtained in [21].

The paper is organized as follows. In Section 2, we present some preliminary material that we will
need through the remainder of the paper. We will state some facts about the exponential function on a
time scale. In Section 3, we present the inversion of (1.1) and state the modification of Krasnoselskii’s
fixed point theorem established by Burton (see [10, Theorem 3] and [14]). For details on Krasnoselskii’s
theorem, we refer the reader to [23]. We present our main results on the stability in Section 4.

In this paper, we give the assumptions below that will be used in the main results.
(H1) τ : [0,∞) ∩ T → T is a positive right dense continuous (rd-continuous) function, id − τ :

[0,∞)∩T → T is an increasing mapping such that (id− τ)([0,∞)∩T) is closed, where id is the
identity function. Moreover, there exists a constant l2 > 0 such that for 0 ≤ t1 < t2

|τ(t2)− τ(t1)| ≤ l2|t2 − t1|.

(H2) ψ : [m0, 0] ∩ T → R is a rd-continuous function with m0 = −τ(0).

(H3) a : [0,∞) ∩ T → (0,∞) is a bounded rd-continuous function and there exists a constant l3 > 0
such that for 0 ≤ t1 < t2, ∣∣∣∣

t2∫
t1

a(u)∆u

∣∣∣∣ ≤ l3|t2 − t1|.
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(H4) Q : T× R → R is a Lipschitz continuous function and Q(t, 0) = 0, that is, for t1, t2 ≥ 0 and
x, y ∈ [−R,R], where R ∈ (0, 1], there exist the constants l0, EQ > 0 such that

|Q(t1, x)−Q(t2, y)| ≤ l0|t1 − t2|+ EQ|x− y|.

Also, Q is a bounded function satisfying the Carathéodory condition with respect to L1
∆([0,∞)∩

T) such that ∣∣Q(t, φ(t− τ(t)))
∣∣ ≤ qR(t) ≤

α1

2
R,

where α1 is a positive constant.

(H5) The function G : T×R×R → R satisfies the Carathéodory condition with respect to L1
∆([0,∞)∩

T), G/a is a bounded function and G(t, 0, 0) = 0 such that for t ≥ 0,∣∣G(t, φ(t), φ(t− τ(t)))
∣∣ ≤ g√2R(t) ≤ α2a(t)R,

where α2 is a positive constant.

(H6) There exists a constant J > 3 such that

J(α1 + α2) ≤ 1

and
(EQ + EQl2)l1 + l0 + 3R

(α1

2
+ α2 +

2

J

)
l3 < l1,

where l1 is a positive constant.

(H7) h : R → R is continuous and strictly increasing on [−R,R], h(0) = 0, h is differentiable on
(−R,R) with h′(x) ≤ 1 for x ∈ (−R,R).

(H8) For γ > 0 small enough,

[1 + EQ]γ + (EQ + EQl2)l1 + l0 + 3R
(α1

2
+ α2 +

2

J

)
l3 ≤ l1

and
[1 + EQ]γe⊖a(t, 0) +

3R

J
≤ R.

Also,
max

{
|H(−R)|, |H(R)|

}
≤ 2R

J
,

where H(x) = xσ − h(xσ).

(H9) t− τ(t) → ∞, e⊖a(t, 0) → 0, qR(t) → 0 and g√2R(t)

a(t) → 0 as t→ ∞.

2 Preliminaries
In this section, we consider some advanced topics in the theory of dynamic equations on a time scales.
Again, we remind that for a review of this topic we direct the reader to the monographs of Bohner
and Peterson [9] and [10].

A time scale T is a closed nonempty subset of R. For t ∈ T, the forward jump operator σ
and the backward jump operator ρ, respectively, are defined as σ(t) = inf{s ∈ T : s > t} and
ρ(t) = sup{s ∈ T : s < t}. These operators allow the elements in the time scale to be classified as
follows. We say t is right scattered if σ(t) > t and right dense if σ(t) = t. We say t is left scattered if
ρ(t) < t and left dense if ρ(t) = t. The graininess function µ : T →[0,∞) is defined by µ(t) = σ(t)− t
and gives the distance between an element and its successor. We set inf∅ = supT and sup∅ = infT.
If T has a left scattered maximum M , we define Tk = T \ {M}. Otherwise, we define Tk = T. If T
has a right scattered minimum m, we define Tk = T \ {m}. Otherwise, we define Tk = T.
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Let t ∈ Tk and let f : T → R. The delta derivative of f(t), denoted by f∆(t), is defined to be the
number (if any) with the property that for each ε > 0, there is a neighborhood U of t such that∣∣f(σ(t))− f(s)− f∆(t)[σ(t)− s]

∣∣ ≤ ε|σ(t)− s|

for all s ∈ U . If T = R, then f∆(t) = f ′(t) is the usual derivative. If T = Z, then f∆(t) = ∆f(t) =
f(t+ 1)− f(t) is the forward difference of f at t.

A function f is rd-continuous, f ∈ Crd = Crd(T,R), if it is continuous at every right dense point
t ∈ T and its left-hand limits exist at each left dense point t ∈ T. The function f : T → R is
differentiable on Tk provided f∆(t) exists for all t ∈ Tk.

We are now ready to state some properties of the delta-derivative of f . Note that fσ(t) = f(σ(t)).

Theorem 2.1 ([9, Theorem 1.20]). Assume f, g : T → R are differentiable at t ∈ Tk and let α be a
scalar.

(i) (f + g)∆(t) = f∆(t) + g∆(t).

(ii) (αf)∆(t) = αf∆(t).

(iii) The product rules

(fg)∆(t) = f∆(t)g(t) + fσ(t)g∆(t),

(fg)∆(t) = f(t)g∆(t) + f∆(t)gσ(t).

(iv) If g(t)gσ(t) ̸= 0, then (f
g

)∆

(t) =
f∆(t)g(t)− f(t)g∆(t)

g(t)gσ(t)
.

The next theorem is the chain rule on time scales (see [9, Theorem 1.93]).

Theorem 2.2 (Chain Rule). Assume v : T → R is strictly increasing and T̃ := v(T) is a time scale.
Let w : T̃ → R. If v∆(t) and w∆̃(v(t)) exist for t ∈ Tk, then

(w ◦ v)∆ = (w∆̃ ◦ v)v∆.

In the sequel, we will need to differentiate and integrate functions of the form f(t−τ(t)) = f(v(t)),
where v(t) := t− τ(t). Our next theorem is the substitution rule (see [9, Theorem 1.98]).

Theorem 2.3 (Substitution). Assume v : T → R is strictly increasing and T̃ := v(T) is a time scale.
If f : T → R is an rd-continuous function and v is differentiable with an rd-continuous derivative,
then for a, b ∈ T,

b∫
a

f(t)v∆(t)∆t =

v(b)∫
v(a)

(f ◦ v−1)(s) ∆̃s.

A function p : T → R is said to be regressive provided 1 + µ(t)p(t) ̸= 0 for all t ∈ Tk. The set of
all regressive rd-continuous functions f : T → R is denoted by R. The set of all positively regressive
functions R+ is given by R+={f ∈R : 1+µ(t)f(t)> 0 for all t ∈ T}.

Let p ∈ R and µ(t) ̸= 0 for all t ∈ T. The exponential function on T is defined by

ep(t, s) = exp
( t∫

s

1

µ(z)
log(1 + µ(z)p(z))∆z

)
.

It is well known that if p ∈ R+, then ep(t, s) > 0 for all t ∈ T. Also, the exponential function
y(t) = ep(t, s) is the solution to the initial value problem y∆ = p(t)y, y(s) = 1. Other properties of
the exponential function are given by the following lemma.
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Lemma 2.1 ([9, Theorem 2.36]). Let p, q ∈ R. Then

(i) e0(t, s) = 1 and ep(t, t) = 1,

(ii) ep(σ(t), s) = (1 + µ(t)p(t))ep(t, s),

(iii) 1
ep(t,s)

= e⊖p(t, s), where ⊖p(t) = − p(t)
1+µ(t)p(t) ,

(iv) ep(t, s) =
1

ep(s,t)
= e⊖p(s, t),

(v) ep(t, s)ep(s, r) = ep(t, r),

(vi) e∆p ( · , s) = pep( · , s) and ( 1
ep( · ,s) )

∆ = − p(t)
eσp ( · ,s)

.

Lemma 2.2 ([1]). If p ∈ R+, then

0 < ep(t, s) ≤ exp
( t∫

s

p(u)∆u

)
, ∀ t ∈ T.

Corollary 2.1 ([1]). If p ∈ R+ and p(t) < 0 for all t ∈ T, then for all s ∈ T with s ≤ t we have

0 < ep(t, s) ≤ exp
( t∫

s

p(u)∆u

)
< 1.

3 The inversion and the fixed point theorem
We begin this section with the following

Lemma 3.1. x is a solution of equation (1.1) if and only if

x(t) =
[
ψ(0)−Q(0, ψ(−τ(0)))

]
e⊖a(t, 0) +

t∫
0

a(s)e⊖a(t, s)H(x(s))∆s+Q(t, x(t− τ(t)))

+

t∫
0

e⊖a(t, s)
[
− a(s)Qσ(s, x(s− τ(s))) +G

(
s, x(s), x(s− τ(s))

)]
∆s, (3.1)

where
H(x) = xσ − h(xσ). (3.2)

Proof. Let x be a solution of (1.1). Rewrite equation (1.1) as

(
x(t)−Q(t, x(t− τ(t)))

)∆
+ a(t)

[
xσ(t)−Qσ(t, x(t− τ(t)))

]
= a(t)

[
xσ(t)− h(xσ(t))

]
− a(t)Qσ(t, x(t− τ(t))) +G

(
t, x(t), x(t− τ(t))

)
.

Multiplying both sides of the above equation by ea(t, 0) and then integrating from 0 to t, we obtain

t∫
0

(
(x(s)−Q(s, x(s− τ(s))))ea(s, 0)

)∆
∆s =

t∫
0

a(s)
[
xσ(s)− h(xσ(s))

]
ea(s, 0)∆s

+

t∫
0

[
− a(s)Qσ(s, x(s− τ(s))) +G

(
s, x(s), x(s− τ(s))

)]
ea(s, 0)∆s.
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As a consequence, we arrive at[
x(t)−Q(t, x(t− τ(t)))

]
ea(t, 0)− ψ(0) +Q(0, ψ(−τ(0)))

=

t∫
0

a(s)[xσ(s)− h(xσ(s))]ea(s, 0)∆s

+

t∫
0

[
− a(s)Qσ(s, x(s− τ(s))) +G

(
s, x(s), x(s− τ(s))

)]
ea(s, 0) ,∆s.

By dividing both sides of the above equation by ea(t, 0), we obtain

x(t)−Q(t, x(t− τ(t)))−
[
ψ(0)−Q(0, ψ(−τ(0)))

]
e⊖a(t, 0)

=

t∫
0

a(s)[xσ(s)− h(xσ(s))]e⊖a(t, s)∆s

+

t∫
0

[
− a(s)Qσ(s, x(s− τ(s))) +G

(
s, x(s), x(s− τ(s))

)]
e⊖a(t, s)∆s. (3.3)

The converse implication is easily obtained and the proof is complete.

Now, we give some definitions which will be used in this paper.

Definition 3.1. The map f : [0,∞) ∩ T×Rn → R is an L1
∆-Carathéodory function if it satisfies the

following conditions:

(i) for each z ∈ Rn, the mapping t 7→ f(t, z) is ∆-measurable,

(ii) for almost all t ∈ [0,∞) ∩ T, the mapping z 7→ f(t, z) is continuous on Rn,

(iii) for each r > 0, there exists αr ∈ L1
∆([0,∞) ∩ T,R+) such that for almost all t ∈ [0,∞) ∩ T and

for all z such that |z| < r, we have |f(t, z)| ≤ αr(t).

T. A. Burton studied the theorem of Krasnoselskii (see [14] and [23]) and observed (see [11]) that
Krasnoselskii’s result may be more interesting in applications with certain changes, and formulated
Theorem 3.1 below (see [11] for its proof).

Definition 3.2. Let (M, d) be a metric space and assume that B : M → M. B is said to be a large
contraction if for φ, ϕ ∈ M, with φ ̸= ϕ, we have d(Bφ,Bϕ) < d(φ, ϕ), and if ∀ ε > 0, ∃ δ < 1 such
that [

φ, ϕ ∈ M, d(φ, ϕ) ≥ ε
]

=⇒ d(Bφ,Bϕ) < δd(φ, ϕ).

It is proved in [11] that a large contraction defined on a closed bounded and complete metric space
has a unique fixed point.

Theorem 3.1 (Krasnoselskii–Burton). Let M be a closed bounded convex nonempty subset of a
Banach space (χ, ∥ · ∥). Suppose that A and B map M into M such that

(i) A is continuous and AM is contained in a compact subset of M,

(ii) B is large contraction,

(iii) x, y ∈ M, implies Ax+By ∈ M.

Then there exists z ∈ M with z = Az +Bz.

Here we manipulate the function spaces defined on infinite t-intervals. So, for the compactness,
we need an extension of Arzela–Ascoli’s theorem. This extension is taken from [14, Theorem 1.2.2,
p. 20] and is presented as follows.
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Theorem 3.2. Let q : [0,∞) ∩ T → R+ be an rd-continuous function such that q(t) → 0 as t → ∞.
If {φn(t)} is an equicontinuous sequence of Rm-valued functions on [0,∞) ∩ T with |φn(t)| ≤ q(t) for
t ∈ [0,∞)∩T, then there is a subsequence that converges uniformly on [0,∞)∩T to an rd-continuous
function φ(t) with |φ(t)| ≤ q(t) for [0,∞) ∩ T, where | · | denotes the Euclidean norm on Rm.

4 The stability by Krasnoselskii–Burton’s theorem
From the existence theory, which can be found in [14] or [16], we conclude that for each rd-continuous
initial function ψ ∈ Crd([m0, 0]∩T,R), there exists an rd-continuous solution x(t, 0, ψ) which satisfies
(1.1) on an interval [0, σ)∩T for some σ > 0 and x(t, 0, ψ) = ψ(t), t ∈ [m0, 0]∩T. We refer the reader
to [14] for the stability definitions.

Definition 4.1. The zero solution of (1.1) is said to be stable at t = 0 if for each ε > 0, there exists
δ > 0 such that ψ : [m0, 0] ∩ T → (−δ, δ) implies that |x(t)| < ε for t ≥ m0.

Definition 4.2. The zero solution of (1.1) is said to be asymptotically stable if it is stable at t = 0
and there exists δ > 0 such that for any rd-continuous function ψ : [m0, 0]∩T → (−δ, δ), the solution
x with x(t) = ψ(t) on [m0, 0] ∩ T tends to zero as t→ ∞.

To apply Theorem 3.1, we need to define a Banach space χ, a closed bounded convex subset M
of χ and construct two mappings; one large contraction and the other a compact operator. So, let
ω : [m0,∞) ∩ T → [1,∞) be any strictly increasing and rd-continuous function with ω(m0) = 1,
ω(t) → ∞ as t → ∞. Let (S, | · |ω) be the Banach space of rd-continuous φ : [m0,∞) ∩ T → R for
which

|φ|ω = sup
t≥m0

∣∣∣φ(t)
ω(t)

∣∣∣ <∞.

Let R ∈ (0, 1] and define the set

M :=
{
φ ∈ S : φ is l1-Lipschitzian,

|φ(t)| ≤ R, t ∈ [m0,∞) ∩ T and φ(t) = ψ(t) if t ∈ [m0, 0] ∩ T
}
.

Clearly, if {φn} is a sequence of l1-Lipschitzian functions converging to some function φ, then

|φ(t)− φ(s)| =
∣∣φ(t)− φn(t) + φn(t)− φn(s) + φn(s)− φ(s)

∣∣
≤ |φ(t)− φn(t)|+ |φn(t)− φn(s)|+ |φn(s)− φ(s)|
≤ l1|t− s|

as n → ∞, which implies that φ is l1-Lipschitzian. It is clear that M is closed convex and bounded.
For φ ∈ M and t ≥ 0, we define by (3.1) the mapping P : M → S as follows:

(Pφ)(t) =
[
ψ(0)−Q(0, ψ(−τ(0)))

]
e⊖a(t, 0) +

t∫
0

a(s)e⊖a(t, s)H(φ(s))∆s+Q(t, φ(t− τ(t)))

+

t∫
0

e⊖a(t, s)
[
− a(s)Qσ(s, φ(s− τ(s))) +G

(
s, φ(s), φ(s− τ(s))

)]
∆s. (4.1)

Therefore, we express mapping (4.1) as

Pφ = Aφ+Bφ,
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where A,B : M → S are given by

(Aφ)(t) = Q(t, φ(t− τ(t)))

+

t∫
0

e⊖a(t, s)
[
− a(s)Qσ(s, φ(s− τ(s))) +G

(
s, φ(s), φ(s− τ(s))

)]
∆s, (4.2)

(Bφ)(t) =
[
ψ(0)−Q(0, ψ(−τ(0)))

]
e⊖a(t, 0) +

t∫
0

a(s)e⊖a(t, s)H(φ(s))∆s. (4.3)

By applying Theorem 3.1, we need to prove that P has a fixed point φ on the set M, where
x(t, 0, ψ) = φ(t) for t ≥ 0 and x(t, 0, ψ) = ψ(t) on [m0, 0]∩T, x(t, 0, ψ) satisfies (1.1) and |x(t, 0, ψ)| ≤ R
with R ∈ (0, 1].

By a series of steps we will prove the fulfillment of (i), (ii) and (iii) of Theorem 3.1.

Lemma 4.1. For A defined in (4.2), suppose that (H1)–(H6) hold. Then A : M → M and A is
continuous and AM is contained in a compact subset of M.

Proof. Let A be defined by (4.2). Then for any φ ∈ M, we have

|(Aφ)(t)| ≤ |Q(t, φ(t− τ(t)))|

+

t∫
0

e⊖a(t, s)
[
a(s)|Qσ(s, φ(s− τ(s)))|+

∣∣G(s, φ(s), φ(s− τ(s))
)∣∣ ]∆s

≤ qR(t) +R

t∫
0

e⊖a(t, s)
(
a(s)

qR(s)

R
+
g√2R(s)

R

)
∆s ≤ α1

2
R+

α1

2
R+ α2R ≤ R

J
< R.

That is, |(Aφ)(t)| < R. Second, we show that for any φ ∈ M, the function Aφ is l1-Lipschitzian. Let
φ ∈ M, and let 0 ≤ t1 < t2, then

∣∣(Aφ)(t2)− (Aφ)(t1)
∣∣ ≤ ∣∣∣Q(t2, φ(t2 − τ(t2)))−Q(t1, φ(t1 − τ(t1)))

∣∣∣
+

∣∣∣∣
t2∫
0

e⊖a(t2, s)
[
− a(s)Qσ(s, φ(s− τ(s))) +G

(
s, φ(s), φ(s− τ(s))

)]
∆s

−
t1∫
0

e⊖a(t1, s)
[
− a(s)Qσ(s, φ(s− τ(s))) +G

(
s, φ(s), φ(s− τ(s))

)]
∆s

∣∣∣∣. (4.4)

By hypotheses (H1), (H3) and (H4), we have∣∣∣Q(t2, φ(t2 − τ(t2)))−Q(t1, φ(t1 − τ(t1)))
∣∣∣

≤ l0|t2 − t1|+ EQl1
∣∣(t2 − t1)− (τ(t2)− τ(t1))

∣∣ ≤ (l0 + EQl1 + EQl1l2)|t2 − t1|, (4.5)

where l1 is the Lipschitz constant of φ. In the same way, by (H3)–(H5), we have

∣∣∣∣
t2∫
0

e⊖a(t2, s)
[
− a(s)Qσ(s, φ(s− τ(s))) +G

(
s, φ(s), φ(s− τ(s))

)]
∆s

−
t1∫
0

e⊖a(t1, s)
[
− a(s)Qσ(s, φ(s− τ(s))) +G

(
s, φ(s), φ(s− τ(s))

)]
∆s

∣∣∣∣
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≤
∣∣∣∣

t1∫
0

[
− a(s)Qσ(s, φ(s− τ(s))) +G

(
s, φ(s), φ(s− τ(s))

)]
∆s · e⊖a(t1, s)(e⊖a(t2, t1)− 1)∆s

∣∣∣∣
+

∣∣∣∣
t2∫

t1

e⊖a(t2, s)
[
− a(s)Qσ(s, φ(s− τ(s))) +G

(
s, φ(s), φ(s− τ(s))

)]
∆s

∣∣∣∣
≤

(α1

2
+ α2

)
R|e⊖a(t2, t1)− 1|

t1∫
0

a(s)e⊖a(t1, s)∆s

+

t2∫
t1

e⊖a(t2, s)
(
a(s)qR(s) + g√2R(s)

)
∆s

≤
(α1

2
+ α2

)
R

t2∫
t1

a(s)∆s+

t2∫
t1

a(s)e⊖a(t2, s)

( s∫
t1

(
a(r)qR(r) + g√2R(r)

)
∆r

)∆

∆s

≤
(α1

2
+ α2

)
R

t2∫
t1

a(s)∆s+

[
e⊖a(t2, s)

s∫
t1

(
a(r)qR(r) + g√2R(r)

)
∆r

]t2
t1

+

t2∫
t1

a(s)e⊖a(t2, s)

s∫
t1

(
a(r)qR(r) + g√2R(r)

)
∆r∆s

≤
(α1

2
+ α2

)
R

t2∫
t1

a(s)∆s+

t2∫
t1

(
a(s)qR(s) + g√2R(s)

)
∆s

(
1 +

t2∫
t1

a(s)e⊖a(t2, s)∆s

)

≤
(α1

2
+ α2

)
R

t2∫
t1

a(s)∆s+ 2

t2∫
t1

(
a(s)qR(s) + g√2R(s)

)
∆s

≤
(α1

2
+ α2

)
R

t2∫
t1

a(s)∆s+ 2
(α1

2
+ α2

)
R

t2∫
t1

a(s)∆s ≤ 3R
(α1

2
+ α2

)
l3|t2 − t1|. (4.6)

Thus, by substituting (4.5) and (4.6) into (4.4), we obtain∣∣(Aφ)(t2)− (Aφ)(t1)
∣∣ ≤ (l0 + EQl1 + EQl1l2)|t2 − t1|+ 3R

(α1

2
+ α2

)
l3|t2 − t1| ≤ l1|t2 − t1|.

This shows that Aφ is l1-Lipschitzian if φ is. This completes the proof that A : M→ M.
Since Aφ is l1-Lipschitzian, we have that AM is equicontinuous, which implies that the set AM

resides in a compact set in the space (S, | · |ω).
Now, we show that A is continuous in the weighted norm letting φn ∈ M, where n is a positive

integer such that φn → φ as n→ ∞. Then

∣∣∣ (Aφn)(t)− (Aφ)(t)

ω(t)

∣∣∣ ≤ ∣∣∣Q(t, φn(t− τ(t)))−Q(t, φ(t− τ(t)))
∣∣∣
ω

+

t∫
0

a(s)e⊖a(t, s)
∣∣∣Qσ(s, φn(s− τ(s)))−Qσ(s, φ(s− τ(s)))

∣∣∣
ω
∆s

+

t∫
0

e⊖a(t, s)
∣∣∣G(s, φn(s), φn(s− τ(s))

)
−G

(
s, φ(s), φ(s− τ(s))

)∣∣∣
ω
∆s.
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By the dominated convergence theorem, lim
n→∞

|(Aφn)(t)− (Aφ)(t)|ω = 0. Then A is continuous. This
completes the proof that A : M → M is continuous and AM is contained in a compact subset
of M.

Now, we state an important result implying that the mappingH given by (3.2) is a large contraction
on the set M. This result was already obtained in [1] and for convenience we present below its proof.

Theorem 4.1. Let h : R → R be a function satisfying (H7). Then the mapping H in (3.2) is a large
contraction on the set M.

Proof. Let φσ, ϕσ ∈ M with φσ ̸= ϕσ. Then φσ(t) ̸= ϕσ(t) for some t ∈ T. Let us denote the set of
all such t by D(φ, ϕ), i.e.,

D(φ, ϕ) =
{
t ∈ T : φσ(t) ̸= ϕσ(t)

}
.

For all t ∈ D(φ, ϕ), we have

|(Hφ)(t)− (Hϕ)(t)| ≤
∣∣φσ(t)− ϕσ(t)− h(φσ(t)) + h(ϕσ(t))

∣∣
≤ |φσ(t)− ϕσ(t)|

∣∣∣1− h(φσ(t))− h(ϕσ(t))

φσ(t)− ϕσ(t)

∣∣∣. (4.7)

Since h is a strictly increasing function, we have

h(φσ(t))− h(ϕσ(t))

φσ(t)− ϕσ(t)
> 0 for all t ∈ D(φ, ϕ). (4.8)

For each fixed t ∈ D(φ, ϕ), we define the interval It ⊂ [−R,R] by

It =

{
(φσ(t), ϕσ(t)) if φσ(t) < ϕσ(t),

(ϕσ(t), φσ(t)) if ϕσ(t) < φσ(t).

The Mean Value Theorem implies that for each fixed t ∈ D(φ, ϕ) there exists a real number ct ∈ It
such that

h(φσ(t))− h(ϕσ(t))

φσ(t)− ϕσ(t)
= h′(ct).

By (H7), we have

0 ≤ inf
s∈(−R,R)

h′(s) ≤ inf
s∈It

h′(s) ≤ h′(ct) ≤ sup
s∈It

h′(s) ≤ sup
s∈(−R,R)

h′(s) ≤ 1. (4.9)

Hence, by (4.7)–(4.9), we obtain

|(Hφ)(t)− (Hϕ)(t)| ≤ |φσ(t)− ϕσ(t)|
∣∣∣1− inf

s∈(−R,R)
h′(s)

∣∣∣ (4.10)

for all t ∈ D(φ, ϕ). This implies a large contraction in the supremum norm. To see this, choose a
fixed ε ∈ (0, 1) and assume that φ and ϕ are two functions in M satisfying

ε ≤ sup
t∈(−R,R)

|φ(t)− ϕ(t)| = ∥φ− ϕ∥.

If |φσ(t)− ϕσ(t)| ≤ ε
2 for some t ∈ D(φ, ϕ), then we get by (4.9) and (4.10) that∣∣(Hφ)(t)− (Hϕ)(t)

∣∣ ≤ 1

2
|φσ(t)− ϕσ(t)| ≤ 1

2
∥φ− ϕ∥. (4.11)

Since h is continuous and strictly increasing, the function h(s+ ε
2 )− h(s) attains its minimum on the

closed and bounded interval [−R,R]. Thus, if ε
2 ≤ |φσ(t)− ϕσ(t)| for some t ∈ D(φ, ϕ), then by (H7)

we conclude that
1 ≥ h(φσ(t))− h(ϕσ(t))

φσ(t)− ϕσ(t)
> λ,
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where
λ :=

1

2R
min

{
h
(
s+

ε

2

)
− h(s) : s ∈ [−R,R]

}
> 0.

Hence, (4.7) implies ∣∣(Hφ)(t)− (Hϕ)(t)
∣∣ ≤ (1− λ)∥φ− ϕ∥. (4.12)

Consequently, combining (4.11) and (4.12) we obtain∣∣(Hφ)(t)− (Hϕ)(t)
∣∣ ≤ δ∥φ− ϕ∥,

where
δ = max

{1

2
, 1− λ

}
.

The relations of (H8) will be used below in Lemma 4.2 and Theorem 4.2 to show that if ε = R
and ∥ψ∥ < γ, then the solution satisfies |x(t, 0, ψ)| < ε.

Lemma 4.2. Let B be defined by (4.3). Suppose that (H1)–(H3), (H7) and (H8) hold. Then B :
M → M and B is a large contraction.

Proof. Let B be defined by (4.3). Obviously, B is continuous with the weighted norm. Let φ ∈ M,

|(Bφ)(t)| ≤
∣∣ψ(0)−Q(0, ψ(−τ(0)))

∣∣e⊖a(t, 0) +

t∫
0

a(s)e⊖a(t, s)|H(φ(s))|∆s

≤ [1 + EQ]γe⊖a(t, 0) +

t∫
0

a(s)e⊖a(t, s)max
{
|H(−R)|, |H(R)|

}
∆s ≤ R,

and we use a method like in Lemma 4.1 and deduce that for any φ ∈ M, the function Bφ is l1-
Lipschitzian, which implies B : M → M.

By Theorem 4.1, H is a large contraction on M, then for any φ, ϕ ∈ M with φ ̸= ϕ and for any
ε > 0, from the proof of that theorem, we have found that δ < 1 such that

∣∣∣Bφ(t)−Bϕ(t)

ω(t)

∣∣∣ ≤ t∫
0

a(s)e⊖a(t, s)
∣∣H(φ(s))−H(ϕ(s))

∣∣
ω
∆s ≤ δ|φ− ϕ|ω.

Theorem 4.2. Assume that (H1)–(H8) hold. Then the zero solution of (1.1) is stable.

Proof. By Lemmas 4.1 and 4.3, A : M → M is continuous and AM is contained in a compact set.
Also, from Lemma 4.2, the mapping B : M → M is a large contraction. First, we show that if
φ, ϕ ∈ M, we have ∥Aφ+Bϕ∥ ≤ R. Let φ, ϕ ∈ M with ∥φ∥, ∥ϕ∥ ≤ R, then

∥Aφ+Bϕ∥ ≤ (1 + EQ)γe⊖a(t, 0) + (α1 + α2)R+
2R

J
≤ (1 + EQ)γe⊖a(t, 0) +

R

J
+

2R

J
≤ R.

Next, we prove that for any φ, ϕ ∈ M, the function Aφ + Bϕ is l1-Lipschitzian. Let φ, ϕ ∈ M, and
let 0 ≤ t1 < t2, then∣∣(Aφ+Bϕ)(t2)− (Aφ+Bϕ)(t1)

∣∣
≤

(
[1 + EQ]γ + (EQ + EQl2)l1 + l0 + 3R

(α1

2
+ α2 +

2

J

)
l3

)
|t2 − t1| ≤ l1|t2 − t1|.

Clearly, all the hypotheses of the Krasnoselskii–Burton theorem are satisfied. Thus there exists a fixed
point z ∈ M such that z = Az + Bz. By Lemma 3.1, this fixed point is a solution of (1.1). Hence,
the zero solution of (1.1) is stable.
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Remark 1. When T = R, Theorem 4.2 reduces to Theorem 4 of [21]. Therefore, Theorem 4.2 is a
generalization of Theorem 4 of [21].

Now, for the asymptotic stability, define M0 by

M0 :=
{
φ ∈ S : φ is l1-Lipschitzian, |φ(t)| ≤ R, t ∈ [m0,∞) ∩ T,

φ(t) = ψ(t) if t ∈ [m0, 0] ∩ T and |φ(t)| → 0 as t→ ∞
}
.

All calculations in the proof of Theorem 4.2 hold with ω(t) = 1, when | · |ω is replaced by the supremum
norm ∥ · ∥.

Lemma 4.3. Let (H1)–(H6) and (H9) hold. Then the operator A maps M into a compact subset
of M.

Proof. First, we deduce by Lemma 4.1 that AM is equicontinuous. Next, we notice that for an
arbitrary φ ∈ M, we have

|(Aφ)(t)| ≤ qR(t) +

t∫
0

e⊖a(t, s)a(s)
(
qR(s) +

g√2R(s)

a(s)

)
∆s := q(t).

We see that q(t) → 0 as t→ ∞ which implies that the set AM resides in a compact set in the space
(S, ∥ · ∥) by Theorem 3.2.

Theorem 4.3. Assume that (H1)–(H9) hold. Then the zero solution of (1.1) is asymptotically stable.

Proof. Note that all of the steps in the proof of Theorem 4.2 hold with ω(t) = 1 when | · |ω is replaced
by the supremum norm ∥ · ∥. It suffices to show that for φ ∈ M0 we have Aφ→ 0 and Bφ→ 0. Let
φ ∈ M0 be fixed, we will prove that |(Aφ)(t)| → 0 as t→ ∞. As above, we get

|(Aφ)(t)| ≤
∣∣Q(t, φ(t− τ(t)))

∣∣
+

t∫
0

e⊖a(t, s)
[
a(s)

∣∣Qσ(s, φ(s− τ(s)))
∣∣+ ∣∣G(s, φ(s), φ(s− τ(s))

)∣∣ ]∆s.
First of all, we have ∣∣Q(t, φ(t− τ(t)))

∣∣ ≤ qR(t) → 0 as t→ ∞.

Second, let ε > 0 be given. Find T such that |φ(t− τ(t))|, |φ(t)| < ε for t ≥ T . Then we have

t∫
0

e⊖a(t, s)
[
a(s)

∣∣Qσ(s, φ(s− τ(s)))
∣∣+ ∣∣G(s, φ(s), φ(s− τ(s))

)∣∣ ]∆s
= e⊖a(t, T )

T∫
0

e⊖a(T, s)
[
a(s)

∣∣Qσ(s, φ(s− τ(s)))
∣∣+ ∣∣G(s, φ(s), φ(s− τ(s))

)∣∣ ]∆s
+

t∫
T

e⊖a(t, s)
[
a(s)

∣∣Qσ(s, φ(s− τ(s)))
∣∣+ ∣∣G(s, φ(s), φ(s− τ(s))

)∣∣ ]∆s
≤ e⊖a(t, T )

(α1

2
+ α2

)
R+

(α1

2
+ α2

)
ε.

By (H9), the term e⊖a(t, T )(
α1

2 + α2)R is arbitrarily small as t → ∞. In the same way, we obtain
Bφ → 0. Then, by the Krasnoselskii–Burton theorem, there exists a fixed point z ∈ M0 such that
z = Az +Bz. By Lemma 3.1, this fixed point is a solution of (1.1). Hence, the zero solution of (1.1)
is asymptotically stable.
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Remark 2.

1) When T = R, Theorem 4.3 reduces to Theorem 5 of [21]. Therefore, Theorem 4.3 is a general-
ization of Theorem 5 of [21].

2) The sufficient conditions (H1)–(H9) of Theorem 4.3 are essential for applying Theorems 3.1 and
3.2.
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Abstract. In this paper, we consider a class of bilinear time-varying systems. We study the stabiliza-
tion problem for these systems with norm-bounded controls by using Lyapunov techniques and the
solutions of Riccati differential equations. A numerical example is given to illustrate the efficiency of
the obtained result.
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ÒÄÆÉÖÌÄ. ÍÀÛÒÏÌÛÉ ÂÀÍáÉËÖËÉÀ ÏÒÀÃßÒ×ÉÅÉ, ÃÒÏÉÓ ÌÉÌÀÒÈ ÝÅËÀÃÉ ÓÉÓÔÄÌÄÁÉÓ ÊËÀÓÉ.
ËÉÀÐÖÍÏÅÉÓ ÔÄØÍÉÊÉÓÀ ÃÀ ÒÉÊÀÔÉÓ ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÂÀÍÔÏËÄÁÄÁÉÓ ÀÌÏÍÀáÓÍÄÁÉÓ ÂÀÌÏÚÄÍÄ-
ÁÉÈ ÛÄÓßÀÅËÉËÉÀ ÌÃÂÒÀÃÏÁÉÓ ÀÌÏÝÀÍÀ ÀÓÄÈÉ ÓÉÓÔÄÌÄÁÉÓÈÅÉÓ ÍÏÒÌÉÈ ÛÄÆÙÖÃÖËÉ ÌÀÒÈÅÉÈ.
ÌÉÙÄÁÖËÉ ÛÄÃÄÂÉÓ Ä×ÄØÔÖÒÏÁÉÓ ÓÀÉËÖÓÔÒÀÝÉÏÃ ÌÏÚÅÀÍÉËÉÀ ÒÉÝáÅÉÈÉ ÌÀÂÀËÉÈÉ.
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1 Introduction
The problem of controllability and stabilizability for linear control systems has received a considerable
amount of interest in the last few years [5,9,10]. This problem is an extension of the classical Kalman
result [3] on the controllability and stability of linear control systems. Linear nonautonomous control
systems are usually represented in the form

ẋ(t) = A(t)x(t) +B(t)u(t), t ∈ R+, (1.1)

where x(t) ∈ Rn and u(t) ∈ Rm. We assume that A(t) ∈ Rn×n and B(t) ∈ Rn×m are the matrices,
continuously depending on t. The global null-controllability (GNC) problem of the linear system (1.1)
concerns the question of finding an admissible control u(t) which leads an arbitrary state x0 to the
origin. The stabilization problem is aimed by means of a linear control to find a control u(t) = K(t)x(t)
such that the zero solution of the closed-loop system

ẋ(t) =
[
A(t) +B(t)K(t)

]
x(t), t ≥ 0,

is asymptotically stable in the Lyapunov sense. In this case one says that the system is stabilizable
with the stabilizing feedback control u(t) = K(t)x(t). For linear time-varying (LTV) systems, the first
result on the relationship between GNC problem and Riccati differential equation (RDE) was given
in [3] where it was proven that if the LTV control system (1.1) is GNC, then the RDE

Ṗ (t) +AT (t)P (t) + P (t)A(t)− P (t)B(t)BT (t)P (t) +Q(t) = 0, (1.2)

where Q(t) ≥ 0, has a positive semi-definite solution P (t). However, the existence of the positive
definite solution P (t) of the above RDE is not sufficient for the GNC. In [2], the authors prove that
the system is completely stabilizable if it is uniformly globally null-controllable. In [6], the authors
have developed the relationship between the exact controllability and complete stabilizability for
linear time-varying control systems in Hilbert spaces. In [7], the authors study the stabilization of
linear nonautonomous systems with norm-bounded controls (1.1), where the control u(t) satisfies the
following condition:

∥u(t)∥ ≤ r, t ∈ R+.

For autonomous systems, where the constant matrix A satisfies some appropriate spectral properties,
Slemrod [8] proposed a nonsmooth feedback control of the form

u(t) =


−rBTx(t)

∥BTx(t)∥
if ∥BTx(t)∥ ≥ r,

−BTx(t) if ∥BTx(t)∥ ≤ r.

In this paper, we consider the following bilinear time-varying (BTV) control system:

ẋ(t) = A(t)x(t) + u(t)B(t)x(t), t ∈ R+, (1.3)

where x(t) ∈ Rn, u(t) ∈ R, A(t) ∈ Rn×n, B(t) ∈ Rn×n.
The purpose of this paper is to discuss the problem of global uniform stabilization of the BTV

control system (1.3) with norm-bounded controls by using the Lyapunov techniques.

2 Preliminary results
We start by recalling some classical notation and definitions that will be useful throughout the paper.

• R+ denotes the set of all real nonnegative numbers.

• Rn denotes the n-dimensional space.

• ⟨x, y⟩ or xT y denote the scalar inner product of two vectors x, y ∈ Rn.
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• ∥x∥ denotes the Euclidean vector norm of x.

• Rn×m is the set of all n×m matrices.

• In denotes the identity matrix.

Let A ∈ Rn×n:

• AT denotes the transpose matrix of A; A is symmetric if and only if AT = A.

• λ(A) denotes the set of all eigenvalues of A.

• λmax(A) = max{Re(λ) : λ ∈ λ(A)}, λmin(A) = min{Re(λ) : λ ∈ λ(A)}.

• µ(A) denotes the matrix measure of the matrix A defined by

µ(A) =
1

2
λmax(A+AT ).

• L2([t, s],R) denotes the set of all square integrable R-valued functions on [t, s].

• The matrix A is bounded on R+ if there exists M > 0 such that sup
t≥0

∥A(t)∥ ≤ M .

• The matrix A ∈ Rn×n is positive semi-definite (A ≥ 0) if ⟨Ax, x⟩ ≥ 0 for all x ∈ Rn.

• M([0,∞),Rn
+) is the set of all symmetric positive semi-definite matrix functions, continuous and

bounded on [0,∞).

• The matrix function A(t) is positive definite (A(t) > 0) if there exists a constant c > 0 such
that ⟨A(t)x, x⟩ ≥ c∥x∥2 for all x ∈ Rn, t ≥ 0.

Now, we recall some classical definitions and results.
Let the system is described by the equation

ẋ = f(t, x), (2.1)

where the map f : R× U → Rn is continuous locally Lipschitz with respect to x, f(t, 0) = 0 ∀ t ≥ 0,
and U is an open set of Rn (0 ∈ U). Denote by x(t, t0) the solution of (2.1) starting at x0 at time t0.

Definition 2.1. The equilibrium point x = 0 of system (2.1) is said to be

(i) stable if ∀ ε > 0, ∀ t0 ≥ 0, ∃ δ = δ(t0, ε) > 0 such that ∀x0 ∈ Rn one has

∥x0∥ < δ =⇒ ∥x(t, t0)∥ < ε, ∀ t ≥ t0;

(ii) uniformly stable if (i) holds where δ = δ(ε) is independent of t0;

(iii) attractive if there exists a neighborhood V of 0 such that for any initial condition x0 belonging
to V, the corresponding solution x(t, t0) is defined for all t ≥ 0 and lim

t→+∞
x(t, t0) = 0. If V = Rn,

then x = 0 is globally attractive;

(iv) asymptotically stable if it is stable and attractive;

(v) uniformly asymptotically stable if it is uniformly stable and, in addition, there exists c > 0 such
that for all ε > 0, there exists τ > 0 such that for all x0 ∈ Rn

∥x0∥ < c =⇒ ∥x(t, t0)∥ < ε, ∀ t ≥ τ + t0;

(vi) globally uniformly asymptotically stable if it is uniformly stable, δ(ε) can be chosen to satisfy
lim

ε→+∞
δ(ε) = +∞, and for all c > 0 and for all ε > 0, there exists τ > 0 such that for all x0 ∈ Rn,

∥x0∥ < c =⇒ ∥x(t, t0)∥ < ε, ∀ t ≥ τ + t0.
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Definition 2.2. The pair (A(t), B(t)) is said to be GNC if the associated linear control system (1.1)
is GNC in the following sense:

for every x0 ∈ Rn, there exist a number τ > 0 and an admissible control u(t) such that x(τ) = 0.

We recall the following controllability criterion that will be used later.

Proposition 2.1 ([1,3]). The pair (A(t), B(t)) is GNC if and only if one of the following conditions
holds:

(i) there exist t > 0 and c > 0 such that

t∫
0

∥∥BT (s)UT (t, s)
∥∥ ds ≥ c ∥UT (t, 0)∥2, ∀x ∈ Rn;

(ii) A(t), B(t) are analytic on R+ and the rank M(t0) = n for some t0 > 0, where

M(t) =
[
M0(t),M1(t), . . . ,Mn−1(t)

]
;

M0 := B(t), Mi+1(t) = −A(t)Mi(t) +
d

dt
Mi(t), i = 0, 1, . . . , n− 2.

Definition 2.3. A scalar continuous function α(r) defined for r ∈ [0, a[ belongs to the class K if it is
strictly increasing and α(0) = 0. It belongs to the class K∞ if it is defined for all r ≥ 0 and α(r) → ∞
as r → ∞.

Theorem 2.1 ([4]). Let r > 0 and denote Br = {x ∈ Rn, ∥x∥ < r}. Let V : R+ × Br → R be a
smooth function. If there exists functions α1, α2 and α3 of the class K defined on [0, a[ and satisfying:
∀ t ≥ t0 and ∀x ∈ Br,

α1(∥x∥) ≤ V (t, x) ≤ α2(∥x∥), (2.2)
V̇ (t, x) ≤ −α3(∥x∥), (2.3)

then the origin x = 0 is uniformly asymptotically stable (UAS). If Br = Rn and α1 and α2 are two
functions of the class K∞, then the origin x = 0 is globally uniformly asymptotically stable (GUAS).

To solve the stabilization problem of the bilinear system (1.3) the RDE (1.2) is useful.

Theorem 2.2 ([6]). The following statements are equivalent:

(i) the pair (A(t), B(t)) is GNC;

(ii) for Q ∈ M([0,∞),Rn
+), the RDE (1.2) has a solution P ∈ M([0,∞),Rn

+).

3 The main results
Let us consider the BTV control system (1.3)

ẋ(t) = A(t)x(t) + u(t)B(t)x(t), t ∈ R+,

where x(t) ∈ Rn, u(t) ∈ R, A(t), B(t) are matrix functions, continuous and bounded on [0,∞).
Suppose that the pair (A(t), B(t)) is GNC. Then for Q ∈ M([0,∞),Rn

+), the RDE (1.2) has a solution
P ∈ M([0,∞),Rn

+). Denote
b = sup

t≥0
∥B(t)∥, p = sup

t≥0
∥P (t)∥.

In what follows, we need the following assumptions:

(H1) The BTV control system (1.3) is GNC.
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(H2) η = inf
t≥0

∥Q(t)∥ satisfies η > p2b2.

Proposition 3.1. Let B(t) and P (t) be bounded matrix functions. Then for r > 0, the function

g(t, x) = −r
( ∥B(t)∥ ∥P (t)∥ ∥x∥
1 + ∥B(t)∥ ∥P (t)∥ ∥x∥

)
B(t)x

is globally Lipschitz with respect to x ∈ Rn.
Proof. Let x1, x2 ∈ Rn, t ≥ 0. We have

∥g(t, x1)− g(t, x2)∥ = r

∥∥∥∥ ∥B(t)∥ ∥P (t)∥ ∥x2∥
1 + ∥B(t)∥ ∥P (t)∥ ∥x2∥

B(t)x2 −
∥B(t)∥ ∥P (t)∥ ∥x1∥

1 + ∥B(t)∥ ∥P (t)∥ ∥x1∥
B(t)x1

∥∥∥∥
≤ r∥B(t)∥2∥P (t)∥

∥∥∥∥ ∥x2∥x2

1 + ∥B(t)∥ ∥P (t)∥ ∥x2∥
− ∥x1∥x1

1 + ∥B(t)∥ ∥P (t) ∥∥x1∥

∥∥∥∥
≤ r∥B(t)∥2∥P (t)∥

∥∥∥∥∥x2∥x2 − ∥x1∥x1 + ∥B(t)∥ ∥P (t)∥ ∥x1∥ ∥x2∥(x2 − x1)

(1 + ∥B(t)∥ ∥P (t)∥ ∥x1∥)(1 + ∥B(t)∥ ∥P (t)∥ ∥x2∥)

∥∥∥∥.
Since ∥∥∥x2∥x2 − ∥x1∥x1

∥∥ =
∥∥∥∥x2∥x2 − ∥x1∥x2 + ∥x1∥x2 − ∥x1∥x1

∥∥∥
≤ ∥x2∥ ∥x2 − x1∥+ ∥x1∥ ∥x2 − x1∥
≤ ∥x2 − x1∥

(
∥x2∥+ ∥x1∥

)
,

we get

∥g(t, x1)− g(t, x2)∥

≤ r∥B(t)∥2∥P (t)∥ ∥x1 − x2∥
[

∥x2∥+ ∥x1∥+ ∥B(t)∥ ∥P (t)∥ ∥x1∥ ∥x2∥
(1 + ∥B(t)∥ ∥P (t)∥ ∥x1∥)(1 + ∥B(t)∥ ∥P (t)∥ ∥x2∥)

]
≤ r∥B(t)∥2∥P (t)∥ ∥x1 − x2∥

[
∥x1∥+ ∥x2∥(1 + ∥B(t)∥ ∥P (t)∥ ∥x1∥)

(1 + ∥B(t)∥ ∥P (t)∥ ∥x1∥)(1 + ∥B(t)∥ ∥P (t)∥ ∥x2∥)

]
≤ r∥B(t)∥ ∥x1 − x2∥

[
∥B(t)∥ ∥P (t)∥ ∥x1∥

(1 + ∥B(t)∥ ∥P (t)∥ ∥x1∥)(1 + ∥B(t)∥ ∥P (t)∥ ∥x2∥)

+
∥B(t)∥ ∥P (t)∥ ∥x2∥

1 + ∥B(t)∥ ∥P (t)∥ ∥x2∥

]
≤ 2rb∥x1 − x2∥.

Therefore the function g(t, x) is a globally Lipschitz function with respect to x.

Theorem 3.1. Suppose that the conditions (H1) and (H2) are fulfilled. Then if we choose 0 < r <
η−p2b2

2pb , the feedback function

u(t, x) = −r
( ∥B(t)∥ ∥P (t)∥ ∥x∥
1 + ∥B(t)∥ ∥P (t)∥ ∥x∥

)
, t ∈ R+, x ∈ Rn, (3.1)

is bounded and makes system (1.3) GUAS.
Proof. Let us consider the Lyapunov function

V (t, x) = ⟨P (t)x, x⟩, t ∈ R+, x ∈ Rn.

Since P is a positive definite symmetric matrix, we can reduce condition (2.2) of Theorem 2.1 by
choosing α1(∥x∥) = c∥x∥2 and α2(∥x∥) = p∥x∥2. Furthermore, the derivative of V (t, x) along the
solutions of the closed-loop system (1.1) by the feedback (3.1) is

V̇ (t, x) = ⟨ ˙P (t)x, x⟩+ 2⟨P (t)ẋ, x⟩

≤ −η∥x∥2 +
⟨
P (t)B(t)B(t)TP (t)x, x

⟩
− 2r

∥B(t)∥ ∥P (t)∥ ∥x∥
1 + ∥B(t)∥ ∥P (t)∥ ∥x∥

⟨P (t)B(t)x, x⟩.
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Since ∣∣⟨P (t)B(t)x, x⟩
∣∣ ≤ ∥P (t)∥ ∥B(t)∥ ∥x∥2,

we get

V̇ (t, x) ≤ −η∥x∥2 + ∥P (t)∥2∥B(t)∥2∥x∥2 + 2r
∣∣⟨P (t)B(t)x, x⟩

∣∣
≤ −η∥x∥2 + ∥P (t)∥2∥B(t)∥2∥x∥2 + 2r∥P (t)∥ ∥B(t)∥ ∥x∥2

≤ (p2b2 − η + 2rpb)∥x∥2.

By choosing α3(∥x∥) = (η − p2b2 − 2rpb)∥x∥2, condition (2.3) of Theorem 2.1 is well checked. So,
the closed loop system (1.3) is globally uniformly asymptotically stable. Moreover, |u(t, x)| ≤ r,
∀(t, x) ∈ R+ × Rn.

Now, let us consider the dynamical control system

ẋ(t) = A(t)x(t) + u(t)B(t)x(t) + F (t, x), t ∈ R+, (3.2)

where x(t) ∈ Rn, F : [0,+∞[×Rn → Rn is a nonlinear continuous function which is locally Lipschitz
with respect to x.

Theorem 3.2. If F (t, x) satisfies the condition

∥F (t, x)∥ ≤ γ∥x ∥, ∀ t ≥ 0, ∀x ∈ Rn,

where γ is a positive number satisfying

0 < γ <
η − p2b2 − 2rpb

2p
, (3.3)

then the closed loop system (3.2) by the feedback function (3.1) is GUAS.

Proof. Let us consider the Lyapunov function

V (t, x) = ⟨P (t)x, x⟩, t ∈ R+, x ∈ Rn,

and let the feedback control be of form (3.1). The derivative of V along the solutions of the system
(3.2) by using the chosen feedback control (3.1) and the RDE (1.2), results in

V̇ (t, x) =
⟨
Ṗ (t)x, x⟩+ 2⟨P (t)ẋ, x

⟩
≤ (p2b2 − η + 2rpb)∥x∥2 + 2

⟨
P (t)F (t, x), x(t)

⟩
≤ (p2b2 − η + 2rpb)∥x∥2 + 2∥P (t)∥ ∥F (t, x)∥ ∥x(t)∥
≤ (p2b2 − η + 2rpb)∥x∥2 + 2γ∥P (t)∥ ∥x(t)∥∥x(t)∥
≤ (p2b2 − η + 2rpb+ 2pγ)∥x∥2.

The proof of the theorem is completed by using condition (3.3) and Theorem 2.1.

Theorem 3.3. If F (t, x) satisfies

∥F (t, x)∥ ≤ γ∥x∥d, ∀ t ≥ 0, ∀x ∈ Rn,

where d > 1, then the closed loop system (3.2) by the feedback function (3.1) is locally uniformly
asymptotically stable.

Proof. Let us consider the Lyapunov function

V (t, x) = ⟨P (t)x, x⟩, t ∈ R+, x ∈ Rn,

and let the feedback control be of form (3.1).
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The derivative of V along the solutions of system (3.2) by using the chosen feedback control (3.1)
and the RDE (1.2) gives

V̇ (t, x) = ⟨Ṗ (t)x, x⟩+ 2⟨P (t)ẋ, x⟩
≤ (p2b2 − η + 2rpb)∥x∥2 + 2

⟨
P (t)F (t, x), x(t)

⟩
≤ (p2b2 − η + 2rpb)∥x∥2 + 2∥P (t)∥ ∥F (t, x)∥ ∥x(t)∥
≤ (p2b2 − η + 2rpb)∥x∥2 + 2γ∥x∥d∥P (t)∥ ∥x(t)∥
≤

(
p2b2 − η + 2rpb+ 2pγ∥x∥d−1

)
∥x∥2.

So, for x in a small neighborhood of the origin, p2b2 − η + 2rpb + 2pγ∥x∥d−1 < −ρ < 0. Then
V̇ (t, x) ≤ −ρ∥x∥2, which implies that the origin is locally uniformly asymptotically stable.

4 Example
Let us consider the bilinear time-varying control system

ẋ(t) = A(t)x(t) + u(t)B(t)x(t), (4.1)
where x(t) ∈ R2,

A(t) =

(
−e−t 1
−1 e−t

)
and B(t) =

(
e−t 0
0 e−t

)
.

To verify the global null-controllablity of system (4.1), we apply Proposition (2.1)(ii). Denote

M(t) =

[
e−t 0 e−2t − e−t −e−t

0 e−t e−t −e−2t − e−t

]
.

It is easy to verify that rank(M(t)) = 2 for all t ≥ 0. By taking Q = 100I2 ∈ M([0,∞),R2
+), the

RDE (1.2) has a solution P (t) ∈ M([0,∞),R2
+).

    

Figure 1. Dynamics of the closed BTV system ẋ(t) = A(t)x(t) + u(t, x)B(t)x(t).

Using the Lyapunov function
V (t, x) = ⟨P (t)x, x⟩

and the feedback function
u(t, x) = −20

∥B(t)∥ ∥P (t)∥ ∥x∥
1 + ∥B(t)∥ ∥P (t)∥ ∥x∥

,

we verify that there exists α > 0 such that
V̇ (t, x) ≤ −α∥x∥2, ∀t ∈ R+, ∀x ∈ Rn.

So, according to Theorem 3.1, system (4.1) is GUAS (see Figure 1).
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ÒÄÆÉÖÌÄ. ÍÀÛÒÏÌÛÉ ÛÄÓßÀÅËÉËÉÀ ÀÌÏÍÀáÓÍÉÓ ÀÒÓÄÁÏÁÀ ÌÄÓÀÌÄ ÒÉÂÉÓ ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÜÀ-
ÍÀÒÈÄÁÉÓÈÅÉÓ ÃÀÓÌÖËÉ ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÉÓÈÅÉÓ ÓÀÌßÄÒÔÉËÉÀÍÉ ÓÀÓÀÆÙÅÒÏ ÐÉÒÏÁÄÁÉÈ,
ÒÏÌÄËÉÝ ÌÏÉÝÀÅÓ ÀÌÏÆÍÄØÉË ÌÒÀÅÀËÓÀáÀ ÀÓÀáÅÄÁÓ. ÌÉÙÄÁÖËÉ ÛÄÃÄÂÄÁÉ ÄÌÚÀÒÄÁÀ ËÄÒÄÉ-
ÛÀÖÃÄÒÉÓ ÔÉÐÉÓ ÀÒÀßÒ×ÉÅ ÀËÔÄÒÍÀÔÉÅÀÓ. ÍÀÛÒÏÌÉÓ ÁÏËÏÓ, ÛÄÃÄÂÄÁÉÓ ÓÀÉËÖÓÔÒÀÝÉÏÃ,
ÌÏÚÅÀÍÉËÉÀ ÒÀÌÃÄÍÉÌÄ ÌÀÂÀËÉÈÉ.
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1 Introduction
Differential inclusions arising in the mathematical modeling of certain problems in economics, optimal
control, stochastic analysis, and so forth, are widely studied by many authors (see [3–5, 14, 15, 18, 19]
and the references therein). This work is concerned with the existence of solutions for boundary value
problems (BVP, for short). In Section 3, we study the three-point boundary value problems of the
third order differential inclusion, when the right-hand side is convex

−u′′′(t) ∈ F (t, u(t)), t ∈ (0, 1), (1.1)

with the boundary conditions

u(0) = αu′(0), u(1) = βu′(η), u′(1) = γu′(η), (1.2)

where η ∈ (0, 1), α, β, γ ∈ R, with (1+α)γ ≤ β ≤ γ
2 , and F : [0, 1]×R → P (R) is a multivalued map;

and with
u′(0) = u′′(0) = βu(η), u(1) = αu(η), (1.3)

where η ∈ (0, 1), α, β ∈ R, and F : [0, 1]× R → P (R) is a multivalued map.
The present paper is motivated by the recent papers [15], by S. A. Guezane-Lakoud, N. Hamidane,

and [10], by R. Khaldi and D. Liu and Z. Ouyang, where problems (1.1), (1.2) and (1.1), (1.3) with
single valued F ( · , · ), respectively, are considered, and several existence results are obtained by using
fixed point techniques.

The aim of our paper is to extend the study in [10] and [15] to the set-valued framework and to
present some existence results for problems (1.1), (1.2) and (1.1), (1.3). Our results are based on the
nonlinear alternative of Leray–Schauder type [9]. The method used is standard, however, its exposition
in the framework of problems (1.1), (1.2) and (1.1), (1.3) are new. In Section 4, we complete our work
by giving some examples to illustrate the obtained results.

2 Preliminaries
We begin this section by introducing some notation. Let C([0, 1];R) denote the Banach space of all
continuous functions u : [0, 1] → R with the norm

∥u∥ = sup
{
|u(t)| for all t ∈ [0, 1]

}
,

let L1([0, 1];R) be the Banach space of measurable functions u : [0, 1] → R which are Lebesgue
integrable, normed by

∥u∥L1 =

1∫
0

|u(t)| dt,

and ACi([0, 1];R) be the space of i-times differentiable functions u : [0, 1] → R, whose ith derivative
u(i) is absolutely continuous. Let (X, d) be a metric space induced from the normed space (X, ∥ · ∥).
Denote

P0(X) =
{
A ∈ P(X) : A ̸= ∅

}
,

Pcl(X) =
{
A ∈ P0(X) : A is closed

}
,

Pb(X) =
{
A ∈ P0(X) : A is bounded

}
,

Pc(X) =
{
A ∈ P0(X) : A is convex

}
,

Pcomp(X) =
{
A ∈ P0(X) : A is compact

}
.

Consider Hd : P(X)× P(X) → R ∪ {∞} given by

Hd(A,B) = max
{

sup
a∈A

d(a,B), sup
b∈B

d(b, A)
}
,
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where
d(a,B) = inf

b∈B
d(a, b) and d(b, A) = inf

a∈A
d(a, b).

Then (Pb,cl(X),Hd) is a metric space and (Pcl(X),Hd) is a generalized metric space (see [12]).
Let E be a separable Banach space, Y be a nonempty closed subset of E and G : Y → Pcl(E)

be a multivalued operator. G has a fixed point if there is x ∈ Y such that x ∈ G(x). G is said to be
completely continuous if G (Ω) is relatively compact for every Ω ∈ Pb(Y ). If the multi-valued map
G is completely continuous with nonempty compact values, then G is upper semicontinuous (u.s.c)
if and only if G has a closed graph, that is, xn → x∗, yn → y∗, yn ∈ G (xn) imply that y∗ ∈ G (x∗).
For more details on the multi-valued maps, see the books by Aubin and Cellina [1], by Aubin and
Frankowska [2], by Deimling [7], by Gorniewicz [8] and by Hu and Papageorgiou [11].

Definition 2.1. A multivalued map F : [0, 1]× R → P(R) is said to be Carathéodory if

(1) t→ F (t, u) is measurable for each u ∈ R,

(2) u→ F (t, u) is upper semicontinuous for almost all t ∈ (0, 1),

and, further, a Carathéodory function F is called L1-Carathéodory if

(3) for each r > 0, there exists Φr ∈ L1((0, 1);R+) such that

∥F (t, u)∥ = sup
{
|v| : v ∈ F (t, u)

}
6 Φr(t)

for all ∥u∥ ≤ r and for a.e. t ∈ (0, 1).

For each u ∈ C((0, 1);R), define the set of selections of F by

SF,u =
{
v ∈ L1((0, 1);R) : v(t) ∈ F (t, u(t)) for a.e. t ∈ (0, 1)

}
.

Lemma 2.1 ([13]). Let E be a Banach space, let F : [0, T ]× → Pcomp,c(E) be an L1-Carathéodory
multivalued map and let Θ be a linear continuous mapping from L1([0, 1], E) to C([0, 1], E). Then the
operator

Θ ◦ SF : C([0, 1], E) → Pcomp,c(C([0, 1], E)), u→ (Θ ◦ SF )(u) = Θ(SF,u)

is a closed graph operator in C([0, 1], E)× C([0, 1], E).

Lemma 2.2. Assume
ξ = 2

(
η(α(γ + 1)− β) + (β − α)

)
− γ − 1 ̸= 0,

then for y ∈ C([0, 1];R), the problem

u′′′(t) + y(t) = 0, t ∈ (0, 1),

u(0) = αu′(0), u(1) = βu′(η), u′(1) = γu′(η) (2.1)

has a unique solution

u(t) =− 1

2

t∫
0

(t− s)2y(s) ds− 1

ξ

[
t2(β − γ − αγ) + (t+ α)(γ − 2β)

] η∫
0

(η − s)y(s) ds

+
1

ξ

1∫
0

(1− s)
[ t2
2
(s− 2α+ 2β − γ − sγ − 1) + (t+ α)(γη − 2βη − s+ sγη)

]
y(s) ds.

Lemma 2.3. Assume
ξ = 1− β

(η2
2

+ η − 3

2

)
− α ̸= 0,



Existence of Solution for a Third-Order Differential Inclusion with Three-Point BVP 121

then for y ∈ C([0, 1];R), the problem

u′′′(t) + y(t) = 0, t ∈ (0, 1),

u′(0) = u′′(0) = βu(η), u(1) = αu(η) (2.2)

has a unique solution

u(t) =− 1

2

t∫
0

(t− s)2y(s) ds+
1

2ξ

(
− β

2
t2 − βt+

(3
2
β − α

)) η∫
0

(η − s)2y(s) ds

+
1

2ξ

(β
2
t2 + βt+ 1− 1

2
βη2 − βη

) 1∫
0

(1− s)2y(s) ds.

The proofs of Lemmas 2.2 and 2.3 are given by integrating three times u′′′(t) + y(t) = 0 over the
interval [0, t]. We obtain

u(t) = −1

2

t∫
0

(t− s)2y(s) ds+A1t
2 +A2t+A3, where A1, A2, A3 ∈ R.

The constants A1, A2 and A3 in Lemmas 2.2 and 2.3 are given by the three-point boundary
conditions (2.1) and (2.2), respectively.

3 Main results
Before presenting the existence result for problem (1.1), (1.2), let us introduce the following hypotheses
which are assumed hereafter:

(H1) F : [0, 1]× R → Pc(R) is Carathéodory;

(H2) there exist a continuous nondecreasing function ψ : [0,∞) → (0,∞) and a function p ∈
L1([0, 1];R+) such that

∥F (t, u)∥P = sup
{
|w| : w ∈ F (t, u)

}
≤ p(t)ψ(∥u∥) for each (t, u) ∈ [0, 1]× R.

Definition 3.1. A function u ∈ AC2((0, 1);R) is called a solution to the BVP (1.1), (1.2) if u satisfies
the differential inclusion (1.1) a.e. on (0, 1) and conditions (1.2).

Theorem 3.1. Assume that (H1), (H2) hold and let the function ψ be bounded satisfying the condition:
there exists a number M > 0 such that(

1

2
+

1
2 + γ + |α− β| − η(β + αγ)

|ξ1|

)
ψ(∥u∥)∥p∥L1 < M.

Then the BVP (1.1), (1.2) has at least one solution on [0, 1].

Proof. Define the operator T : C([0, 1];R) → P(C[0, 1];R) by

T (u) =

{
h ∈ C([0, 1];R) : h(t) = −1

2

t∫
0

(t− s)2f(u) ds

+
1

ξ1

1∫
0

(1− s)
(−t2

2

(
1− s+ 2(α− β) + γ(1 + s)

)
+ (t+ α)

(
η(γ − 2β)− s(1 + γη)

))
f(u) ds

− 1

ξ1

(
t2(β − (1 + α)γ) + (t+ α)(γ − 2β)

) η∫
0

(η − s)f(u) ds

}
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for f ∈ SF,u. It is not difficult to show that T has a fixed point which is a solution of problem
(1.1), (1.2). We show that T satisfies the assumptions of the nonlinear alternative of Leray–Schauder
type. The proof consists of several steps.
Step 1. First, we show that T is convex for each u ∈ C([0, 1];R).

Let h1, h2 ∈ Tu. Then there exist w1, w2 ∈ SF,u such that for each t ∈ [0, 1], we have

hi(t) = −1

2

t∫
0

(t− s)2wi(s) ds

+
1

ξ1

1∫
0

(1− s)
(−t2

2

(
1− s+ 2(α− β) + γ(1 + s)

)
+ (t+ α)

(
η(γ − 2β)− s(1 + γη)

))
wi(s) ds

− 1

ξ1

(
t2(β − (1 + α)γ) + (t+ α)(γ − 2β)

) η∫
0

(η − s)wi(s) ds, i = 1, 2.

Let 0 ≤ µ ≤ 1. So, for each t ∈ [0, 1], we have

µh1(t) + (1− µ)h2(t) =
1

2

t∫
0

(t− s)2
(
µw1(s) + (1− µ)w2(s)

)
ds

+
1

ξ1

1∫
0

(1− s)
(−t2

2

(
1− s+ 2(α− β) + γ(1 + s)

)
+ (t+ α)

(
η(γ − 2β)− s(1 + γη)

))
×
(
µw1(s) + (1− µ)w2(s)

)
ds

− 1

ξ1

(
t2(β − (1 + α)γ) + (t+ α)(γ − 2β)

) η∫
0

(η − s)(µw1(s+ (1− µ)w2(s)) ds.

Since SF,u is convex, it follows that µh1 + (1− µ)h2 ∈ Tu.
Step 2. Here we show that T maps bounded sets into bounded sets in C([0, 1];R).

For a positive number r, let Br = {u ∈ C([0, 1];R) : ∥u∥ ≤ r} be a bounded ball in C([0, 1];R).
So, for each h ∈ Tu, u ∈ Br, there exists w ∈ SF,u such that

h(t) = −1

2

t∫
0

(t− s)2w(s) ds

+
1

ξ1

1∫
0

(1− s)
(−t2

2

(
1− s+ 2(α− β) + γ(1 + s)

)
+ (t+ α)

(
η(γ − 2β)− s(1 + γη)

))
w(s) ds

− 1

ξ1

(
t2(β − (1 + α)γ) + (t+ α)(γ − 2β)

) η∫
0

(η − s)w(s) ds.

If (1 + α)γ ≤ β ≤ γ
2 , we obtain

|h(t)| ≤ ψ(∥u∥)
2

1∫
0

p(s) ds+
ψ(∥u∥)
|ξ1|

[1
2
+ |α− β|+ |γ| − βη

] 1∫
0

p(s) ds

− ψ(∥u∥)
|ξ1|

γη
(1
2
+ α

) η∫
0

p(s) ds,
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Thus

∥h∥ ≤ ψ(∥u∥)
2

1∫
0

p(s) ds+
ψ(∥u∥)
|ξ1|

[
1 + |α− β|+ 2γ − βη

] 1∫
0

p(s) ds

− ψ(∥u∥)
|ξ1|

γη
(1
2
+ α

) η∫
0

p(s) ds.

Step 3. Now we show that T maps the bounded sets into equicontinuous sets of C([0, 1];R).
Let t1, t2 ∈ [0, 1] with t1 < t2 and let Br be a bounded set of C([0, 1];R). Then, for each h ∈ Tu,

we obtain that the bounded sets of C([0, 1];R) are mapped into the equicontinuous sets,

|h(t2)− h(t1)| ≤
1

2

t2∫
t1

(t2 − s)2|w(s)| ds+ 1

2

t1∫
0

(
(t1 − s)2 − (t2 − s)2

)
|w(s)| ds

+
1

|ξ1|

1∫
0

(1−s)
(−(t22−t21)

2

(
1−s+2(α−β)+γ(1+s)

)
+(t2−t1)

(
η(γ−2β)−s(1+γη)

))
|w(s)| ds

+
1

|ξ1|
(
(t22 − t21)(β − (1 + α)γ) + (t2 − t1)(γ − 2β)

) η∫
0

(η − s)|w(s)| ds,

≤ ψ(∥u∥)
2

t2∫
t1

(t2 − s)2p(s) ds+
ψ(∥u∥)

2

t1∫
0

(
(t1 − s)2 − (t2 − s2

)
p(s) ds

+
ψ(∥u∥)
|ξ1|

1∫
0

(1−s)
(−(t22−t21)

2
(1−s+2(α−β)+γ(1+s))+(t2−t1)

(
η(γ−2β)−s(1+γη)

))
p(s) ds

+
ηψ(∥u∥)

|ξ1|
(
(t22 − t21)(β − (1 + α)γ) + (t2 − t1)(γ − 2β)

) η∫
0

p(s) ds.

Obviously, the right-hand side of the above inequality tends to zero independently of u ∈ Br as
t2 − t1 → 0. Since T satisfies the above three assumptions, it follows by the Ascoli–Arzelèa theorem
that T : C([0, 1];R) → P (C[0, 1];R) is completely continuous.
Step 4. We show that T has a closed graph.

Let un → u∗, hn ∈ T (un) and hn → h∗. Then we need to show that h∗ ∈ Tu∗.
Associated with hn ∈ T (un), there exists wn ∈ SF,un such that for each t ∈ [0, 1], we have

h(t) = −1

2

t∫
0

(t− s)2wn(s) ds

+
1

ξ1

1∫
0

(1− s)
(−t2

2

(
1− s+ 2(α− β) + γ(1 + s)) + (t+ α)(η(γ − 2β)− s(1 + γη))

)
wn(s) ds

− 1

ξ1

(
t2(β − (1 + α)γ) + (t+ α)(γ − 2β)

) η∫
0

(η − s)wn(s) ds.

Thus we have to show that there exists w∗ ∈ SF,u∗ such that for each t ∈ [0, 1],
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h∗(t) = −1

2

t∫
0

(t− s)2w∗(s) ds

+
1

ξ1

1∫
0

(1− s)
(−t2

2

(
1− s+ 2(α− β) + γ(1 + s)

)
+ (t+ α)(η(γ − 2β)− s(1 + γη))

)
w∗(s) ds

− 1

ξ1

(
t2(β − (1 + α)γ) + (t+ α)(γ − 2β)

) η∫
0

(η − s)w∗(s) ds.

Let us consider the continuous linear operator Θ : L1([0, 1];R) → C([0, 1];R) given by

w −→ Θw(t) = −1

2

t∫
0

(t− s)2w(s) ds

+
1

ξ1

1∫
0

(1− s)
(−t2

2

(
1− s+ 2(α− β) + γ(1 + s)

)
+ (t+ α)

(
η(γ − 2β)− s(1 + γη)

))
w(s) ds

− 1

ξ1

(
t2(β − (1 + α)γ) + (t+ α)(γ − 2β)

) η∫
0

(η − s)w(s) ds.

Observe that

∥hn(t)− h∗(t)∥ =

∥∥∥∥− 1

2

t∫
0

(t− s)2(wn(s)− w∗(s)) ds

+
1

ξ1

1∫
0

(1− s)
(−t2

2

(
1−s+2(α−β)+γ(1+s)

)
+(t+α)

(
η(γ−2β)−s(1+γη)

))
(wn(s)−w∗(s)) ds

− 1

ξ1

(
t2(β − (1 + α)γ) + (t+ α)(γ − 2β)

) η∫
0

(η − s)(wn(s)− w∗(s)) ds

∥∥∥∥,
then ∥hn(t)− h∗(t)∥ → 0 as n→ ∞.

Thus, it follows by Lemma 2.1 that Θ ◦ F is a closed graph operator.
Further, we have hn(t) ∈ Θ(SF,un

). Since un → u∗, we get

h∗(t) = −1

2

t∫
0

(t− s)2w∗(s) ds

+
1

ξ1

1∫
0

(1− s)
[−t2

2

(
1− s+ 2(α− β) + γ(1 + s)

)
+ (t+ α)

(
η(γ − 2β)− s(1 + γη)

)]
w∗(s) ds

− 1

ξ1

(
t2(β − (1 + α)γ) + (t+ α)(γ − 2β)

) η∫
0

(η − s)w∗(s) ds

for some w∗ ∈ SF,u∗ .
Step 5. We discuss a priori bounds on solutions.

Let u be a solution of (1.1), (1.2). So, there exists w ∈ L1([0, 1];R) with w ∈ SF,u such that for
t ∈ [0, 1], we have
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u(t) = −1

2

t∫
0

(t− s)2w(s) ds

+
1

ξ1

1∫
0

(1− s)
(−t2

2

(
1− s+ 2(α− β) + γ(1 + s)

)
+ (t+ α)

(
η(γ − 2β)− s(1 + γη)

))
w(s) ds

− 1

ξ1

(
t2(β − (1 + α)γ) + (t+ α)(γ − 2β)

) η∫
0

(η − s)w(s) ds.

In view of (H2), for each t ∈ [0, 1], and (1 + α)γ ≤ β ≤ γ
2 , we obtain

|u(t)| ≤ ψ(∥u∥)
2

1∫
0

p(s) ds+
ψx(∥u∥)

|ξ1|

1∫
0

(1
2
+ |α− β|+ γ +

1

2
η(γ − 2β)

) 1∫
0

p(s) ds

− 1

2
γη

ψ(∥u∥)
|ξ1|

((2α+ 1))

1∫
0

p(s) ds.

Consequently,
∥u∥(

1
2 +

1
2+γ+|α−β|−η(β+αγ)

|ξ1|
)
ψ(∥u∥)∥p∥L1

≤ 1.

So, there exists M such that ∥u∥ ̸= M . Let us set U = {u ∈ C([0, 1];R) : ∥u∥ < M + 1}. Note that
the operator T : U → PC([0, 1];R) is upper semicontinuous and completely continuous. From the
choice of U , there is no u ∈ ∂U such that u ∈ λTx for some λ ∈ (0, 1).

Consequently, by the nonlinear alternative of Leray–Schauder type [19], we deduce that T has a
fixed point u ∈ U which is a solution of problem (1.1), (1.2). This completes the proof.

The next result concerns the four-point BVP (1.1), (1.3). Before stating and proving this result,
we give the definition of a solution of the four-point BVP (1.1), (1.3).

Definition 3.2. A function u ∈ AC2((0, 1);R) is called a solution to the BVP (1.1), (1.3) if u satisfies
the differential inclusion (1.1) a.e. on (0, 1) and conditions (1.3).

Theorem 3.2. Assume that (H1), (H2) hold and let the function ψ be bounded satisfying the condition:
there exists a number M > 0 such that(

1

2
+

1

2|ξ|

(
η2|α|+

(7
2
η2 + η +

3

2

)
|β|+ 1

))
ψ(∥u∥)∥p∥L1 < M.

Then the BVP (1.1), (1.3) has at least one solution on [0, 1].

Proof. Define the operator T : C([0, 1];R) → P(C[0, 1];R) by

T (u) =

{
h ∈ C([0, 1];R) : h(t) = −1

2

t∫
0

(t− s)2f(u) ds

+
1

2ξ

(
− β

2
t2 − βt+

(3
2
β − α

)) η∫
0

(η − s)2f(u) ds

+
1

2ξ

(β
2
t2 + βt+ 1− 1

2
βη2 − βη

) 1∫
0

(1− s)2f(u) ds

}

for f ∈ SF,u. We can easily show that T has a fixed point which is a solution of problem (1.1), (1.3),
following the steps of Theorem 3.1. We omit the details.
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4 Examples
Example 4.1. Consider the boundary value problem

−u′′′(t) ∈ F (t, u(t)), t ∈ (0, 1),

u(0) = −u′(0), u(1) =
1

3
u′
(1
3

)
, u′(1) = u′

(1
3

)
,

(4.1)

where F : [0, 1]× R → P(R) is a multivalued map given by

F (t, u) =

[
exp(u)

3 + exp(u) ,−2 log(t+ 1) + t3 + t+ 1

]
.

For f ∈ F , we have

|f | 6 max
(

exp(u)
3 + exp(u) ,−2 log(t+ 1) + t3 + t+ 1

)
6 2, u ∈ R.

Thus
∥F (t, u)∥P = sup

{
|w| : w ∈ F (t, u)

}
≤ 2 = p(t)ψ(∥u∥), u ∈ R,

with p(t) = 1
2 , ψ(∥u∥) = 4. Further, using the condition(

1

2
+

1
2 + γ + |α− β| − η(β + αγ)

|ξ|

)
ψ(∥u∥)∥p∥L1 < M.

we find that M > 63
8 . By Theorem 3.1, the boundary value problem (4.1), has at least one solution

on [0, 1].

Example 4.2. Consider the boundary value problem

−u′′′(t) ∈ F (t, u(t)), t ∈ (0, 1),

u′(0) = u′′(0) = −u
(1
7

)
, u(1) = −2u

(1
7

)
,

(4.2)

where F : [0, 1]× R → P(R) is a multivalued map given by

F (t, u) =
[

sin(u), u

expu + t
]
.

For f ∈ F , we have
|f | 6 max

(
sin(u), u

expu + t
)
6 1 + t, u ∈ R.

Thus
∥F (t, u)∥P = sup

{
|w| : w ∈ F (t, u)

}
≤ 1 + t = p(t)ψ(∥u∥), u ∈ R,

with p(t) = 1 + t, ψ(∥u∥) = 1. Further, we use the condition(
1

2
+

1

2|ξ|
(η2|α|+

(7
2
η2 + η +

3

2

)
|β|+ 1)

)
ψ(∥u∥)∥p∥L1 < M

with M > 2. By Theorem 3.2, the boundary value problem (4.2) has at least one solution on [0, 1].
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