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Professor Roland Duduchava

(on the occasion of 70th Birthday)

This year marks the 70th birthday of Professor Roland Duduchava, an
eminent Georgian mathematician whose contribution to the theory of in-
tegral equations of convolution type with discontinuous presymbols is rec-
ognized worldwide. He is an author and co-author of 4 monographs and
109 research papers. His results are successfully used by researchers work-
ing on singular integral equations, pseudodifferential equations, boundary
value problems for elliptic partial differential equations, and on many other
problems of mathematics and its applications.

Roland Duduchava was born on November 12, 1945 in Tbilisi. He grad-
uated from a secondary school at Sokhumi in 1962 and enrolled the faculty
of Mechanics and Mathematics of Tbilisi State University, from which he
graduated with honors in January 1968. He then became a PhD student at
A. Razmadze Mathematical Institute of the Georgian Academy of Sciences,
Tbilisi, Georgia. In 1971, Roland Duduchava finished his PhD study in
Kishinev, Moldova, at the Institute of Mathematics and Computing Center

1



2 Professor Roland Duduchava

of the Academy of Sciences of Moldova and in the same year defended his
Candidate Thesis (PhD degree) under the supervision of Professor I. Go-
hberg.

Since 1971, Roland Duduchava had worked as a junior, senior, lead-
ing and principal researcher at A. Razmadze Mathematical Institute of the
Georgian Academy of Sciences, and since 1995 he headed the Department
of Mathematical Physics.

In 1983, he defended his higher doctoral thesis (Habilitation) at the M.
Lomonosov Moscow State University. In 1989, he was granted the title of
Professor by the Supreme Certifying Commission of the USSR.

At various times, Roland Duduchava worked as a professor at I. Javakhi-
shvili Tbilisi State University, IB Euro-Caucasian University, Humboldt
University in Berlin, Saarland University in Saarbrucken, and Stuttgart
University.

Roland Duduchava is a fellow of the Alexander von Humboldt Foundation
(1981–1989) and Professor Merkator of the German Research Council DFG
(2001–2002).

He has received 10 international (Soros, AMS, INTAS, DFG and other)
and 4 national (GNSF - Shota Rustaveli National Science Foundation) re-
search grants as a head of a research group.

Roland Duduchava is a member of editorial boards of 6 international
mathematical journals. He has successfully supervised 7 PhD students and
has served as a consultant for one higher doctoral thesis.

He is the president of the Georgian Mathematical Union (since 2009) and
the organizer of many international conferences including International Con-
ference “1Continuum Mechanics and Related Problems of Analysis” dedi-
cated to the 120-th birthday anniversary of academician N. Muskhelishvili
(2011), Caucasian Mathematics Conference (2014), International Workshop
on Operator Theory and Applications, IWOTA 2015, and others.

Professor Roland Duduchava is an outstanding scientist, whose life is full
of great achievements in mathematics.

We congratulate Roland Duduchava on his birthday and wish him every
joy, happiness and great fulfillment in the years to come.

D. Kapanadze, D. Natroshvili, E. Shargorodsky
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List of Publications of Roland Duduchava

(i) Monographs

1. Convolution integral equations with discontinuous presymbols, sin-
gular integral equations with fixed singularities, and their applica-
tions to problems in mechanics. (Russian) Trudy Tbiliss. Mat. Inst.
Razmadze Akad. Nauk Gruzin. SSR 60 (1979), 136 pp.

2. Integral equations in convolution with discontinuous presymbols, sin-
gular integral equations with fixed singularities, and their applica-
tions to some problems of mechanics. With German, French and Rus-
sian summaries. Teubner-Texte zur Mathematik. [Teubner Texts on
Mathematics] BSB B. G. Teubner Verlagsgesellschaft, Leipzig, 1979.

3. Boundary value problems in domains with peaks (with B. Silber-
mann). Mem. Differential Equations Math. Phys. 21 (2000), 1–122.

4. Interface crack problems for metallic-piezoelectric composite struc-
tures (with T. Buchukuri, O. Chkadua, and D. Natroshvili). Mem.
Differential Equations Math. Phys. 55 (2012), 1–150;
http://rmi.tsu.ge/jeomj/memoirs/vol55/contents.htm.

(ii) Papers

1. Singular integral operators in a Hölder space with weight. (Russian)
Dokl. Akad. Nauk SSSR 191 (1970), 16–19.

2. The boundedness of the singular integration operator in Hölder spaces
with weight. (Russian) Mat. Issled. 5 (1970), vyp. 1 (15), 56–76.

3. Singular integral equations in Hölder spaces with weight. I. Hölder
coefficients. (Russian) Mat. Issled. 5 (1970), No. 2(16), 104–124.

4. Singular integral equations in Hölder spaces with weight. II. Partial
Hölder coefficients. (Russian) Mat. Issled. 5 (1970), No. 3(17),
58–82.

5. The boundary value problem for systems of discrete Wiener–Hopf
equations. (Russian) Mat. Issled. 7 (1972), No. 2(24), 234–240,
292.

6. Discrete Wiener–Hopf equations that are composed of the Fourier
coefficients of piecewise Wiener functions. (Russian) Dokl. Akad.
Nauk SSSR 207 (1972), 1273–1276; translation in Sov. Math., Dokl.
13 (1972), 1903–1907.

7. Discrete Wiener-Hopf equations in lp spaces with weight. (Russian)
Sakharth. SSR Mecn. Akad. Moambe 67 (1972), 17–20.

8. The algebras of singular integral operators in spaces of Hölder func-
tions with weight. (Russian) Sakharth. SSR Mecn. Akad. Moambe
65 (1972), 25–28.

9. Wiener–Hopf integral operators with discontinuous symbols. (Rus-
sian) Dokl. Akad. Nauk SSSR 211 (1973), 277–280; translation in
Sov. Math., Dokl. 14 (1973), 1001–1005.
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10. Algebras of one-dimensional singular integral operators in space of
Hölder functions with weight. (Russian) A collection of articles on
the theory of functions, 5. Sakharth. SSR Mecn. Akad. Math. Inst.
Shrom. 43 (1973), 19–52. (errata insert).

11. On Noether theorems for singular integral equations. (Russian) In
Proceedings of Symposium on Mechanics and Related Problems of
Analysis, vol. 1, Metsniereba, Tbilisi, 19–52, 1973.

12. Singular integral operators on piecewise smooth curves. (Russian)
Sakharth. SSR Mecn. Akad. Moambe 71 (1973), 553–556.

13. Multidimensional convolution equations formed from the Fourier co-
efficients of discontinuous functions. (Russian) Sakharth. SSR Mecn.
Akad. Moambe 74 (1974), 277–280.

14. Discrete convolution operators on symmetric spaces of sequences with
weights. In Theses of the Conference of Young Scientists and Post-
graduates, I. Javakhishvili State University, I. Vekua Institute of Ap-
plied Mathematics, pp. 63–64, Tbilisi University Press, Tbilisi, 1974.

15. Singular integral equations with unbounded coefficients. (Russian)
A collection of articles on the equations of mathematical physics, 4.
Sakharth. SSR Mecn. Akad. Math. Inst. Shrom. 44 (1974), 72–78.

16. Convolution integral operators with discontinuous coefficients. (Rus-
sian) Dokl. Akad. Nauk SSSR 218 (1974), 264–267; translation in
Sov. Math., Dokl. 15 (1975), 1302-1306.

17. Bisingular integral operators and convolution operators in a quad-
rant. (Russian) Dokl. Akad. Nauk SSSR 221 (1975), No. 2, 279–
282; translation in Sov. Math., Dokl. 16 (1975), 330–334.

18. Wiener–Hopf integral operators. (Russian) Math. Nachr. 65 (1975),
59–82.

19. Convolution integral operators with discontinuous symbols. (Rus-
sian) Collection of articles on functional analysis, 2. Sakharth. SSR
Mecn. Akad. Math. Inst. Shrom. 50 (1975), 34–41.

20. The discrete Wiener–Hopf equations. (Russian) Collection of articles
on functional analysis, 2. Sakharth. SSR Mecn. Akad. Math. Inst.
Shrom. 50 (1975), 42–59.

21. Bisingular integral operators, and boundary value problems of the
theory of analytic functions in spaces of generalized functions. (Rus-
sian) Dokl. Akad. Nauk SSSR 224 (1975), No. 5, 996–999; transla-
tion in Sov. Math., Dokl. 17 (1976), 1324–1328.

22. Integral convolution operators on the quadrant with discontinuous
symbols. (Russian) Izv. Akad. Nauk SSSR Ser. Mat. 40 (1976),
No. 2, 388–412, 470; translation in Math. USSR, Izv. 10 (1976),
371–392 (1977).

23. Bisingular integral operators with discontinuous coefficients. (Rus-
sian) Mat. Sb. (N.S.) 101(143) (1976), No. 4, 584–609, 640; trans-
lation in Math. USSR, Sb. 30 (1976), 515–537 (1978).
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24. On singular integral operators on piecewise smooth lines. Function
theoretic methods in differential equations, pp. 109–131. Res. Notes
in Math., No. 8, Pitman, London, 1976.

25. A uniqueness theorem for the integral equation of a thin rectangular
airfoil (with V. G. Maz’ja). (Russian) Sakharth. SSR Mecn. Akad.
Moambe 87 (1977), No. 1, 53–56.

26. Integral operators of convolution type with discontinuous coefficients.
(Russian) Math. Nachr. 79 (1977), 75–98.

27. Discrete convolution operators on the quarter plane, and their in-
dices. (Russian) Izv. Akad. Nauk SSSR Ser. Mat. 41 (1977), No. 5,
1125–1137; translation in Math. USSR, Izv. 11 (1977), 1072–1084.

28. Singular integral equations with fixed singularities in the kernel on
piecewise smooth lines. (Russian) Soobshch. Akad. Nauk Gruzin.
SSR 91 (1978), No. 2, 293–296.

29. Some integral equations with singular kernels. (Russian) Soobshch.
Akad. Nauk Gruzin. SSR 92 (1978), No. 1, 21–24.

30. Integral equations of convolution type with discontinuous coefficients.
(Russian) Soobshch. Akad. Nauk Gruzin. SSR 92 (1978), No. 2,
281–284.

31. On the index of bisingular integral operators. I. (Russian) Math.
Nachr. 91 (1979), 431–460.

32. On the index of bisingular integral operators. II. (Russian) Math.
Nachr. 92 (1979), 289–307.

33. Integral equation of convolution type (with B. Khvedelidze). Mathe-
matical Encyclopaedia 2, 598–600, Sovetskaya Entsiklopedia, Moscow,
1979.

34. Solution of a convolution equation on a quadrant. (Russian) Mat.
Zametki 27 (1980), No. 3, 415–427, 494; translation in Math. Notes
27 (1980), 207–213.

35. Integral convolution operators on the half axis with semi-almost-
periodic presymbols (with A. I. Saginashvili). (Russian) Soobshch.
Akad. Nauk Gruzin. SSR 98 (1980), No. 1, 21–24.

36. Integral equations of convolution on the half axis with semi-almost-
periodic presymbols (with A. I. Saginashvili). (Russian) Differentsi-
al’nye Uravneniya 17 (1981), No. 2, 301–312, 389–390; translation
in Differ. Equations 17 (1981), 207–216.

37. An application of singular integral equations to some problems of
elasticity. Integral Equations Operator Theory 5 (1982), No. 4, 475–
489.

38. Multidimensional singular integral equations. Preliminary theorems.
(Russian) Soobshch. Akad. Nauk Gruzin. SSR 109 (1983), No. 2,
241–244.

39. Multidimensional singular integral equations. Fundamental theo-
rems. (Russian) Soobshch. Akad. Nauk Gruzin. SSR 111 (1983),
No. 3, 465–468.
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40. The index of singular integral equations with complex-conjugate func-
tions on piecewise smooth lines (with T. I. Latsabidze). (Russian)
Soobshch. Akad. Nauk Gruzin. SSR 115 (1984), No. 1, 29–32.

41. On multidimensional singular integral operators. I. The half-space
case. J. Operator Theory 11 (1984), No. 1, 41–76.

42. On multidimensional singular integral operators. II. The case of com-
pact manifolds. J. Operator Theory 11 (1984), No. 2, 199–214.

43. On general singular integral operators of the plane theory of elastic-
ity. Rend. Sem. Mat. Univ. Politec. Torino 42 (1984), No. 3,
15–41.

44. The Riemann–Hilbert boundary value problem in a bicylinder (with
L. Rodino). Boll. Un. Mat. Ital. A (6) 4 (1985), No. 2, 327–336.

45. The index of singular integral equations with complex-conjugate func-
tions on piecewise-smooth lines (with T. I. Latsabidze). (Russian)
Trudy Tbiliss. Mat. Inst. Razmadze Akad. Nauk Gruzin. SSR 76
(1985), 40–59.

46. General singular integral equations and fundamental problems of the
plane theory of elasticity. (Russian) Trudy Tbiliss. Mat. Inst. Raz-
madze Akad. Nauk Gruzin. SSR 82 (1986), 45–89.

47. On algebras generated by convolutions and discontinuous functions.
Special issue: Wiener–Hopf problems and applications (Oberwolfach,
1986). Integral Equations Operator Theory 10 (1987), No. 4, 505–
530.

48. The algebra of nonclassical singular integral operators on half space
(with R. Schneider). Special issue: Wiener-Hopf problems and ap-
plications (Oberwolfach, 1986). Integral Equations Operator Theory
10 (1987), No. 4, 531–553.

49. On the regularization of the singular integral operators (with G. Mjza-
via). In: Abstracts of the Conference “Operator Theory, Advances
and Applications”, Calgary, August, 1988.

50. Continuity of generalized solutions of fundamental boundary value
problems in the mathematical theory of cracks (with D. G. Na-
troshvili and E. M. Shargorodsky). (Russian) Soobshch. Akad. Nauk
Gruzin. SSR 135 (1989), No. 3, 497–500.

51. Basic boundary value problems of the mathematical theory of cracks
for anisotropic media (with D. G. Natroshvili and E. M. Shargorod-
sky). (Russian) Proc. Extended Seminar I. Vekua Inst. Appl. Math.
4 (1989), No. 2, 87–90.

52. Boundary value problems of the mathematical theory of cracks (with
D. G. Natroshvili and E. M. Shargorodsky). Tbiliss. Gos. Univ.
Inst. Prikl. Mat. Trudy 39 (1990), 68–84; I. Vekua Institute of
Applied Mathematics of Tbilisi State University, Tbilisi University
Press, Tbilisi, 1990.
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53. Some singular integral operators with fixed singularities (with E.
M. Shargorodsky). (Russian) Trudy Tbiliss. Mat. Inst. Razmadze
Akad. Nauk Gruzin. SSR 93 (1990), 3–35.

54. Singular integral operators with complex conjugation on piecewise-
smooth lines (with T. I. Latsabidze and A. I. Saginashvili). (Russian)
Soobshch. Akad. Nauk Gruzii 146 (1992), No. 1, 21–24 (1993).

55. Bessel potential operators for the quarter-plane (with F.-O. Speck).
Appl. Anal. 45 (1992), No. 1-4, 49–68.

56. Wiener–Hopf equations with the transmission property. Integral Equ-
ations Operator Theory 15 (1992), No. 3, 412–426.

57. Pseudodifferential operators on compact manifolds with Lipschitz
boundary (with F.-O. Speck). Math. Nachr. 160 (1993), 149–191.

58. On the norm of singular integral operator on curves with cusps (with
N. Krupnik). Integral Equations Operator Theory 20 (1994), No. 4,
377–382.

59. Basic boundary value problems of thermoelasticity for anisotropic
bodies with cuts (with D. Natroshvili and E. Shargorodsky). I. Geor-
gian Math. J. 2 (1995), No. 2, 123–140.

60. Basic boundary value problems of thermoelasticity for anisotropic
bodies with cuts (with D. Natroshvili and E. Shargorodsky). II.
Georgian Math. J. 2 (1995), No. 3, 259–276.

61. Two-dimensional singular integral operators with shift (with A. I.
Saginashvili and E. M. Shargorodsky). (Russian) Trudy Tbiliss. Mat.
Inst. Razmadze Akad. Nauk Gruzii 103 (1995), 3–13.

62. On the approximation of singular integral equations by equations
with smooth kernels (with S. Prössdorf. Integral Equations Operator
Theory 21 (1995), No. 2, 224–237.

63. Singular integral operators with the complex conjugation on curves
with cusps (with T. Latsabidze and A. Saginashvili). Integral Equa-
tions Operator Theory 22 (1995), No. 1, 1–36.

64. Finite interval convolution operators on the Bessel potential spaces
Hs

p (with M. A. Bastos and A. F. dos Santos). Math. Nachr. 173
(1995), 49–63.

65. The Wiener–Hopf method for systems of pseudodifferential equations
with an application to crack problems (with W. L. Wendland). In-
tegral Equations Operator Theory 23 (1995), No. 3, 294–335.

66. The Wiener–Hopf method in crack and interface problems (with A.
M. Sändig and W. L. Wendland). ZAMM Zeitschrift für angewandte
Mathematik und Mechanik 76 (1996), 113–116.

67. On two-dimensional singular integral operators with conformal Car-
leman shift (with A. I. Saginashvili and E. M. Shargorodsky). J.
Operator Theory 37 (1997), No. 2, 263–279.

68. Bessel potential operator. Encyclopaedia of Mathematics, Suppl.
Vol. I, pp. 116–117, Prof. M. Hazewinkel (Ed.), Kluwer Acad.
Publ., 1997.
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69. Mixed crack type problem in anisotropic elasticity (with D. Na-
troshvili). Math. Nachr. 191 (1998), 83–107.

70. Asymptotics of solutions to some boundary value problems of elas-
ticity for bodies with cuspidal edges (with O. Chkadua). Mem. Dif-
ferential Equations Math. Phys. 15 (1998), 29–58.

71. Asymptotics of solutions to a pseudodifferential equations (with O.
Chkadua). Bull. Georgian Acad. Sci. 158 (1998), No. 2, 207–210.

72. Asymptotics of potential-type functions (with O. Chkadua). Bull.
Georgian Acad. Sci. 159 (1999), No. 1, 23–27.

73. An algebra of integral operators with fixed singularities in kernels
(with N. Krupnik and E. Shargorodsky). Integral Equations Operator
Theory 33 (1999), No. 4, 406–425.

74. Asymptotics of solutions to the crack problem (with O. Chkadua).
Bull. Georgian Acad. Sci. 159 (1999), No. 3, 389–391.

75. Interface cracks in anisotropic composites (with A.-M. Sändig and
W. L. Wendland). Math. Methods Appl. Sci. 22 (1999), No. 16,
1413–1446.

76. On the Prandtl equation (with D. Kapanadze). Georgian Math. J.
6 (1999), No. 6, 525–536.

77. Asymptotics of functions represented by potentials (with O. Chkadua).
Russ. J. Math. Phys. 7 (2000), No. 1, 15–47.

78. Pseudodifferential equations on manifolds with boundary: Fredholm
property and asymptotic (with O. Chkadua). Math. Nachr. 222
(2001), 79–139.

79. Singular integral equations in special weighted spaces (with F.-O.
Speck). Georgian Math. J. 7 (2000), No. 4, 633–642.

80. The Green formula and layer potentials. Integral Equations Operator
Theory 41 (2001), No. 2, 127–178.

81. Singular integral equations on piecewise smooth curves in spaces of
smooth functions (with L. P. Castro and F.-O. Speck). Toeplitz ma-
trices and singular integral equations (Pobershau, 2001), 107–144,
Oper. Theory Adv. Appl., 135, Birkhäuser, Basel, 2002.

82. Asymptotics without logarithmic terms for crack problems (with M.
Costabel and M. Dauge). Comm. Partial Differential Equations 28
(2003), No. 5-6, 869–926.

83. Localization and minimal normalization of some basic mixed bound-
ary value problems (with L. P. Castro and F.-O. Speck). Factoriza-
tion, singular operators and related problems (Funchal, 2002), 73–
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84. Crack-type boundary value problems of electro-elasticity (with T.
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85. Mapping properties of the Boltzmann collision operator (with S.
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86. Finite interval convolution operators with transmission property (with
L. P. Castro and F.-O. Speck). Integral Equations Operator Theory
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87. On estimates of the Boltzmann collision operator with cutoff (with
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90. On interaction of electromagnetic waves with infinite bianisotropic
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Abstract. This paper contains a short presentation of author’s results
on spectral properties of main boundary value problems for strongly elliptic
second-order systems in bounded Lipschitz domains. We consider the ques-
tions on the completeness of root functions, on the summability of Fourier
series with respect to them and on their basis property in spaces Hs

p with
indices s, p close to ±1, 2. The complete presentation will be published
elsewhere.
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Abel–Lidskii summability.

ÒÄÆÉÖÌÄ. ÀÌ ÓÔÀÔÉÀÛÉ ÌÏÊËÄÃ ÀÒÉÓ ÂÀÃÌÏÝÄÌÖËÉ ÀÅÔÏÒÉÓ ÛÄÃÄ-
ÂÄÁÉ, ÒÏÌËÄÁÉÝ ÄáÄÁÀ ÞËÉÄÒ ÄËÉ×ÓÖÒÉ ÌÄÏÒÄ ÒÉÂÉÓ ÓÉÓÔÄÌÄÁÉÓ-
ÈÅÉÓ ÛÄÌÏÓÀÆÙÅÒÖË ËÉ×ÛÉÝÉÓ ÀÒÄÄÁÛÉ ÃÀÓÌÖËÉ ÌÈÀÅÀÒÉ ÓÀÓÀÆÙ-
ÅÒÏ ÀÌÏÝÀÍÄÁÉÓ ÓÐÄØÔÒÀËÖÒ ÈÅÉÓÄÁÄÁÓ. ÜÅÄÍ ÂÀÍÅÉáÉËÀÅÈ ÓÀÊÉ-
ÈáÄÁÓ ÒÏÌËÄÁÉÝ ÄáÄÁÀ ×ÄÓÅÉ ×ÖÍØÝÉÄÁÉÓ ÓÉÓÒÖËÄÓ, ÌÀÈ ÌÉÌÀÒÈ
×ÖÒÉÄÓ ÌßÊÒÉÅÄÁÉÓ ÊÒÄÁÀÃÏÁÀÓÀ ÃÀ ÌÀÈ ÞÉÒÉÈÀÃÉ ÈÅÉÓÄÁÄÁÓ Hs

p
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1. Let Ω be a bounded domain in Rn, n ≥ 2, with Lipschitz boundary Γ.
Assume that we have a matrix strongly elliptic [16] second-order operator

Lu := −
n∑

j,k=1

∂jaj,k∂ku+
n∑

j=1

bj∂ju+ cu

in Ω with complex-valued coefficients of small smoothness (in particular,
with Lipschitz higher-order coefficients). The form

Φ(u, v) =

∫
Ω

[∑
aj,k∂ku · ∂jv +

∑
bj∂ju · v + cu · v

]
dx

is associated with L. We first consider the Dirichlet and Neumann prob-
lems in a weak sense for the equation Lu = f with homogeneous boundary
conditions. Solutions are defined by the Green formula

(Lu, v)Ω = Φ(u, v). (1)
In the simplest setting, in the Dirichlet problem

u, v ∈
◦
H1(Ω) = H̃1(Ω), Lu = f ∈ H−1(Ω),

and in the Neumann problem

u, v ∈ H1(Ω) = W 1
2 (Ω), Lu = f ∈ H̃−1(Ω).

(The definitions of more general spaces can be seen in Section 2 below.) In
such a generality, the Green formula is postulated. The functions f and u,
v belong to spaces dual with respect to a continuation of the standard inner
product in L2(Ω)

(u, v)Ω =

∫
Ω

u · v dx.

The bounded operators

LD : H̃1(Ω) −→ H−1(Ω) and LN : H1(Ω) −→ H̃−1(Ω)

correspond to these problems. The domains of these operators are com-
pactly and densely embedded in the right-hand spaces. We wish to con-
sider spectral properties of these operators. We assume that the form Φ is
coercive:

∥u∥2H1(Ω) ≤ C1 ReΦ(u, u) + C2∥u∥2L2(Ω). (2)

In the Dirichlet problem, the coerciveness is needed only on
◦
H1(Ω) and

follows from the strong ellipticity, For the Neumann problem, the simple
sufficient conditions are known, fulfilled, in particular, for elasticity systems
(see e.g. [2, Section 11]).

The last term in (2) can be removed by using a shift of the spectral
parameter. After this, we have the strong coercivity of Φ. Below it is
assumed. From it, the invertibility of the operators LD and LN follows by
the Lax–Milgram theorem (see e.g. [2, Section 18]). The same is true for the
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adjoint operators L∗
D and L∗

N defined by the operator L∗ formally adjoint
to L (in Ω or Ω, respectively, see [2, Section 11]) and the Green formula

Φ(u, v) = (u, L∗v)

with the same Φ.
The inverse operators are compact. Hence LD and LN are the operators

with a discrete spectrum in their ranges. Our main question is: when their
root functions are complete, i.e. their finite linear combinations are dense
(in the ranges and hence in the domains), or are “better”.

For the problems in the simplest setting indicated above, there are simple
tools for the investigation of the completeness since only Hilbert spaces are
used in this setting. In particular, L can be a formally self-adjoint operator
in Ω or Ω:

Φ(u, v) = Φ(v, u)

for u, v in H̃1(Ω) or H1(Ω), respectively. Then we take the form Φ(u, v) for
the inner product in the domain of LD or LN , respectively. In the ranges,
we introduce the corresponding inner product e.g. Φ(L−1

D f, L−1
D g) in the

case of the Dirichlet problem. The operators become self-adjoint, and a
unique orthogonal basis of eigenfunctions exists in the both spaces.

Here, elementary, but very important remark consists in the fact that we
need the inner product defined by the operator.

The asymptotics of the eigenvalues λk of self-adjoint operators LD and
LN in a Lipschitz domain is known [12]. Namely, if λk are enumerated in
the non-decreasing order taking multiplicities into account, then, as for the
smooth problems,

λk ∼ ck
n
2

(even with a fairly good remainder estimate). For non-self-adjoint compact
operators L−1

D and L−1
N , this implies the estimate of “s-numbers” (see [7,

Chapter 2])
sk ≤ Ck−

n
2 . (3)

We have also the completeness if L is a weak perturbation of a formally
self-adjoint operator (i.e. a perturbation in terms of order not greater
than 1).

A more general condition, sufficient for the completeness, gives the Dun-
ford–Schwartz theorem which is formulated in terms of angles between rays
on the complex plane from the origin with power estimate for the norm of
the resolvent (see [9, Chapter XI]). We only formulate a corollary for our
problems in the simplest spaces.

Denote by Λθ the closed sector on the complex plane of opening 2θ with
bisector R+. By Mθ we denote the closure of the complement to Λθ. Let θ0
be such that the values of Φ(u, u) (with zero boundary values for u in the
case of the Dirichlet problem) are contained in Λθ0 . Obviously, it contains
all eigenvalues of LD or LN .

Note that θ0 < π
2 and that eiαΦ is strongly coercive if 0 < α < π

2 − θ0.
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Proposition 1. The root functions of the operators LD and LN are com-
plete in their ranges and domains if

θ0 <
π

n
. (4)

The proof uses (3) and the optimal resolvent estimate in Mθ with θ a
little greater than θ0 (see (8) below), it is easily obtained in our simplest
spaces, see [2, Section 11].

2. However, our problems can be considered in more general spaces Hs
p of

Bessel potentials. (For p = 2, they are Hs.) We remind definitions and
some facts from their theory (cf. [2, Sections 14]).

1. Hs
p(Rn) = Λ−sLp(Rn) for 1 < p < ∞, s ∈ R, where Λ−s =

F−1(1 + |ξ|2)−s/2F and F is the Fourier transform in the sense
of distributions.

2. Hs
p(Ω) is the space of restrictions of elements in Hs

p(Rn) to Ω with
inf-norm. For integers s > 0, they are the Sobolev spaces W s

p (Ω).

3. H̃s(Ω) is the subspace in Hs(Rn) of elements supported in Ω.
We need to mention the following facts.
These spaces are separable and reflexive Banach spaces.
There is a universal bounded operator of continuation from Hs

p(Ω) to
Hs

p(Rn) [13].
There is an operator of passage to the trace on Γ acting boundedly from

H
s+ 1

p
p (Ω) to the Besov–Slobodetskii space Bs

p(Γ) = W s
p (Ω) for 0 < s < 1

(only) with a bounded right inverse.
The spaces H̃s

p(Ω) can be identified with Hs
p(Ω) for small |s|.

The spaces Hs
p(Ω) and H̃−s

p′ (Ω) are dual. Here and below 1
p + 1

p′ = 1.
We agree not to write Ω.
Now, in the Dirichlet problem

u ∈ H̃
1
2+s+ 1

p
p , f ∈ H

− 1
2+s− 1

p′
p , v ∈ H̃

1
2−s+ 1

p′

p′ ,

and in the Neumann problem

u ∈ H
1
2+s+ 1

p
p , f ∈ H̃

− 1
2+s− 1

p′
p , v ∈ H

1
2−s+ 1

p′

p′ .

The solutions are defined by the same Green formula (1). The domains
of the operators LD and LN : u 7−→ f are again compactly and densely
embedded in their ranges. The functions u and f belong to the spaces with
difference of superscripts equal 2. The functions f and v belong to the dual
spaces. But |s| < 1

2 in view of the trace theorem, and the functions f and
u are generally not in dual spaces; because of this fact, the Lax–Milgram
theorem cannot be applied.

Instead, the remarkable Shneiberg’s theorem from the interpolation the-
ory of operators is applicable. See [14] or [2, Section 13]. This is a theorem
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on the extrapolation of the invertibility of operators. According to it, there
exist some numbers ε ∈ (0, 1

2 ] and (small) δ > 0 such that our problem
(Dirichlet or Neumann) is uniquely solvable for |s| < ε, |r − 1

2 | < δ, where
r = 1

p . Simultaneously, this is a statement on the smoothness of solutions.
If L has a formally self-adjoint principal part, then, under an easy additional
condition at the points near Γ, ε = 1

2 .
Let Qε,δ be the rectangle of corresponding points (s, 1

p ). For convenience,
we assume that it is common for the Dirichlet and Neumann problem and
that ε > δ. Below, we will consider only (s, t) ∈ Qε,δ.

What can be said about spectral properties of our operators in these
Banach spaces? Spectral properties of problems in abstract Banach spaces
were investigated by many mathematicians (Grothendieck, Pietsch, König,
Edmunds, Evans, Triebel, Markus, Matsaev, and many others). In partic-
ular, there are extensions of Dunford–Schwartz theorem ([6], [1]). But to
apply them, one needs to have an extension of the resolvent estimate.

However, it turned out that for our problems special theorems on the
completeness in Banach spaces are non-necessary at all. Let us explain
this.

For a fixed p with | 1p − 1
2 | < δ, denote by Ip the interval(

− 3

2
− ε+

1

p
,
1

2
+ ε+

1

p

)
.

This is the union of superscripts of “the most right” domain of our operator,
“the most left” range of it and intermediate points. These spaces form a
unique scale. When the superscript decreases, the space is expanded. The
embedding is dense since smooth functions are dense in all spaces. Since
LD and LN are invertible, their root functions belong to the domain and
to the range simultaneously. If we have the completeness in one of these
spaces, then this is true in the other one as well.

We obtain the following

Proposition 2. The root functions of the operator LD belong to all spaces
corresponding to points of Ip, and if they are complete in one of them, they
are complete in all other. The same is true for the operator LN .

This is useful in obtaining the following result.

Theorem 3. The root functions belong to all spaces corresponding to points
of the union of intervals Ip with | 1p − 1

2 | < δ, and if they are complete for
p = 2, then the same is true for all p.

The proof uses, besides isomorphisms defined by our operator, the known
embeddings for our spaces. For p < 2, the obvious embeddings are used for
s = 1

2 − 1
p . For p > 2, we use a less simple result (see [15, Section 4.6.1]):

Let
1 < p ≤ q < ∞, σ − τ ≥ n

(1
p
− 1

q

)
.
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Then there is a continuous and dense embedding Hσ
p ⊂ Hτ

q . A similar
statement is true for the spaces H̃σ

p .
It follows that for our operators the domain with the subscript p and

superscript 1
2 + 1

p is embedded into the range with the subscript q > p and
superscript −1

2 − 1
q′ if

2

n− 1
≥ 1

p
− 1

q
.

We increase p by small steps and obtain the result in a finite number of
steps. �

In a simpler case of smooth elliptic problems in Sobolev spaces, such
approach was used by Agmon in his classical paper [4].

Remark. In the case of a formally self-adjoint L, in the spaces corresponding
to the points of the interval I2, it is possible to introduce inner products
by using powers of the operator LD or LN , and then we have the same
orthogonal basis of eigenfunctions in these spaces.

3. For our spectral problems, there exists a second realization. The corre-
sponding operators can be considered as acting in Lp(Ω) (in particular, in
L2(Ω), which is especially popular in the literature, see e.g. [12]) instead of
spaces with negative superscripts. We consider the Neumann problem for
definiteness.

Let p be fixed with | 1p − 1
2 | < δ. Denote by Ĥp(Ω) the space of such u

that the form Φ(u, v) defines a continuous anti-linear functional on Lp′(Ω).
Of course, it is continuous on H

1
2−s+ 1

p′

p′ (Ω) for |s| < ε (since the superscript
is positive here). Hence formula

(LNu, v) = Φ(u, v) (5)

defines a solution u of the equation LNu = f belonging to all H
1
2+s+ 1

p
p (Ω)

with |s| < ε. In Ĥp(Ω), we introduce the graph norm by the equality

∥u∥p
Ĥp

(Ω) = ∥u∥pLp(Ω) + ∥f∥pLp(Ω).

For p = 2, it corresponds to the natural inner product in Ĥ2(Ω). The first
term in the right-hand side can be omitted.

Theorem 4. The Ĥp(Ω) is a Banach space continuously embedded into the
spaces H

1
2+s+ 1

p
p (Ω) for |s| < ε. The operator LN defined by (5) maps the

space Ĥp(Ω) onto Lp(Ω) isomorphically. Its spectrum and root functions
remain the same, and the root functions are complete in Ĥp(Ω) if they are
complete in H̃−1(Ω). In L2(Ω), this operator is self-adjoint if it is self-
adjoint in H̃−1(Ω), and then the orthonormal basis of eigenfunctions in
H̃−1(Ω) remains an orthogonal basis in Ĥ2(Ω).
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Remark. If the boundary Γ and the coefficients in L are smooth, then Ĥp(Ω)
coincides with the subspace in W 2

p (Ω) of functions satisfying the homoge-
neous Neumann boundary conditions in the usual sense. Otherwise, Ĥp(Ω)

can contain less smooth functions. The exact description of Ĥp(Ω) in a
general Lipschitz domain is unavailable including p = 2.

The situation with the Dirichlet problem is similar.

4. Now we discuss the summability of Fourier series with respect to root
functions by the Abel–Lidskii method. This is an intermediate property
between the completeness and the basis property.

First, we define the formal Fourier series with respect to the root vectors.
Let X and Y be separable Banach spaces with a compact and dense em-
bedding Y ⊂ X, and let A be a bounded and invertible operator Y → X.
Assume that A has a complete minimal system {xj}∞1 of root vectors in X.
Then the biorthogonal to it system {zj}∞1 is uniquely constructed from the
root vectors of A∗, and to each vector x ∈ X its formal Fourier series with
respect to {xj}∞1 is associated:

x ∼
∞∑
1

ckxk, where ck = (x, zk), (6)

( · , · ) is the duality between X and X∗. We enumerate the corresponding
eigenvalues λk of A in order of increasing moduli taking multiplicities into
account.

Let now A be one of our operators LD and LN , X and Y be its range and
domain. Under some conditions (discussed below), it is possible to represent
each vector x ∈ X in the form

x =
1

2πi
lim
t→0

∫
∂Λθ

e−tλγ

RA(λ) dλx. (7)

Here, the number γ and the parameter t are positive, the contour ∂Λθ is the
boundary of Λθ with negative direction, and RA(λ) is the resolvent of A:

RA(λ) = (A− λI)−1.

Moreover, assume that the domain Λθ can be divided into subdomains by
arcs of radii Rl ↑ ∞ not containing eigenvalues and that the integral (7)
can be represented as the sum of integrals along the boundaries of these
subdomains. Each integral is calculated via the residues of the integrand at
the eigenvalues λk lying in the subdomain.

This is a summability method of order γ of the series (6) to the original
vector x. This method was proposed by Lidskii in the case of a Hilbert space
under the name Abel’s method. Lidskii has found the conditions sufficient
for the realization of this method [11]; see also [3, Chapter 5].

For our problems, it suffices to have (4). The key tool is the optimal
resolvent estimate

∥RA(λ)∥ ≤ C(1 + |λ|)−1 (8)
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in Mθ for θ > θ0. For our operators in the simplest spaces, it is easily
verified, and thus a deep strengthening of Proposition 1 is obtained.

To generalize this result to the spaces Hs
p , first, it is necessary to gener-

alize the Lidskii theorem for the operators in Banach spaces. This was done
in [1]. Here the abstract theorem is required. Secondly, it is necessary to
generalize estimate (8) to these spaces. It turned out that this is not easy.

How to obtain the estimate, the paper by Gröger–Rehberg [8] suggested
to the author. In this and some subsequent papers, the aim was to estimate
the resolvent of the mixed problem in a very general statement, with domain
of the corresponding operator contained in W 1

p (Ω), which is the diagonal
direction s + 1

p = 1
2 in our notation. To obtain the estimate, they used

Agmon’s idea from the same paper [4].
Following this idea, we introduce the additional variable t and consider

the Lipschitz cylinder Ω′ = Ω× [−1, 1]. In Ω′, we consider the operator
L− η∂2

t

with the form
1∫

0

Φ(U, V ) dt+ η

∫
Ω

1∫
−1

∂tU · ∂tV dt dx,

where |η| = 1, | arg η| < π
2 . This form is strongly coercive on functions from

H1(Ω′), equal to zero at t = ±1. We apply the estimate that follows from
Shneiberg’s theorem to functions depending on the parameter µ:

U(x, t) = u(x)v(t), where v(t) = φ(t)eiµt, µ = |λ|, λ = ηµ,

and φ(t) is a function from C∞
0 [−1, 1] equal to 1 on [− 1

2 ,
1
2 ].

Theorem 5. Let θ > θ0. Then for the resolvents of the operators LD and
LN in the spaces corresponding to the points of some neighborhood of the
centrum of the rectangle Qε,δ the uniform estimate (8) is valid for λ ∈ Mθ.

The proof is carried out first in two convenient directions s + 1
p = 1

2

(of Gröger–Rehberg) and 1
p = 1

2 , on which the usual Sobolev–Slobodetskii
norms can be used, and then the interpolation is applied.

Theorem 6. Let condition (4) be fulfilled. Then the Fourier series with
respect to the root functions of the operators LD and LN in the spaces
corresponding to the points of some neighborhood of the centrum of the
rectangle Qε,δ, are summed to the corresponding vectors by the Abel–Lidskii
method of order γ ∈ (nπ , θ−1

0 ).

Remark. The estimate in Theorem 5 allows one to construct analytic semi-
groups e−tLD and e−tLN to solve “parabolic” problems in a Lipschitz cylin-
der in our Banach spaces. See [2, Section 17]. An essential additional
remark: the strong coerciveness of the form Φ is sufficient for this aim, no
additional assumptions on the coerciveness are needed.
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5. A similar approach can be applied to other spectral problems. We indi-
cate some of them. Cf. [2].

The mixed problem (with homogeneous Dirichlet and Neumann bound-
ary conditions on two parts of Γ with common Lipschitz boundary of di-
mension n− 2).

The Robin problem with boundary condition T+u + βu+ = 0, where
u+ is the boundary value of a solution and T+u is its conormal derivative,
Reβ(x) ≥ 0.

The Dirichlet and Neumann problems for high-order strongly elliptic sys-
tems.

Of special interest is the Poincaré-Steklov spectral problem
Lu = 0 in Ω, T+u = λu+.

To it, the Dirichlet-to-Neumann operator is associated:
D : u+ −→ T+u.

Originally, it is considered as a bounded operator from H
1
2 (Γ) = B

1
2
2 (Γ)

to H− 1
2 (Γ) = B

− 1
2

2 (Γ). Its form (Du+, u+) coincides with Φ(u, u), which
implies its strong coerciveness and the invertibility of the operator. By
Shneiberg’s theorem, for small |s| and |p− 1

2 | it has a bounded and invertible
extension

B
1
2+s
p (Γ) −→ B

− 1
2+s

p (Γ)

in Besov spaces on Γ, and we can investigate its spectral properties in these
spaces. Cf. [5].
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Abstract. A mixed problem with the third kind condition on one part of
boundary and with the Dirichlet condition on the rest part of the boundary
formulated for the Poisson equation, is considered in a unit square. To
obtain an approximate solution, we suggest the two-stage finite-difference
correction method. It is proved that the solution of the corrected scheme
converges at the rate O(hm) in the discrete L2-norm, when the solution
of the initial problem belongs to the Sobolev space Wm

2 (Ω) with exponent
m ∈ (2, 4].

2010 Mathematics Subject Classification. 65N06, 65N12.
Key words and phrases. Difference scheme, method of corrections,

improvement of accuracy, compatible estimates of convergence rate.

ÒÄÆÉÖÌÄ. ÄÒÈÄÖËÏÅÀÍ ÊÅÀÃÒÀÔÛÉ ÂÀÍáÉËÖËÉÀ ÐÖÀÓÏÍÉÓ ÂÀÍÔÏËÄÁÉÓÀ-
ÈÅÉÓ ÃÀÓÌÖËÉ ÛÄÒÄÖËÉ ÀÌÏÝÀÍÀ, ÌÄÓÀÌÄ ÂÅÀÒÉÓ ÐÉÒÏÁÉÈ ÓÀÆÙÅÒÉÓ ÄÒÈ

ÍÀßÉËÆÄ ÃÀ ÃÉÒÉáËÄÓ ÐÉÒÏÁÉÈ ÓÀÆÙÅÒÉÓ ÃÀÒÜÄÍÉË ÍÀßÉËÆÄ. ÌÉÀáËÏÄÁÉ-
ÈÉ ÀÌÏáÓÍÉÓÀÈÅÉÓ ÛÄÌÏÈÀÅÀÆÄÁÖËÉÀ ÓÀÓÒÖË-ÓáÅÀÏÁÉÀÍÉ ÏÒÓÀ×ÄáÖÒÉÀÍÉ

ÊÏÒÄØÝÉÉÓ ÌÄÈÏÃÉ. ÃÀÌÔÊÉÝÄÁÖËÉÀ ÊÏÒÄØÔÉÒÄÁÖËÉ ÓØÄÌÉÓ ÀÌÏÍÀáÓÍÉÓ
ÊÒÄÁÀÃÏÁÀ O(hm) ÓÉÜØÀÒÉÈ ÃÉÓÊÒÄÔÖËÉ L2 ÍÏÒÌÉÓ ÌÉÌÀÒÈ, ÈÖ ÂÀÌÏÓÀÅÀËÉ

ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÉÓ ÀÌÏÍÀáÓÍÉ ÌÉÄÊÖÈÅÍÄÁÀ m ∈ (2, 4] ÌÀÜÅÄÍÄÁËÉÀÍ Wm
2 (Ω)

ÓÏÁÏËÄÅÉÓ ÓÉÅÒÝÄÓ.
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1. Introduction

For finite-difference schemes, just as for any numerical method, the ques-
tion of accuracy is significant. One of the approaches for obtaining high
accuracy solutions is the method of corrections by differences of higher or-
der, offered empirically by L. Fox [4]. This idea is simple, but its theoretical
foundation is connected with significant difficulties. This is evidenced in
the works due to Volkov, in which the grounding of the method is given for
the Laplace and Poisson equations (see e.g. [10, 11]); besides, the problem
data are chosen in such a way that an exact solution belongs to the Holder
class of functions C6,λ.

When investigating difference schemes by the energetic method, it is
desirable to take into account two points:

– the use of Taylor’s formula for determination of an approximation
error increases the requirement for the smoothness of an unknown
solution;

– an unimprovable rate of convergence on the class Wm
2 can be reached

only by appropriate a priori estimates.
To overcome such difficulties in the last 30 years A. A. Samarskii and

other authors (see e.g. [7, 5, 9]) worked out the methodology allowing one
to obtain the estimates of convergence rate of difference schemes, in which
the convergence rate is consistent with the smoothness of the solution sought
for. For the elliptic problems such estimates have the form

∥Uh − u∥W s
2 (ω) ≤ chm−s∥u∥Wm

2 (Ω).

In the present work we consider the Poisson’s equation under the third
kind boundary condition on one part of boundary and with the Dirichlet
condition on the rest part of the boundary. As the first approximation, the
solution of the difference scheme ΛU = φ is considered which has the second
order of approximation. Using the basic solution U of the first approxima-
tion, the correcting addend R for the right-hand side of the difference scheme
is constructed. By means of the methodology for obtaining the consistent
estimates, it is proved that the solution U of the corrected difference scheme
ΛU = φ + R converges at rate O(hm) in the discrete L2-norm, when the
exact solution belongs to the Sobolev space Wm

2 (Ω), m ∈ (2, 4].
For determination of the convergence of the offered method we essentially

use the convergence estimates obtained in the first and second stages with
discrete W 2

2 and L2-norms, respectively.

2. Statement of the Problem

Let Ω = {x = (x1, x2) : 0 < xα < 1} be a unit square with boundary Γ.
Let Γ−1 = {(0, x2) : 0 < x2 < 1}, Γ0 = Γ \ Γ−1. Let Dν denote the differ-
ential operator Dν = ∂|ν|/(∂xν1

1 ∂xν2
2 ), where ν = (ν1, ν2) are multiindices

with nonnegative integer components, and |ν| = ν1 + ν2. By W s
2 (Ω), s ≥ 0,
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we denote the Sobolev space with the norm defined by

∥u∥2W s
2 (Ω) =

s∑
k=1

|u|2Wk
2 (Ω), |u|2Wk

2 (Ω) =
∑
|ν|=k

∥Dνu∥2L2(Ω),

when s is an integer. If s is a noninteger, let s = s+ε, where s is the integer
part of s, and 0 < ε < 1. In this case, the norm is defined by

∥u∥2W s
2 (Ω) = ∥u∥2W s

2 (Ω) + |u|2W s
2 (Ω),

where

|u|2W s
2 (Ω) =

∫
Ω

∫
Ω

|Dνu(x)−Dνu(t)|2

|x− t|2+2ε
dx dt.

In particular, for s = 0, we have W 0
2 = L2.

In this paper, we investigate certain two-stage finite difference method
for the following mixed boundary value problem:

∆u = −f, x ∈ Ω, (2.1)

u = 0, x ∈ Γ0,
∂u

∂x1
= σu− g(x2), x ∈ Γ−1. (2.2)

We assume that the solution of the problem (2.1), (2.2) belongs to the
space Wm

2 (Ω), m > 2.
Let h = 1/n; ~ = h/2 if x1 = 0, ~ = h if x1 ̸= 0.
We introduce the mesh domains ωα = {xα = iα : iα = 1, . . . , n − 1},

ω = ω1 × ω2, ω−
α = ωα ∪ {0}, ω+

α = ωα ∪ {1}, ωα = ωα ∪ {0; 1}, γ−1 =
{(0, x2) : x2 ∈ ω2}, γ0 = γ \ γ−1, ω = ω1 × ω2, γ = Γ ∩ ω.

We define the difference quotients in xα direction as follows:

vxα =
(I(+α) − I)v

h
, vxα =

(I − I(−α))v

h
,

where Iv := v, I(±α) = v(x± hrα) and rα is the unit vector on the xα axis.
On the set of mesh functions given on the mesh ω and vanishing on γ0,

we define the inner product

(y, v) =
∑

ω∪γ−1

~hy(x)v(x).

The norm ∥y∥ = (y, y)1/2 turns this set into normalized space which we
denote by Hh.

Let
(y, v)ω̃ =

∑
ω̃

h2y(x)v(x), ∥y∥ω̃ = (y, y)
1/2
ω̃ , ω̃ ⊆ ω.

Denote
∥y∥2W 2

2 (ω) = ∥yx1x1∥2 + ∥yx2x2∥2 + 2∥yx1x2∥2ω+
1 ×ω+

2
.
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3. Finite Difference Method

We need the following averaging operators for functions defined on Ω:

T1v(x) =
1

h2

x1+h∫
x1−h

(
h− |x1 − ξ1|

)
v(ξ1, x2) dξ1, x ∈ ω,

T1v(x) =
2

h2

x1+h∫
x1

(h+ x1 − ξ1)v(ξ1, x2) dξ1, x ∈ γ−1,

T2v(x) =
1

h2

x2+h∫
x2−h

(
h− |x2 − ξ2|

)
v(x1, ξ2) dξ2, x ∈ ω ∪ γ−1.

In the Hilbert space Hh we define the difference operators:

∂x1y = yx1 , Λ1y =

yx1x1 , x ∈ ω
2

h
(yx1 − σy), x ∈ γ−1,

Λ2y =
(
1 + σ

h

3

)
yx2x2 ,

◦
Λ2y = yx2x2 .

We approximate problem (2.1), (2.2) by the following finite-difference
scheme

ΛU := Λ1U + Λ2U = −φ, x ∈ ω ∪ γ−1, (3.1)
where

φ := T1T2f + δ(x1)T2g −
h2

4
δ(x1)gx2x2 ,

δ(x1) =


2

h
, x1 = 0,

0, x1 ̸= 0.

Using obtained solution U on the second stage of the method we correct
the right-hand side of the scheme and then we solve on the same mesh the
following difference scheme

ΛU = −φ, x ∈ ω ∪ γ−1, (3.2)
where

φ = φ+
h2

6

(
Λ1

◦
Λ2U + δ(x1)gx2x2

)
.

The following theorem represents the main result of this paper.

Theorem 3.1. Let the solution of problem (2.2) belong to the space Wm
2 (Ω),

m > 2. Then the convergence rate of the corrected difference scheme (3.2)
in the discrete L2-norm is defined by the estimate

∥U − u∥L2(ω) ≤ chm∥u∥Wm
2 (Ω), 2 < m ≤ 4, (3.3)

where the positive constant c does not depend on u and h.
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4. Auxiliary Results

Let Z = U−u, where U is a solution of the difference scheme (3.1), while
u is a solution of the differential problem (2.1), (2.2).

Lemma 4.1. The error of the difference scheme (3.1) Z = U−u represents
a solution of the following problem

ΛZ = η1 + η2, Z ∈ Hh, (4.1)
where

η1 =

Λ1(T2u− u), x ∈ ω,

Λ1

(
T2u− u− h2

12
ux2x2

)
, x ∈ γ−1,

η2 =

(T1u− u)x2x2 , x ∈ ω,(
T1u− u− h

2

∂u

∂x1
+

h

6
ux1

)
x2x2

, x ∈ γ−1.

Proof. From equation (2.1) we have:
(T2u)x1x1 + (T1u)x2x2 = −T1T2f, x ∈ ω, (4.2)

or, the same,
ux1x1 + ux2x2 + η1 + η2 = −T1T2f, x ∈ ω. (4.3)

Acting on the equation (2.1) by operator T1T2 we obtain
2

h
T2

(
ux1 −

∂u

∂x1

)
+ (T1u)x2x2 = −T1T2f, x ∈ γ−1. (4.4)

Rewriting the addend of the left-hand side of this equality we get
2

h
T2

(
ux1 −

∂u

∂x1

)
=

2

h
T2

(
ux1 − σu

)
+

2

h
T2g = Λ1T2u+

2

h
T2g

= Λ1u+ η1 +
h

6
(ux1x2x2 − σux2x2) +

2

h
T2g, (4.5)

(T1u)x2x2 =
(
1 + σ

h

3

)
ux2x2 −

σh

3
ux2x2

+
(
T1u− u− h

2

∂u

∂x1
+

h

6
ux1

)
x2x2

+
(h
2

∂u

∂x1
− h

6
ux1

)
x2x2

= Λ2u+ η2 −
σh

3
ux2x2 +

(h
2

∂u

∂x1
− h

6
ux1

)
x2x2

. (4.6)

Summing up equalities (4.5), (4.6) we find

2

h
T2

(
ux1 −

∂u

∂x1

)
+ (T1u)x2x2

= Λ1u+ Λ2u+ η1 + η2 +
2

h
T2g +

h

2

( ∂u

∂x1
− σu

)
x2x2
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and according to (4.4) we have

Λ1u+ Λ2u+ η1 + η2 +
2

h
T2g −

h

2
gx2x2 = −T1T2f, x ∈ γ−1. (4.7)

The equalities (4.3), (4.7) can be rewritten as follows

Λ1u+ Λ2u+ η1 + η2 = −φ, x ∈ ω ∪ γ−1. (4.8)

Subtraction of (4.8) from (3.1) proves (4.1). �

Let Z = U − u, where U is a solution of the problem (3.2), and u is a
solution of the differential problem (2.1), (2.2).

Lemma 4.2. The error of the solution of difference scheme (3.2) Z = U−u
represents a solution of the following problem

ΛZ = Λ1ζ1 + Λ2ζ2 +
h2

6
Λ1

◦
Λ2(u− U), (4.9)

where

ζ1 = T2u− u− h2

12
ux2x2 +

h5

720
δ(x1)Λ2

( ∂u

∂x1

)
x1

, x ∈ ω ∪ γ−1,

ζ2 =


T1u− u− h2

12
ux1x1 , x ∈ ω,

T1u− u− h

6

∂u

∂x1
− h

6
ux1 −

h3

180

( ∂u

∂x1

)
x1x1

, x ∈ γ−1.

Proof. (4.2) can be easily rewritten as follows

ux1x1 + ux2x2 +
h2

6
ux1x1x2x2 + Λ1ζ1 + Λ2ζ2 = −T1T2f, x ∈ ω. (4.10)

Summing up (4.7) and identity
◦
Λ2

(2h
6

∂u

∂x1
− 2h

6
ux1

)
+

h2

6
Λ1

◦
Λ2u = −2h

6
gx2x2

we obtain

Λ1u+ Λ1ζ1 + Λ2u+
◦
Λ2ζ2 +

h2

6
Λ1

◦
Λ2u

= −T1T2f − 2

h
T2g +

h

6
gx2x2 , x ∈ γ−1. (4.11)

Then (4.10), (4.11) can be rewritten as follows

Λ1u+ Λ2u+
h2

6
Λ1ux2x2 + Λ1ζ1 + Λ2ζ2

= −T1T2f − δ(x1)T2g +
h2

12
δ(x1)gx2x2 , x ∈ ω ∪ γ−1. (4.12)

Subtracting (4.12) from (3.2) we conclude that the lemma is valid.
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Lemma 4.3. For solutions of the problems (4.1) and (4.9) the following a
priori estimates

∥Z∥W 2
2 (ω) ≤ c

(
∥η1∥+ ∥η2∥

)
, (4.13)

∥Z∥ ≤ c
(
∥ζ1∥+ ∥ζ2∥+ ∥Zx2x2∥

)
(4.14)

are valid.

The proof follows from the facts that Λ1, Λ2 and, therefore, Λ are self-
adjoint and negative definite (see e.g. [8, Ch. IV, § 2]):

∥ΛZ∥ ≥ c∥Z∥W 2
2 (ω),

∥Λ−1Λ1∥ ≤ 1, ∥Λ−1Λ2∥ ≤ 1.

To determine the rate of convergence of the two-stage finite difference
method with the help of Lemma 4.3, it is sufficient to estimate the terms
on the right-hand sides of (4.13), (4.14).

Lemma 4.4. Assume that the linear functional l(u) is bounded in W s
2 (E),

where s = s + ε, s is an integer, 0 < ε ≤ 1, and l(P ) = 0 for every
polynomial P of degree ≤ s in two variables. Then, there exists a constant
c, independent of u, such that |l(u)| ≤ c|u|W s

2 (E).

This lemma is a particular case of the Dupont–Scott approximation the-
orem [3] and represents a generalization of the Bramble–Hilbert lemma [2]
(see also [8]).

Proof of Theorem 3.1. Functionals ηα, ζα, α = 1, 2, are bounded when u ∈
Wm

2 (Ω), m > 2, and they vanish on polynomials up to the third order.
Using the well-known methodology (see e.g. [8, 1]), which is based on the
Lemma 4.4, we have for them the following estimates

|ηα| ≤ chm−3|u|Wm
2 (e), 2 < m ≤ 4,

|ζα| ≤ chm−1|u|Wm
2 (e), 2 < m ≤ 4,

where symbol e denotes those elementary cells on which functionals ηα, ζα,
are defined:

e = e(x) =

{{
(ξ1, ξ2) : |xα − ξα| < h, α = 1, 2

}
, if x ∈ ω,{

(ξ1, ξ2) : 0 < ξ1 < 2h, |x2 − ξ2| < h
}
, if x ∈ γ−1.

As a result we have

∥ηα∥2 =
∑

ω∪γ−1

~h|ηα|2

≤ c
∑

ω∪γ−1

h2m−4|u|2Wm
2 (e) ≤ ch2m−4|u|2Wm

2 (Ω), 2 < m ≤ 4,
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∥ζα∥2 =
∑

ω∪γ−1

~h|ζα|2

≤ c
∑

ω∪γ−1

h2m|u|2Wm
2 (e) ≤ ch2m|u|2Wm

2 (Ω), 2 < m ≤ 4.

These estimates with the Lemma 4.3 accomplish the proof of the Theo-
rem 3.1. �

5. Numerical Experiments

Now, we present some numerical results to demonstrate the convergence
order of the proposed method. The experimental order of convergence in
the discrete L2 and maximum norms are computed by formulas

Ord(Y ) = log2
∥Yh − u∥
∥Yh/2 − u∥

, Ord(Y ) = log2
∥Yh − u∥∞
∥Yh/2 − u∥∞

,

where u is the exact solution of original problem, while Yh denotes the
solution of the difference scheme on the grid with step h.

Below, in the examples the symbols U , U denote solutions of the differ-
ence schemes (3.1), (3.2), respectively.

Let Ω = {x = (x1, x2) : |x1| < 1, 0 < x2 < 1} and Γ be its boundary;
Γ−1 = {(−1, x2) : 0 < x2 < 1}, Γ0 = Γ \ Γ−1.

Consider the problem

∆u = −f, x ∈ Ω,

u = 0, x ∈ Γ0,
∂u

∂x1
= 3u− g(x2), x ∈ Γ−1,

where

f(x) =

{(
π2(x3

1 − x1 + 1)− 6x1

)
sin(πx2), x ∈ (−1, 0)× (0, 1),

π2(1− x1) sin(πx2), x ∈ [0, 1)× (0, 1),

g(x2) = sin(πx2).
The exact solution is

u(x) =

{
(x3

1 − x1 + 1) sin(πx2), x ∈ [−1, 0)× [0, 1],

(1− x1) sin(πx2), x ∈ [0, 1]× [0, 1].
(5.1)

The right-hand side is calculated by the computer algebra system (CAS)
MuPAD.

For x1 = 0:

φ = T1T2f =
(
π2 − π2h3

20
+ h

)
λ2 sin(πx2).

For x1 = h, 2h, 3h, . . . :

φ = T1T2f = π2(1− x1)λ
2 sin(πx2).
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For x1 = −h,−2h,−3h, . . . ,−(n− 1)h:

T1T2f = [π2(x3
1 + 1− x1)− 6x1 +

π2h2

2
x1]λ

2 sin(πx2).

For x = −1:

T1T2f =
(
π2h

(h2

10
− h

2
+

2

3

)
− 2h+ π2 + 6

)
λ2 sin(πx2),

T2g = λ2 sin(πx2), gx2x2 = −π2λ2 sin(πx2).

The results of calculations are given by Tables 1, 2.

Table 1. Experimental order of convergence with respect
to the norm of L2.

h ∥Uh − u∥ ∥Ũh − u∥ Ord(U) Ord(Ũ)

1

4
1.6881 e−02 9.2278 e−04

2.0151 4.0074
1

8
4.1762 e−03 5.7377 e−05

2.0140 4.0245
1

16
1.0340 e−03 3.5256 e−06

2.0087 4.0178
1

32
2.5695 e−04 2.1765 e−07

2.0048 4.0103
1

64
6.4024 e−05 1.3507 e−08

2.0025 4.0055
1

128
1.5978 e−05 8.4099 e−10

Remark. The function defined by formula (5.1) belongs to the class W 3.5
2 (Ω).

The order of convergence obtained experimentally, and equaled 4, may point
at the fact that condition u ∈ Wm

2 (Ω) in the Theorem 3.1 is sufficient, not
necessary.

6. Conclusion

We consider a mixed boundary-value problem for the 2D Poisson’s equa-
tion in a square which is solved by the finite-difference scheme with ap-
proximation of order O(h2) based on a 5-point stencil. Using the obtained
solution, we correct the right-hand side of the scheme and repeatedly solve
the scheme on the same mesh with the same stencil. Using the methodol-
ogy of obtaining the consistent estimates, worked by Samarskiǐ et al., it is
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Table 2. Experimental order of convergence with respect
to the maximum norm.

h ∥Uh − u∥∞ ∥Ũh − u∥∞ Ord(U) Ord(Ũ)

1

4
2.8838 e−02 1.6708 e−03

1.9843 3.8432
1

8
7.2884 e−03 1.1641 e−04

1.9960 3.9825
1

16
1.8271 e−03 7.3647 e−06

1.9990 3.9902
1

32
4.5710 e−04 4.6344 e−07

1.9997 3.9989
1

64
1.1430 e−04 2.8988 e−08

1.9997 3.9997
1

128
2.8579 e−05 1.8121 e−09

proved that the solution of the corrected difference scheme converges at rate
O(hm) in the discrete L2(ω)-norm, when the exact solution belongs to the
Sobolev space Wm

2 (Ω), m ∈ (2, 4]. For determination of the convergence of
the offered method we essentially use the convergence estimates obtained in
the first and second stages with discrete W 2

2 and L2 - norms, respectively.
The method can be generalized for an elliptic differential equation with

mixed derivatives and a system of equations, and also for the case of other
type boundary conditions.
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ÒÄÆÉÖÌÄ. ÌÉÙÄÁÖËÉÀ ÂÀÍÆÏÂÀÃÄÁÖËÉ ÍÄÉÒÏÍÖËÉ ÅÄËÉÓ ÂÀÍÔÏ-
ËÄÁÄÁÉÓ ÀÌÏÍÀáÓÍÄÁÉÓ ÀÒÓÄÁÏÁÉÓ ÃÀ ÄÒÈÀÃÄÒÈÏÁÉÓ ÐÉÒÏÁÄÁÉ, ÒÏÌ-
ËÄÁÉÝ ÛÄÉÝÀÅÓ ÐÀÒÀÌÄÔÒÉÆÄÁÖË ÆÏÌÀÓ. ÛÄÓßÀÅËÉËÉÀ ÀÌ ÀÌÏÍÀáÓÍÄ-
ÁÉÓ ÖßÚÅÄÔÀÃ ÃÀÌÏÊÉÃÄÁÖËÄÁÀ ÓÉÅÒÝÄ-ÃÒÏÉÓ ÉÍÔÄÂÒÉÒÄÁÉÓ ÂÖËÆÄ,
ÃÀÂÅÉÀÍÄÁÉÓ Ä×ÄØÔÄÁÆÄ, ÓÉÂÍÀËÄÁÉÓ ÂÄÍÄÒÉÒÄÁÉÓ ÓÉáÛÉÒÄÆÄ, ÂÀÒÄ-
ÃÀÍ ÛÄÔÀÍÉË ÌÏÍÀÝÄÌÄÁÆÄ ÃÀ ÆÏÌÀÆÄ. ÜÅÄÍ ÀÓÄÅÄ ÅÀÌÚÀÒÁÈ ÊÀÅÛÉÒÓ
ÃÀ ÃÀÂÅÉÀÍÄÁÖË ÀÌÀÒÉÓÀ ÃÀ äÏÐ×ÖËÉÓ ØÓÄËÉÓ ÌÏÃÄËÄÁÓ ÛÏÒÉÓ.
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Introduction

The main object of our study is the following parameterized integral
equation involving integration with respect to an arbitrary measure:

u(t, x, λ)

=

t∫
−∞

ds

∫
Ω

W (t, s, x, y, λ)f
(
u(s− τ(s, x, y, λ), y, λ), λ

)
ν(dy, λ)

+I(t, x, λ), t > a, x ∈ Ω, λ ∈ Λ (1)

with the initial (prehistory) condition

u(ξ, x, λ) = φ(ξ, x, λ), ξ ≤ a, x ∈ Ω, λ ∈ Λ. (2)

Here, the function u represents the activity of a neural element at time
t and position x. The generalized spatio-temporal connectivity kernel W
determines the time-dependent coupling between elements at positions x
and y. The non-negative activation function f gives the firing rate of a
neuron with activity u. The non-negative function τ represents the time-
dependent axonal delay effects in the neural field, which require a prehistory
condition given by the function φ. The function I(t, x) represents a variable
external input. All the above functions involve a parametrization by the
parameter λ which, as well as introducing of an arbitrary parameterized
measure ν( · , λ), gives us some investigation advantages.

The equation (1) covers a wide variety of neural field models:
The most well-known Amari model [1]

∂tu(t, x) = −u(t, x) +

∫
R

ω(x− y)f(u(t, y))dy + I(t, x), t ≥ 0, x ∈ R,

can be obtained from the equation (1) by taking

W (t, s, x, y, λ) = exp
(
− (t− s)

)
ω(x− y),

τ(t, x, y, λ) = φ(ξ, x, λ) ≡ 0.

The two-population Amari model (see [2], [16])(
∂tue

α∂tui

)
(t, x) =−

(
ue

ui

)
(t, x)

+

∫
R

(
ωee −ωei

ωie −ωii

)
(x− y)

(
fe(ue(t, x))
fi(ui(t, x))

)
dy

+

(
Ie
Ii

)
(t, x), t ≥ 0, x ∈ R,
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can be obtained from the equation (1) by taking

W (t, s, x, y, λ)

= diag
(

exp(−(t− s)), exp
(
− (t− s)/α

)
/α

)(
ωee −ωei

ωie −ωii

)
(x− y),

τ(t, x, y, λ) = φ(ξ, x, λ) ≡ 0.

The delayed Amari model (see e.g. [5])

∂tu(t, x) = −Lu(t, x) +

∫
Ω

ω(t, x, y)f
(
u(t− τ(x, y), y)

)
dy + I(t, x),

t∈
[
− max

x,y∈Ω
τ(x, y),∞

)
, x∈Ω ⊂ BRm(0, r), L=diag(l1, . . . , ln), li>0

with a time-dependent connectivity kernel is also a special case of the model
(1) with

W (t, s, x, y, λ)=diag
(
l1 exp

(
− l1(t−s)

)
, . . . , ln exp

(
− ln(t−s)

))
ω(t, x, y),

τ(t, x, y, λ) = τ(x, y), φ(ξ, x, λ) ≡ 0.

Another special case of the equation (1) arises in models that take into
account the microstructure of the neural field (see [4, 9, 13])

∂tu(t, x) = −u(t, x) +

∫
Rm

ωε(x− y)f(u(t, y)) dy,

ωε(x) = ω(x, x/ε), 0 < ε ≪ 1,

t ≥ 0, x ∈ Rm.

(3)

If the microstructure is periodic, then, as the heterogeneity parameter ε →
0, the above model converges (see e.g. [12]) to the homogenized Amari
model

∂tu(t, xc, xf )

= −u(t, xc, xf ) +

∫
Rm

∫
Y

ω(xc−yc, xf−yf )f
(
u(t, yc, yf )

)
dyc dyf , (4)

t > 0, xc ∈ Rm, xf ∈ Y ⊂ Rk,

where xc and xf are the coarse-scale and fine-scale spatial variables, respec-
tively. Taking

Ω = Rm × Y (Y is some k-dimensional torus [15]),
x = (xc, xf ), y = (yc, yf ),

W (t, s, x, y, λ) = exp
(
− (t− s)

)
ω(xc − yc, xf − yf )

in (1) with
τ(t, x, y, λ) = φ(ξ, x, λ) ≡ 0,
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we get the model (4). It should be pointed out here that the case of
non-periodic microstructure in the model (3) that leads (see [12]) to non-
Lebesgue measure in (4) is also covered by (1). It is more realistic to assume
some small deviations from the periodicity in the neural networks structure
reflected in the properties of the connectivity kernel with respect to the
second argument. Hence, it is natural to ask whether the solution of the
model (3) with a non-periodic perturbation of the periodic connectivity ker-
nel in some sense is “close” to the solution in the non-perturbed case. One
possible answer to this question is suggested in Appendix. The answer is
based on the main result of the paper which is the existence, uniqueness
and continuous dependence of solutions to (1) on the model parameters.

Another application of the main result is the possibility to connect the
models in use in the neural field theory to the well-known Hopfield net-
work model [8] utilizing the parameterized measure involved in (1). As the
network models of the Hopfield type are used for numerical simulations of
the neural fields, our results thus justify implementation of such numerical
schemes.

The paper is organized in the following way. In Section 1 a special case
(that is relevant in the neural field theory) of the general statement on
the solvability and continuous dependence on a parameter of solutions to
the Volterra operator equation from the paper [3] is given. Based on this
theorem, analogous results are obtained in Section 2 for the generalized
neural field model (1). Section 3 is devoted to the connection between the
delayed Amari and Hopfield network models. In addition, a mathematical
justification of the two known numerical schemes is offered, which illustrates
a generality of the methods suggested in the paper. Finally, Appendix
contains a short informal description of the homogenization procedure for
the neural field equations with non-periodic microstructure based on the
convergence of Banach algebras with mean value.

1. Preliminaries

In this section we provide an overview of the notation used in the pa-
per, introduce the main definitions and formulate a fixed point theorem for
locally contracting Volterra operators.

Let us introduce the following notations:
– Rm is the m-dimensional real vector space with the norm | · |;
– Λ is some metric space;
– BΛ(λ0, r) is the ball in the space Λ of the radius r > 0 centered at

the point λ0 ∈ Λ;
– Ω is a closed subset of Rm;
– ∂Ω is the boundary of the Ω;
– Ωr = Ω ∩BRm(0, r);
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– BC(Ω, Rn) is the space of bounded continuous functions ϑ : Ω →
Rn with the norm ∥ϑ∥BC(Ω,Rn) = sup

x∈Ω
|ϑ(x)|;

– Ccomp(Ω, R
n) is the locally convex space of continuous functions

ϑ : Ω → Rn, with a compact support, equipped with the topology
of uniform convergence on compact subsets;

– Y (I) = C(I, BC(Ω, Rn)) consists of all continuous functions υ :
I → BC(Ω, Rn), with the norm ∥υ∥Y (I) = max

t∈I
∥υ(t)∥BC(Ω,Rn) if

I is compact; if I is not compact, then Y (I) is a locally convex
linear space equipped with the topology of uniform convergence on
compact subsets of I;

Let [a, b] be a compact subinterval of the real line. In the three forth-
coming definitions we use the following notation: Y = Y ([a, b]), Yξ =
Y ([a, a+ ξ]) for any ξ ∈ (0, b−a).

Definition 1. An operator Ψ : Y → Y is said to be a Volterra operator
if for any ξ ∈ (0, b−a) and any y1, y2 ∈ Y the equality y1(t) = y2(t) on
[a, a+ξ] implies that (Ψy1)(t) = (Ψy2)(t) on [a, a+ξ].

Choosing an arbitrary ξ ∈ (0, b−a), we introduce the following three
important operators. Let Eξ : Y → Yξ be defined as (Eξy)(t) = yξ(t),
t ∈ [a, a+ξ], where yξ(t) is a restriction of the function y(t) to the subinterval
[a, a+ ξ]; conversely, to each yξ ∈ Yξ the operator Pξ : Yξ → Y assigns one
of the extensions y ∈ Y of the element yξ (Pξ may not be uniquely defined);
the operator Ψξ : Yξ → Yξ is given by Ψξyξ = EξΨPξyξ. Note that for any
Volterra operator Ψ : Y → Y the operator Ψξ : Yξ → Yξ is also a Volterra
operator and is independent of the choice of Pξ.

Definition 2. A Volterra operator Ψ : Y → Y is called locally contracting
if there exist q < 1, θ > 0, such that for all elements y1, y2 ∈ Y the following
two conditions are satisfied:

q1) ∥EθΨy1 − EθΨy2∥Yθ
≤ q∥Eθy1 − Eθy2∥Yθ

,
q2) for any γ ∈ [0, b−a−θ], the equality Eγy1 = Eγy2 implies that∥∥Eγ+θΨy1 − Eγ+θΨy2

∥∥
Yγ+θ

≤ q
∥∥Eγ+θy1 − Eγ+θy1

∥∥
Yγ+θ

. (5)

Definition 3. If there exists γ ∈ (0, b−a] and a function yγ ∈ Yγ , which
satisfies the equation Ψγyγ = yγ , then we call yγ a local solution of the
Volterra equation

y(t) = (Ψy)(t), t ∈ [a, b]. (6)
In the case if γ = b− a, we call this solution global (relative to the interval
[a, b]).

To study continuous dependence on a parameter, we need some more
definitions.
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Definition 4. Let F ( · , · ) : Y × Λ → Y be a family of Volterra operators
depending on a parameter λ ∈ Λ. This family is called uniformly locally
contracting if for each λ ∈ Λ the operator F ( · , λ) is locally contracting and
the constants q ≥ 0 and θ > 0 from Definition 3, are independent of λ ∈ Λ.

The following theorem concerning the well-posedness of the operator
equation

y(t) = (F (y, λ))(t), t ∈ [a, b], λ ∈ Λ, (7)

is a special case of Theorem 1 in Burlakov, et al [3]. It represents the main
theoretical tool for the problems to be studied in this paper.

Theorem 1. Assume that for some λ0 ∈ Λ and r0 > 0, the family of
Volterra operators F ( · , λ) : Y → Y (λ ∈ BΛ(λ0, r0)) is uniformly locally
contracting and the mapping F ( · , · ) : Y × Λ → Y is continuous at (y, λ0)
for all y ∈ Y .

Then there exists r > 0, such that the equation (7) has a unique global
solution y(t, λ) for all λ ∈ BΛ(λ0, r), and

∥y( · , λ)− y( · , λ0)∥Y → 0 as λ → λ0.

Moreover, for each λ ∈ BΛ(λ0, r), any local solution of the equation (7) is
also unique and is a restriction of the corresponding global solution.

2. The Main Result

In this section we justify the property of well-posedness for the general-
ized neural field equation (1).

The following assumptions will be imposed on the functions involved:
(A1) The function f : Rn×Λ → Rn is continuous, bounded and Lipschitz

one in the first variable uniformly with respect to λ ∈ Λ.
(A2) For any b ∈ R and r > 0, the delay function τ : (−∞, b]×Ω×Ωr ×

Λc → [0,∞) is uniformly continuous, where Λc is some compact
subset of Λ.

(A3) The initial (prehistory) function φ : (−∞, a] × Ω × Λc → Rn is
uniformly continuous.

(A4) The external input function I : [a,∞) × Ω × Λ → Rn generates a
continuous mapping λ 7→ I( · , · , λ) from Λ to the space Y [a,∞).

(A5) For any b > a and r > 0, the kernel function W : [a, b] × [−r, r] ×
Ω× Ωr × Λc → Rn is uniformly continuous.

(A6) The complete σ-additive measures ν( · , λ) (λ ∈ Λ) are finite on
compact subsets of Ω and weakly continuous with respect to λ ∈ Λ
i.e. the measures can be interpreted as linear functionals on the
separable locally convex space Ccomp(Ω, R

n).
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(A7) For any b > a,

max
t∈[a,b]

( t∫
−∞

ds sup
x∈Ω,λ∈Λ

∫
Ω

∣∣W (t, s, x, y, λ)
∣∣ν(dy, λ)) < ∞.

(A8) For any b > a,

lim
r→∞

sup
t∈[a,b], x∈Ω, λ∈Λ

t∫
−∞

ds

∫
Ω−Ωr

∣∣W (t, s, x, y, λ)
∣∣ν(dy, λ) = 0.

Definition 5. Let λ ∈ Λ. We define a local solution to the problem (1), (2)
on [a, a+γ]×Rn, γ ∈ (0,∞), to be a function uγ ∈ Y ([a, a+γ]) that satisfies
the equation (1) on [a, a+γ] and the prehistory condition (2). We define
a global solution to the problem (1), (2) to be a function u ∈ Y ([a,∞)),
whose restriction uγ to [a, a+γ] is its local solution for any γ ∈ (0,∞).
Theorem 2. Suppose that the assumptions (A1)–(A8) are fulfilled. Then
the initial value problem (1), (2) has a unique continuous solution u( · , · , λ)∈
Y ([a,∞)) for any λ ∈ Λ, and the correspondence λ 7→ u( · , · , λ) is a con-
tinuous mapping from Λ to Y ([a,∞)). Moreover, for each λ ∈ Λ, any local
solution of the problem (1), (2) is also unique and it is a restriction of the
corresponding global solution.
Proof. Due to the definition of the topology in Y ([a,∞)), it suffices to prove
this result for the case of an arbitrary compact interval [a, b] ⊂ [a,∞). In
what follows we therefore keep fixed an arbitrary b > a and keep the notation
Y for the space Y ([a, b]).

For each λ ∈ Λ and φ(ξ, x, λ) satisfying the assumption (A3) we define
the following integral operator

(F (u, λ))(t, x) = I1(t, x, λ) + I2(t, x, λ)

+

t∫
a

ds

∫
Ω

W (t, s, x, y, λ)f
(
(S(u, λ))(t, s, x, y, λ), λ

)
ν(dy, λ), (8)

where

(S(u, λ))(t, x, y, λ)

=

{
φ(t− τ(t, x, y, λ), x, λ) if t− τ(t, x, y, λ) < a,

u(t− τ(t, x, y, λ), y, λ) if t− τ(t, x, y, λ) ≥ a,
(9)

and
I1(t, x, λ) = φ(a, x, λ) + I(t, x, λ),

I2(t, x, λ) =

a∫
−∞

ds

∫
Ω

W (t, s, x, y, λ)f
(
φ(s− τ(s, x, y, λ), x, λ), λ

)
ν(dy, λ).
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Below we assume that |f(u)| ≤ M for all u ∈ Rn.
We have to apply Theorem 1. Towards this end, we need to show that the

operator family F ( · , λ) (λ ∈ Λ) satisfies the assumptions of this theorem.
At the first step of the proof we will show that F (u, λ) ∈ Y for each

u ∈ Y , λ ∈ Λ. Applying the assumption (A8) for the given ε > 0, we find
r > 0 such that

sup
t∈[a,b], x∈Ω, λ∈Λ

t∫
−∞

ds

∫
Ω−Ωr

∣∣W (t, s, x, y, λ)
∣∣ν(dy, λ) < ε

M
. (10)

For this r and a fixed λ ∈ Λ, we find a positive δ = δ(λ) (u is kept fixed)
such that∣∣∣W (t, s, x, y, λ)f

(
(S(u, λ))(s, x, y, λ), λ

)
−W (t0, s0, x0, y0, λ)f

(
(S(u, λ))(s0, x0, y0, λ), λ

)∣∣∣
<

ε

((b− a)ν(Ωr, λ))
(11)

for all t, t0, s, s0 ∈ [a, b], x, x0 ∈ Ω, y, y0 ∈ Ωr, satisfying
|t− t0| < δ, |s− s0| < δ, |x− x0| < δ, |y − y0| < δ.

We show first that F ( · , λ) : Y → Y for each λ ∈ Λ. In other words, we
have to prove that the mapping t 7→ (F (u, λ))(t, · ) is a continuous function
from [a, b] to BC(Ω, Rn).

As the assumptions (A3), (A4) imply φ(a, · , λ) ∈ BC(Ω, Rn) and
I( · , · , λ) ∈ Y (λ ∈ Λ), we only need to check that I2( · , · , λ) ∈ Y and
F0(u, λ) ∈ Y for all u ∈ Y and λ ∈ Λ, where

(F0(u, λ))(t, x)=

t∫
a

ds

∫
Ω

W (t, s, x, y, λ)f
(
(S(u, λ))(s, x, y, λ), λ

)
ν(dy, λ).

The proofs are similar, so we concentrate on the more involved case of F0.
For any t ∈ [a, b], we have∣∣(F0(u, λ))(t, x)− (F0(u, λ))(t, x0)

∣∣
≤

t∫
a

ds

∫
Ωr

∣∣∣W (t, s, x, y, λ)f
(
(S(u, λ))(s, x, y, λ), λ

)
−W (t, s, x0, y, λ)f

(
(S(u, λ))(s, x0, y, λ), λ

)∣∣∣ν(dy, λ)
+

b∫
a

ds

∫
Ω−Ωr

(∣∣W (t, s, x, y, λ)
∣∣+ ∣∣W (t, s, x0, y, λ)

∣∣)ν(dy, λ) < 3ε

as long as |x − x0| < δ = δ(λ) due to the estimates (10) and (11). This
proves the continuity of (F0(u, λ))(t, x) in x.
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The boundedness of this function for each t ∈ [a, b] follows from the
assumption (A7) and boundedness of the function f : Rn → Rn.

Finally, we check that t 7→ (F0(u, λ))(t, · ) is a continuous mapping from
[a, b] to BC(Ω, Rn) if u ∈ Y :

sup
x∈Ω

∣∣(F0(u, λ))(t, x)− (F0(u, λ))(t0, x)
∣∣

≤ sup
x∈Ω

∣∣∣ t∫
a

ds

∫
Ω

W (t, s, x, y, λ)f
(
(S(u, λ))(s, x, y, λ), λ

)

−
t0∫
a

ds

∫
Ω

W (t0, s, x, y, λ)f
(
(S(u, λ))(s, x, y, λ), λ

)∣∣∣ν(dy, λ)
≤

t∫
t0

ds sup
x∈Ω

∫
Ω

∣∣W (t, s, x, y, λ)
∣∣Mν(dy, λ) < ε

as long as t− t0 < δ. (Here we have assumed that t > t0 and again used the
assumption (A7).) We have therefore proved that F0( · , λ), F ( · , λ) : Y → Y
for each λ ∈ Λ.

At the second step of the proof we show that the Volterra operator (8)
is a local contraction in the first variable, uniformly with respect to the
parameter λ.

We choose arbitrary constants q < 1, γ ∈ [0, b − a) and λ ∈ Λ. Let f̃
be the Lipschitz constant for the function f . Since the space Y consists
of continuous functions, we can unify the two properties from Definition 2
into a single one and prove that u1(t, · ) = u2(t, · ), t ∈ [a, a+γ), where
u1, u2 ∈ Y , implies the inequality (5) for the chosen q < 1 and some θ > 0.
Indeed, ∥∥F (u1, λ)− F (u2, λ)

∥∥
Y

= sup
t∈[a,a+γ+θ], x∈Ω

∣∣∣∣
t∫

a

ds

∫
Ω

W (t, s, x, y, λ)f
(
(S(u1, λ))(s, x, y, λ)

)
ν(dy, λ)

−
t∫

a

ds

∫
Ω

W (t, s, x, y, λ)f
(
(S(u2, λ))(s, x, y, λ)

)
ν(dy, λ)

∣∣∣∣
≤ sup

t∈[a+γ,a+γ+θ], x∈Ω

∣∣∣∣
t∫

a+γ

ds

∫
Ω

W (t, s, x, y, λ)
(
f
(
(S(u1, λ))(s, x, y, λ)

)
−f

(
(S(u2, λ))(s, x, y, λ)

))
ν(dy, λ)

∣∣∣∣
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≤ sup
t∈[a+γ,a+γ+θ], x∈Ω

t∫
a+γ

ds

∫
Ω

∣∣W (t, s, x, y, λ)
∣∣f̃ν(dy, λ)∥u1 − u2∥Y

≤ q̃∥u1 − u2∥Y ,
where

q̃ = f̃ sup
t∈[a+γ,a+γ+θ], x∈Ω

t∫
a+γ

ds

∫
Ω

∣∣W (t, s, x, y, λ)
∣∣ν(dy, λ).

Using the assumption (A7), we can always find a θ > 0 such that q̃ ≤ q < 1.
This proves the property of local contractivity of the operator F ( · , λ) : Y →
Y for any λ ∈ Λ. Moreover, we easily obtain from γ ∈ [0, b−a) the estimate
on q̃ that this property is uniform with respect to γ and λ, i.e. θ > 0 and
q < 1 can be chosen to be independent of γ∈ [0, b− a) and λ ∈ Λ.

At the third and final step of the proof we show the continuity of the
mapping F : Y × Λ → Y . We pick arbitrary λ0 ∈ Λ, u0 ∈ Y , where
continuity will be examined, and arbitrary sequences λN → λ0, uN → u0

(N → ∞).
We start with estimation of the following difference:∣∣(S(uN , λN ))(s, x, y, λN )− (S(u0, λ0))(s, x, y, λ0)

∣∣
≤

∣∣(S(uN , λN ))(s, x, y, λN )− (S(u0, λN )
)
(s, x, y, λ0)

∣∣
+

∣∣(S(u0, λN )
)
(s, x, y, λ0)− (S(u0, λ0)

)
(s, x, y, λ0)

∣∣.
The first term on the right-hand side of this inequality is less than ε/2 for
all s ∈ (−∞, b], x, y ∈ Ω, N ≥ N1 as uN → u0 (N → ∞). By virtue of
the assumptions (A2) and (A3), the second term on the right-hand side is
less than ε/2 for all s ∈ (−∞, b], x ∈ Ω, y ∈ Ωr, N ≥ N2(r). Thus, for any
r > 0, we have∣∣(S(uN , λN ))(s, x, y, λN )− (S(u0, λ0))(s, x, y, λ0)

∣∣ ≤ ε (12)
for all s ∈ (−∞, b], x ∈ Ω, y ∈ Ωr, N ≥ N3(r).

Then, choosing ε > 0, we find a number r0 > 0 such that the estimate
(10) holds true. Increasing, if necessary, the value of r0, we may, in addition,
assume without loss of generality that ν(Ωr0 , λ0) > 0 and ν(∂Ωr0 , λ0) = 0,
so that

lim
N→∞

ν(Ωr0 , λN ) = ν(Ωr0 , λ0)

(see e.g. [7, Chapter VI, Theorem 2]).
Using this r0, we estimate the following difference:∣∣∣f((S(uN , λN ))(s, x, y, λN ), λN

)
− f

(
(S(u0, λ0))(s, x, y, λ0), λ0

)∣∣∣
≤

∣∣∣f((S(uN , λN ))(s, x, y, λN ), λN

)
− f

(
(S(uN , λN ))(s, x, y, λN ), λN

)∣∣∣
+
∣∣∣f((S(uN , λN ))(s, x, y, λN ), λ0

)
− f

(
(S(u0, λ0))(s, x, y, λ0), λ0

)∣∣∣.
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By virtue of the assumption (A1), the first term on the right-hand side of
the inequality is less than ε for all s ∈ (−∞, b], x ∈ Ω, y ∈ Ωr0 , N ≥ N4(r0).
Using the assumption (A1) and the estimate (12), we get that the second
term on the right-hand side of the inequality is less than ε for all s ∈ (−∞, b],
x ∈ Ω, y ∈ Ωr0 , N ≥ N3(r0). Thus, taking into account (A1) and (A7), we
obtain the inequality

∣∣∣∣
t∫

−∞

ds

∫
Ωr0

W (t, s, x, y, λN )
(
f
(
(S(uN , λN ))(s, x, y, λN ), λN

)
− f

(
(S(u0, λ0))(s, x, y, λ0), λ0

))
ν(dy, λN )

∣∣∣∣ < ε (13)

for all t ∈ [a, b], s ∈ (−∞, b], x ∈ Ω, y ∈ Ωr0 , N ≥ N5(r0).
The assumption (A5) yields∣∣W (t, s, x, y, λN )−W (t, s, x, y, λ0)

∣∣ < ε

M((b− a)ν(Ωr, λ))
(14)

for all t ∈ [a, b], s ∈ (−∞, b], x ∈ Ω, y ∈ Ωr0 , N ≥ N6(r0).
Using the assumptions (A3), (A4), and (A6), we find a natural number

N7(r0) such that

sup
t∈[a,b], x∈Ω

∣∣∣∣ ∫
Ωr0

Φ(t, x, y)
(
ν(dy, λN )− ν(dy, λ0)

)∣∣∣∣ < ε,

ν(Ωr0 , λN ) ≤ 2ν(Ωr0 , λ0),

sup
x∈Ω

∣∣φ(a, x, λN )− φ(a, x, λ0)
∣∣ < ε,

sup
t∈[a,b], x∈Ω

∣∣I(t, x, λN )− I(t, x, λ0)
∣∣ < ε, |λN − λ0| < δ

(15)

for all N ≥ N7(r0). Here, the function

Φ(t, x, y) =

t∫
−∞

W (t, s, x, y, λ0)f
(
(S(u0, λ0))(s, x, y, λ0), λ0

)
ds

is uniformly continuous on the set [a, b]× Ω× Ωr0 , so that∫
Ωr0

Φ(t, x, y)ν(dy, λN ) −→
∫

Ωr0

Φ(t, x, y)ν(dy, λ0)

as n → ∞ uniformly with respect to the variables t ∈ [a, b], x ∈ Ω.
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Next, we estimate

sup
t∈[a,b], x∈Ω

∣∣I2(t, x, λN )− I2(t, x, λ0)
∣∣

≤ sup
t∈[a,b], x∈Ω

∣∣∣∣
t∫

−∞

ds

∫
Ω

W (t, s, x, y, λN )

× f
(
φ
(
s− τ(s, x, y, λN ), x, λN

)
, λN

)
ν(dy, λN )

−
t∫

−∞

ds

∫
Ω

W (t, s, x, y, λ0)f
(
φ(s− τ(s, x, y, λ0), x, λ0), λ0

)
ν(dy, λ0)

∣∣∣∣
≤ sup

t∈[a,b], x∈Ω

∣∣∣∣
t∫

−∞

ds

∫
Ω−Ωr0

W (t, s, x, y, λN )

× f
(
φ(s− τ(s, x, y, λN ), x, λN ), λN

)
ν(dy, λN )

−
t∫

−∞

ds

∫
Ω−Ωr0

W (t, s, x, y, λ0)f
(
φ(s− τ(s, x, y, λ0), x, λ0), λ0

)
ν(dy, λ0)

∣∣∣∣
+ sup

t∈[a,b], x∈Ω

∣∣∣∣
t∫

−∞

ds

∫
Ωr0

W (t, s, x, y, λN )
(
f
(
φ(s−τ(s, x, y, λN ), x, λN

)
, λN

)
− f

(
φ(s− τ(s, x, y, λ0), x, λ0), λ0

))
ν(dy, λN )

∣∣∣∣
+ sup

t∈[a,b], x∈Ω

∣∣∣∣
t∫

−∞

ds

∫
Ωr0

(
W (t, s, x, y, λN )−W (t, s, x, y, λ0)

)
× f

(
φ(s− τ(s, x, y, λ0), x, λ0), λ0

)
ν(dy, λN )

∣∣∣∣
+ sup

t∈[a,b], x∈Ω

∣∣∣∣
t∫

−∞

ds

∫
Ωr0

W (t, s, x, y, λ0)

× f
(
φ(s− τ(s, x, y, λ0), x, λ0), λ0

)
ν(dy, λN )

−
t∫

−∞

ds

∫
Ωr0

W (t, s, x, y, λ0)f
(
φ(s− τ(s, x, y, λ0), x, λ0), λ0

)
ν(dy, λ0)

∣∣∣∣.
The first term on the right-hand side of the inequality is less than 2ε as
the estimate (10) and the assumption (A1) hold true. Each of the second
and the third terms on the right-hand side of the inequality is less than
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ε due to (13) and (A1), (A7), (14), respectively, for all N > N8(r0) =
max{N5(r0), N6(r0)}. The estimate (15) yields the last term on the right-
hand side of the inequality is less than ε for all N > N7(r0).

Thus, we get that

sup
t∈[a,b], x∈Ω

∣∣I2(t, x, λN )− I2(t, x, λ0)
∣∣ < 5ε (16)

for all N ≥ N9(r0) = max{N7(r0), N8(r0)}.
Finally, taking into account the estimates (10), (11), (13)–(16) and the

assumption (A7), we obtain∥∥F (uN , λN )− F (u0, λ0)
∥∥
Y
≤ sup

x∈Ω

∣∣φ(a, x, λN )− φ(a, x, λ0)
∣∣

+ sup
t∈[a,b], x∈Ω

∣∣I(t, x, λN )− I(t, x, λ0)
∣∣

+ sup
t∈[a,b], x∈Ω

∣∣I2(t, x, λN )− I2(t, x, λ0)
∣∣

+ sup
t∈[a,b], x∈Ω

∣∣∣∣
t∫

a

ds

∫
Ω

W (t, s, x, y, λN )

× f
(
(S(uN , λN ))(s, x, y, λN ), λN

)
ν(dy, λN )

−
t∫

a

ds

∫
Ω

W (t, s, x, y, λ0)f
(
(S(u0, λ0))(s, x, y, λ0), λ0

)
ν(dy, λ0)

∣∣∣∣
≤ 7ε+ sup

t∈[a,b], x∈Ω

∣∣∣∣
t∫

a

ds

∫
Ωr0

W (t, s, x, y, λN )

× f
(
(S(uN , λN ))(s, x, y, λN ), λN

)
ν(dy, λN )

−
t∫

a

ds

∫
Ωr0

W (t, s, x, y, λ0)f
(
(S(u0, λ0))(s, x, y, λ0), λ0

)
ν(dy, λ0)

∣∣∣∣+2ε

≤ 9ε+ sup
t∈[a,b], x∈Ω

∣∣∣∣
t∫

a

ds

∫
Ωr0

W (t, s, x, y, λN )

×
(
f
(
(S(uN , λN ))(s, x, y, λN ), λN

)
− f

(
(S(u0, λ0))(s, x, y, λ0), λ0

))
ν(dy, λN )

∣∣∣∣
+ sup

t∈[a,b], x∈Ω

∣∣∣∣
t∫

a

ds

∫
Ωr0

(
W (t, s, x, y, λN )−W (t, s, x, y, λ0)

)
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× f
(
(S(u0, λ0))(s, x, y, λ0), λ0

)
ν(dy, λN )

∣∣∣∣
+ sup

t∈[a,b],x∈Ω

∣∣∣∣
t∫

a

ds

∫
Ωr0

W (t, s, x, y, λ0)

× f
(
(S(u0, λ0))(s, x, y, λ0), λ0

)
ν(dy, λN )

−
t∫

a

ds

∫
Ωr0

W (t, s, x, y, λ0)f
(
(S(u0, λ0))(s, x, y, λ0), λ0

)
ν(dy, λ0)

∣∣∣∣
≤ 10ε+ (b− a)ν(Ωr0 , λN )

ε

((b− a)ν(Ωr0 , λ0))

+ sup
t∈[a,b], x∈Ω

∣∣∣∣ ∫
Ωr0

Φ(t, x, y)(ν(dy, λN )− ν(dy, λ0))

∣∣∣∣ < 13ε

for all N ≥ N9(r0).
The proof is complete. �

Remark 1. If Ω is compact, then the assumption (A8) is fulfilled automati-
cally and can therefore be omitted, while the assumptions (A2)–(A5) only
require continuity of the corresponding functions instead of their uniform
continuity in the variable x.

3. The Hopfield Model with Delay

In this section we prove convergence of the generalized Hopfield network
to the Amari neural field equation.

Consider the following delayed Hopfield network model (see e.g. [14])

żi(t,N) = −αzi(t,N) +

N∑
j=1

ωij(N)f
(
zj(t− τij(t,N), N)

)
+ Ji(t,N), (17)

t > a, i = 1, . . . , N,

parameterized by a natural parameter N . Here at each natural N , zi( · , N)
are n-dimensional vector functions, ωij(N) are real n×n-matrices (connec-
tivities), τij( · , N) are nonnegative real-valued continuous functions (axonal
delays), f : Rn → Rn are firing rate functions which are Lipschitz and
bounded and Ji( · , N) are continuous external input n-dimensional vector
functions.

The initial conditions for (17) are given as

zi(ξ,N) = φi(ξ,N), ξ ≤ a, i = 1, . . . , N. (18)

We use the general well-posedness result from the previous section to
justify the convergence of a sequence of the delayed Hopfield equations (17)
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(with the initial conditions (18)) to the Amari equation involving a spatio-
temporal delay

∂tu(t, x)=−αu(t, x)+

∫
Ω

ω(x, y)f(u(s−τ(t, x, y), y))ν(dy)+J(t, x), (19)

t > a, x ∈ Ω,

with the initial (prehistory) condition
u(ξ, x) = φ(ξ, x), ξ ≤ a, x ∈ Ω. (20)

On the above functions we impose the following assumptions:
(B1) The function f : Rn → Rn is continuous, bounded and Lipschitz

one.
(B2) The spatio-temporal delay τ : R× Ω× Ω → [0,∞) is continuous.
(B3) The initial (prehistory) function φ : (−∞, a]× Ω → Rn is continu-

ous.
(B4) For any b > a, the external input function J : [a, b] × Ω → Rn

is uniformly continuous and bounded with respect to the second
variable.

(B5) The kernel function ω : Ω× Ω → Rn is continuous.
(B6) ν( · ) is the Lebesgue measure on Ω.
(B7) For any b > a,

sup
x∈Ω

∫
Ω

|ω(x, y)|ν(dy) < ∞.

(B8) For any b > a,

lim
r→∞

sup
x∈Ω

∫
Ω−Ωr

|ω(x, y)|ν(dy) = 0.

The following theorem represents the main result of this section.

Theorem 3. For each natural number N let {∆i(N), i = 1, . . . , N} be a
finite family of open subsets of Ω satisfying the conditions

N∪
i=1

∆i(N) = ΩN and lim
N→∞

mesh
{
∆i(N), i = 1, . . . , N

}
= 0.

Let yi(N) (i = 1, . . . , N) be arbitrary points in ∆i(N). Finally, let the
assumptions (B1)–(B8) be fulfilled. Then the sequence of the solutions
zi(t,N) (t ∈ R) of the initial value problem (17), (18), where the coefficients
are defined by

ωij(N) = βi(N)ω(yi(N), yj(N)), where βi(N) = ν(∆i(N)),

τij(t,N) = τ(t, yi(N), yj(N)), Ji(t,N) = J(t, yi(N)),
(21)
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converges for any b > a to the solution u(t, x) (t ∈ R, x ∈ Ω) of the initial
value problem (19), (20) as N → ∞, in the following sense:

lim
N→∞

sup
t∈[a,b]

(
sup

1≤i≤N

(
sup

x∈∆i(N)

|u(t, x)− zi(t,N)|
))

= 0. (22)

In order to prove this theorem, we will need to use the following state-
ment.

Lemma 1. Assume that for each natural number N we have a finite family
of open subsets {∆i(N), i = 1, . . . , N} of Ω satisfying the conditions

N∪
i=1

∆i(N) = ΩN and lim
N→∞

mesh
{
∆i(N), i = 1, . . . , N

}
= 0.

Let yi(N) (i = 1, . . . , N) be arbitrary points in ∆i(N), Di(N) be the Dirac
measures at yi(N) and βi(N) = ν(∆i(N)). Then the sequence of the discrete
weighted measures

νN =
N∑
i=1

βi(N)Di(N) (23)

weakly converges (in the sense of the weak topology on the dual space to
Ccomp(Ω)) to the Lebesgue measure on Ω.

Proof. We simply observe that for any continuous and compactly supported
function Φ(x), x ∈ Ω, we get∫

Ω

Φ(x)νN (dx) =
N∑
i=1

Φ
(
yi(N)

)
βi(N)

=

N∑
i=1

Φ
(
yi(N)

)
ν
(
∆i(N)

)
−→

∫
Ω

Φ(x)ν(dx), (24)

as N → ∞, due to the properties of the Riemann–Stiltjes integrals (see e.g.
Chapter 2 in [11]). �

Proof of the Theorem 3. In order to apply Theorem 2, we first of all define
the metric space Λ = {λN , N = 0, 1, 2, . . . }, where λ0 = ∞, λN = N for
natural numbers N , and the distance is given by d(λN , λM ) = |1/N −1/M |
(N,M ̸= 0) and d(λN , λ0) = 1/N (N ̸= 0), so that λN → λ0 sim-
ply means that N → ∞. Multiplication by the function η(t − s), where
η(σ) = exp(−ασ), followed by integration, converts the equation (19) into
the equation (1), where f , τ ,

W (t, s, x, y) = exp(−α(t− s))ω(x, y),

I(t, x) =

t∫
a

exp(−α(t− s))J(s, x) ds
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are all independent of λ, and the measures are defined as ν( · , λN ) = νN
(see (23)) and ν( · , λ0) = ν, respectively.

The assumptions (A1)–(A5) of Theorem 2 are trivial, the assumption
(A6) is fulfilled due to Lemma 1 and the above definition of convergence
in Λ.

Taking into account that

max
t∈[a,b]

t∫
−∞

exp(−α(t− s)) ds =
1

α
,

it is straightforward to check the assumptions (A7) and (A8).
From Theorem 2 it now follows that the solutions u(t, x,N) of the initial

boundary value problems

∂tu(t, x,N) = −αu(t, x,N)

+

∫
Ω

ω(x, y)f
(
u(s− τ(t, x, y), y,N)

)
νN (dy) + J(t, x), t > a, x ∈ Ω, (25)

with the initial (prehistory) condition

u(ξ, x,N) = φ(ξ, x), ξ ≤ a, x ∈ Ω, (26)

converge to the solution u(t, x) (t ∈ R, x ∈ Ω) of the initial value problem
(19), (20), as N → ∞, uniformly on [a, b] × Ω for any b > a. Evidently,
replacing x by yi(N) in the equation (25) and in the initial condition (26)
yields the initial value problem (17), (18). It remains therefore to notice
that the set zi(t,N) = u(t, yi(N), N) (i = 1, . . . , N) is a (unique) solution
of the latter problem. �

The theoretical results of this section can be applied to justify numerical
integration schemes. For example, Faye et al [5] considered discretization
of the following delayed Amari model

∂tu(t, x) = −αu(t, x) +

∫
Ω

ω
(
|x− y|

)
f
(
u
(
t− |x− y|

v
, y
))

dy (27)

in the cases
I. u(t, x) ∈ R, Ω = [−L,L],

II. u(t, x) ∈ R2, Ω = [−L,L],
III. u(t, x) ∈ R, Ω = [−L,L]2.

Faye et al have justified their numerical schemes using convergence of the
trapezoidal integration rule and the rectangular method to the correspond-
ing integrals. We will show how our results can be applied for the more
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involved case III:

∂tuij(t) = −αuij(t) +
M∑
k=1

M∑
l=1

ω
(
|(x1

i , x
2
j )− (x1

k, x
2
l )|

)
× f

(
ukl

(
t−

|(x1
i , x

2
j )− (x1

k, x
2
l )|

v

))
dy. (28)

Here,
x = (x1, x2), uij(t) = u

(
t, (x1

i , x
2
j )
)
, i, j = 1, . . . ,M.

Denoting
zi(t) = uij(t), ωij = ω

(
|(x1

i , x
2
j )− (x1

k, x
2
l )|

)
,

τij(t) =
|(x1

i , x
2
j )− (x1

k, x
2
l )|

v
,

i = iM + j, j = kM + l, N = M2,

in (28), we get the Hopfield network model (17). Applying Theorem 3, we
prove convergence of the numerical scheme (28) to the equation (27).

Rankin et al [10] discretize the Amari model (27) for
u(t, x) ∈ R, Ω = [−L,L]2, v = ∞,

also by substituting Ω with the grid {(x1
i , x

2
j ), i, j = 1, . . . ,M} and then use

a combination of the Fourier transform and the inverse Fourier transform
to obtain the solution numerically. Discretization of the Amari model on
a hyperbolic disc Ω = {x = (r, θ), r ∈ [0, r0], r0 ∈ R, θ ∈ [0, 2π)} using
the rectangular rule for the quadrature {(ri, θj), i = 1, . . . ,M , j = i =
1, . . . , N} was implemented in [6] to study of the localized solutions. As it
easy to conclude from Theorem 3, the solutions obtained in both these cases
converge to the corresponding analytical solutions as M → ∞ and N → ∞.

We emphasize here that Theorem 3 also allows one to justify discretiza-
tion schemes on unbounded domains for equations involving spatio-temporal-
dependent delay as well.

Appendix

In this section we consider the following neural field model with a general
(i.e. non-periodic) microstructure:

∂tu(t, x) = −u(t, x) +

∫
Rm

ωε
i (x− y)f(u(t, y)) dy,

ωε
i (x) = ωi(x, x/ε), 0 < ε ≪ 1,

t ≥ 0, x ∈ Rm.

(29)

which is a parametrized version of (3).
Question: What can we say about behavior of the solutions un to the

equation (29) as ωε
i → ωε

0 uniformly (i → ∞), where ωε
0 is periodic with

respect to the second argument?
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Following the idea of homogenization of the equation (3) (see [12])), we
first look at the family of homogenized problems

∂tu(t, xc, xf ) = −u(t, xc, xf )

+

∫
Rm

∫
Kn

ωi(xc − yc, xf − yf )f(u(t, yc, yf )) dyc νn(dyf ), (30)

t > 0, xc ∈ Rm, xf ∈ Ki ⊂ Rk

and the corresponding limit problem as i → ∞

∂tu(t, xc, xf ) = −u(t, xc, xf )

+

∫
Rm

∫
K0

ω0(xc − yc, xf − yf )f(u(t, yc, yf )) dyc ν0(dyf ), (31)

t > 0, xc ∈ Rm, xf ∈ K0 ⊂ Rk.

As in [12], we assume that for each i = 0, 1, 2, . . . , the connectivity kernel
ωi(x, · ) (x ∈ Rm) belongs to Ai, where Ai = C(Ki) are some Banach
algebras of continuous functions defined on the compact sets Ki ⊂ Rk and
equipped with the mean values Mi (which give rise to the finite measure νi
defined on Ki). Further, we assume that there is a compact K such that
∞∪
i=0

Ki ⊆ K, so we can extend the measures νi corresponding to the mean

values Mi (i = 0, 1, 2, . . . ), to the compact K by putting νi(K \ Ki) =
0. Finally, we assume that convergence of the connectivity kernels is a
consequence of a convergence of the associated Banach algebras with mean.
More precisely, we suppose that:

1) the compacts Ki converge to the compact K0 in the Hausdorff met-
ric;

2) Mn(χ
∣∣
Kn

) → M0(χ
∣∣
K0

) for any function χ ∈ C(K) (here χ
∣∣
Ki

denotes the restriction of the function χ ∈ C(K) to the set Ki).
Thus, we get ∫

Kn

χ(x)νn(dx) −→
∫
K0

χ(x)ν0(dx)

for any χ ∈ C(K), which means that the sequence of measures νn weakly
converges to the measure ν0. Hence, we can apply Theorem 2 to the prob-
lems (30) and (31) and get uniform convergence of the corresponding solu-
tions. This approach can serve as a possible answer to the above-formulated
question.

References
1. Shun-ichi Amari, Dynamics of pattern formation in lateral-inhibition type neural

fields. Biol. Cybernet. 27 (1977), No. 2, 77–87.



Existence, Uniqueness and Continuous Dependence on Parameters of Solutions . . . 55

2. P. Blomquist, J. Wyller, and G. T. Einevoll, Localized activity patterns in
two-population neuronal networks. Phys. D 206 (2005), No. 3-4, 180–212.

3. E. Burlakov, E. Zhukovskiy, A. Ponosov, and J. Wyller, On wellposedness of
generalized neural field equations with delay. J. Abstr. Differ. Equ. Appl. (in print).

4. S. Coombes, H. Schmidt, C. R. Laing, N. Svanstedt, and J. A. Wyller, Waves
in random neural media. Discrete Contin. Dyn. Syst. 32 (2012), No. 8, 2951–2970.

5. G. Faye and O. Faugeras, Some theoretical and numerical results for delayed neural
field equations. Phys. D 239 (2010), No. 9, 561–578.

6. G. Faye, P. Chossat, and O. Faugeras, Analysis of a hyperbolic geometric model
for visual texture perception. J. Math. Neurosci. 1 (2011), Art. 4, 43 pp.

7. Ǐ. Ī. Gīhman and A. V. Skorohod, The theory of stochastic processes. I. Translated
from the Russian by S. Kotz. Die Grundlehren der mathematischen Wissenschaften,
Band 210. Springer-Verlag, New York–Heidelberg, 1974.

8. J. J. Hopfield, Neural networks and physical systems with emergent collective com-
putational abilities. Proc. Nat. Acad. Sci. U.S.A. 79 (1982), No. 8, 2554–2558.

9. E. Malyutina, J. Wyller, and A. Ponosov, Two bump solutions of a homogenized
Wilson-Cowan model with periodic microstructure. Phys. D 271 (2014), 19–31.

10. J. Rankin, D. Avitabile, J. Baladron, G. Faye, and D. J. B. Lloyd, Continua-
tion of localized coherent structures in nonlocal neural field equations. SIAM J. Sci.
Comput. 36 (2014), No. 1, B70–B93.

11. G. E. Shilov and B. L. Gurevich, Integral, measure and derivative: a unified
approach. Dover Books on Advanced Mathematics. Dover Publications, Inc., New
York, 2012.

12. N. Svanstedt and J. L. Woukeng, Homogenization of a Wilson-Cowan model for
neural fields. Nonlinear Anal. Real World Appl. 14 (2013), No. 3, 1705–1715.

13. N. Svanstedt, J. Wyller, and E. Malyutina, A one-population Amari model with
periodic microstructure. Nonlinearity 27 (2014), No. 6, 1391–1417.

14. P. van den Driessche and X. Zou, Global attractivity in delayed Hopfield neural
network models. SIAM J. Appl. Math. 58 (1998), No. 6, 1878–1890.

15. A. Visintin, Towards a two-scale calculus. ESAIM Control Optim. Calc. Var. 12
(2006), No. 3, 371–397 (electronic).

16. J. Wyller, P. Blomquist, and G. T. Einevoll, Turing instability and pattern
formation in a two-population neuronal network model. Phys. D 225 (2007), No. 1,
75–93.

(Received 20.01.2015)
Authors’ addresses:
Evgenii Burlakov, John Wyller

Department of Mathematical Sciences and Technology, Norwegian Uni-
versity of Life Sciences, P.O. Box 5003, Ås, 1432, Norway.

E-mail: evgenii.burlakov@nmbu.no; john.wyller@nmbu.no

Evgeny Zhukovskiy
Department of Mathematics, Physics and Computer Sciences, Tambov

State University, 31 Internatsionalnaya St., Tambov, Russia
E-mail: zukovskys@mail.ru

Arcady Ponosov
Department of Mathematical Sciences and Technology, Norwegian Uni-

versity of Life Sciences, P.O. Box 5003, Ås, 1432, Norway.
E-mail: arkadi.ponossov@nmbu.no





Memoirs on Differential Equations and Mathematical Physics
Volume 65, 2015, 57–91

Otar Chkadua and David Natroshvili

LOCALIZED BOUNDARY-DOMAIN
INTEGRAL EQUATIONS APPROACH
FOR ROBIN TYPE PROBLEM
OF THE THEORY OF PIEZO-ELASTICITY
FOR INHOMOGENEOUS SOLIDS

Dedicated to Roland Duduchava on the occasion of his 70th birthday



Abstract. The paper deals with the three-dimensional Robin type
boundary value problem (BVP) of piezoelasticity for anisotropic inhomoge-
neous solids and develops the generalized potential method based on the use
of localized parametrix. Using Green’s integral representation formula and
properties of the localized layer and volume potentials, we reduce the Robin
type BVP to the localized boundary-domain integral equations (LBDIE)
system. First we establish the equivalence between the original boundary
value problem and the corresponding LBDIE system. We establish that
the obtained localized boundary-domain integral operator belongs to the
Boutet de Monvel algebra and by means of the Vishik-Eskin theory based
on the Wiener-Hopf factorization method, we derive explicit conditions un-
der which the localized operator possesses Fredholm properties and prove
its invertibility in appropriate Sobolev-Slobodetskii and Bessel potential
spaces.
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ÒÄÆÉÖÌÄ. ÍÀÛÒÏÌÉ ÄÞÙÅÍÄÁÀ ËÏÊÀËÉÆÄÁÖËÉ ÐÀÒÀÌÄÔÒÉØÓÉÓ ÌÄÈÏ-
ÃÉÓ ÂÀÍÅÉÈÀÒÄÁÀÓ ÐÉÄÆÏ-ÃÒÄÊÀÃÏÁÉÓ ÈÄÏÒÉÉÓ ÒÏÁÄÍÉÓ ÔÉÐÉÓ ÓÀÌ-
ÂÀÍÆÏÌÉËÄÁÉÀÍÉ ÀÌÏÝÀÍÉÓÈÅÉÓ ÀÒÀÄÒÈÂÅÀÒÏÅÀÍÉ ÀÍÉÆÏÔÒÏÐÖËÉ
ÓáÄÖËÄÁÉÓ ÛÄÌÈáÅÄÅÀÛÉ. ÂÒÉÍÉÓ ÉÍÔÄÂÒÀËÖÒÉ ßÀÒÌÏÃÂÄÍÉÓ ×ÏÒÌÖ-
ËÉÓÀ ÃÀ ËÏÊÀËÉÆÄÁÖËÉ ÐÏÔÄÍÝÉÀËÄÁÉÓ ÈÅÉÓÄÁÄÁÉÓ ÂÀÌÏÚÄÍÄÁÉÈ
ÒÏÁÄÍÉÓ ÔÉÐÉÓ ÀÌÏÝÀÍÀ ÃÀÉÚÅÀÍÄÁÀ ËÏÊÀËÉÆÄÁÖË ÓÀÓÀÆÙÅÒÏ-ÓÉÅÒ-
ÝÖË ÉÍÔÄÂÒÀËÖÒ ÂÀÍÔÏËÄÁÀÈÀ ÓÉÓÔÄÌÀÆÄ, ÒÏÌËÉÓ ÛÄÓÀÁÀÌÉÓÉ
ÏÐÄÒÀÔÏÒÉ ÄÊÖÈÅÍÉÓ ÁÖÔÄ ÃÄ ÌÏÍÅÄËÉÓ ÀËÂÄÁÒÀÓ. ÛÄÓßÀÅËÉËÉÀ
ÒÏÁÄÍÉÓ ÔÉÐÉÓ ÀÌÏÝÀÍÉÓÀ ÃÀ ÌÉÙÄÁÖË ËÏÊÀËÉÆÄÁÖË ÓÀÓÀÆÙÅÒÏ-
ÓÉÅÒÝÖË ÉÍÔÄÂÒÀËÖÒ ÂÀÍÔÏËÄÁÀÈÀ ÓÉÓÔÄÌÉÓ ÄØÅÉÅÀËÄÍÔÏÁÀ. ÛÄÌ-
ÃÄÂ, ÅÉÛÉÊ-ÄÓÊÉÍÉÓ ÈÄÏÒÉÉÓ ÂÀÌÏÚÄÍÄÁÉÈ, ÒÏÌÄËÉÝ Ä×ÖÞÍÄÁÀ ÅÉÍÄÒ-
äÏ×ÉÓ ×ÀØÔÏÒÉÆÀÝÉÉÓ ÌÄÈÏÃÓ, ÃÀÃÂÄÍÉËÉÀ ÐÉÒÏÁÄÁÉ, ÒÏÌËÉÓ
ÃÒÏÓÀÝ ËÏÊÀËÉÆÄÁÖË ÓÀÓÀÆÙÅÒÏ-ÓÉÅÒÝÖËÉ ÉÍÔÄÂÒÀËÖÒÉ ÏÐÄÒÀ-
ÔÏÒÉ ÀÒÉÓ ×ÒÄÃäÏËÌÖÒÉ ÃÀ ÍÀÜÅÄÍÄÁÉÀ ÌÉÓÉ ÛÄÁÒÖÍÄÁÀÃÏÁÀ ÛÄÓÀÁÀ-
ÌÉÓ ÓÏÁÏËÄÅ-ÓËÏÁÏÃÄÝÊÉÓÀ ÃÀ ÁÄÓÄËÉÓ ÐÏÔÄÍÝÉÀËÈÀ ÓÉÅÒÝÄÄÁÛÉ.
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1. Introduction

In the present paper, we consider the three-dimensional Robin type boun-
dary value problem (BVP) of piezoelasticity for anisotropic inhomogeneous
solids and develop the generalized potential method based on the use of
localized parametrix.

Note that the operator, generated by the system of piezoelasticity for in-
homogeneous anisotropic solids, is the second order non-self-adjoint strongly
elliptic partial differential operator with variable coefficients. In the refer-
ence [22] the Dirichlet problem of piezoelasticity theory was analyzed by the
LBDIE approach. The same method for the case of scalar elliptic second
order partial differential equations with variable coefficients is justified in
[13]–[21], [39].

Due to a great theoretical and practical importance, the problems of
piezoelasticity became very popular among mathematicians and engineers
(for details see, e.g., [51], [43], [27]–[35]). The BVPs and various types of in-
terface problems of piezoelasticity for homogeneous anisotropic solids, when
the material parameters are constants and the corresponding fundamental
solution is available in explicit form, have been investigated in [5], [6], [7],
[8], [9], [42], [10] by means of the conventional classical potential methods.

Unfortunately, this classical potential method is not applicable in the case
of inhomogeneous solids since for the corresponding system of differential
equations with variable coefficients a fundamental solution is not available
in explicit form, in general. Therefore, in our analysis we apply the so-called
localized parametrix method which leads to the localized boundary-domain
integral equations system.

Our main goal here is to show that solutions of the boundary value prob-
lem can be represented by localized potentials and that the corresponding
localized boundary-domain integral operator (LBDIO) is invertible, which
seems to be very important from the numerical analysis viewpoint, since
they lead to very convenient numerical schemes in applications (for details
see [38], [46], [47], [49], [50]).

Towards this end, using Green’s representation formula and properties of
the localized layer and volume potentials, we reduce the Robin type BVP of
piezoelasticity to the localized boundary-domain integral equations (LBDIE)
system. First, we establish the equivalence between the original boundary
value problem and the corresponding LBDIE system which proved to be a
quite nontrivial problem playing a crucial role in our analysis. Afterwards,
we state that the localized boundary-domain integral operator associated
with the Robin type BVP belongs to the Boutet de Monvel algebra of
pseudo-differential operators. Finally, with the help of the Vishik–Eskin
theory based on the factorization Wiener–Hopf method, we investigate the
Fredholm properties of the localized boundary-domain integral operator and
prove its invertibility in the appropriate Sobolev–Slobodetskii and Bessel
potential spaces.
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2. Reduction to LBDIE System and the Equivalence Theorems

2.1. Formulation of the boundary value problem and localized Gre-
en’s third formula. Consider the system of statics of piezoelasticity for
an inhomogeneous anisotropic medium [43]:

A(x, ∂x)U +X = 0, (2.1)

where U := (u1, u2, u3, u4)
⊤, u = (u1, u2, u3)

⊤ is the displacement vector,
u4 = φ is the electric potential, X = (X1, X2, X3, X4)

⊤, (X1, X2, X3)
⊤ is a

given mass force density, X4 is a given charge density, A(x, ∂x) is a formally
non-self-adjoint matrix differential operator

A(x, ∂x) =
[
Ajk(x, ∂x)

]
4×4

: =

[
[∂i (cijlk(x) ∂l)]3×3 [∂i(elij(x)∂l)]3×1

[−∂i(eikl(x) ∂l)]1×3 ∂i(εil(x) ∂l)

]
4×4

,

where ∂x = (∂1, ∂2, ∂3), ∂j = ∂xj = ∂/∂xj . Here and in what follows,
the Einstein summation by repeated indices from 1 to 3 is assumed if not
otherwise stated.

The variable coefficients involved in the above equations satisfy the sym-
metry conditions:

cijkl = cjikl = cklij ∈ C∞, eijk = eikj ∈ C∞, εij = εji ∈ C∞,

i, j, k, l = 1, 2, 3.

In view of these symmetry relations, the formally adjoint differential oper-
ator A∗(x, ∂x) reads as

A∗(x, ∂x) =
[
A∗

jk(x, ∂x)
]
4×4

: =

[
[∂i (cijlk(x) ∂l)]3×3 [−∂i(elij(x)∂l)]3×1

[∂i(eikl(x) ∂l)]1×3 ∂i(εil(x) ∂l)

]
4×4

.

Moreover, from physical considerations it follows that (see, e.g., [43]):

cijkl(x) ξij ξkl > c0 ξij ξij for all ξij = ξji ∈ R, (2.2)
εij(x) ηi ηj > c1 ηi ηi for all η = (η1, η2, η3) ∈ R3, (2.3)

with some positive constants c0 and c1.
By virtue of inequalities (2.2) and (2.3) it can easily be shown that the

operator A(x, ∂x) is uniformly strongly elliptic, that is, there is a constant
c > 0 such that

ReA(x, ξ) ζ · ζ > c |ξ|2 |ζ|2 for all ξ ∈ R3 and for all ζ ∈ C4, (2.4)
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where A(x, ξ) is the principal homogeneous symbol matrix of the operator
A(x, ∂x) with opposite sign,

A(x, ξ) =
[
Ajk(x, ξ)

]
4×4

: =

[
[cijlk(x) ξi ξl]3×3 [elij(x) ξi ξl]3×1

[−eikl(x) ξi ξl]1×3 εil(x) ξi ξl

]
4×4

. (2.5)

Here and in the sequel, the symbol a · b for a, b ∈ C4 denotes the scalar

product of two vectors, a · b =
4∑

j=1

ajbj , where the overbar denotes complex

conjugation.
In the theory of piezoelasticity, the components of the three-dimensi-

onal mechanical stress vector acting on a surface element with a normal
n = (n1, n2, n3) have the form

σij ni = cijlk ni ∂luk + elij ni ∂lφ for j = 1, 2, 3,

while the normal component of the electric displacement vector (with op-
posite sign) reads as

−Di ni = −eikl ni ∂luk + εil ni ∂lφ.

Let us introduce the following matrix differential operator:

T = T (x, ∂x) =
[
Tjk(x, ∂x)

]
4×4

: =

[
[cijlk(x)ni ∂l]3×3 [elij(x)ni ∂l]3×1

[−eikl(x)ni ∂l]1×3 εil(x)ni ∂l

]
4×4

. (2.6)

For a four–vector U = (u, φ)⊤, we have

T U =
(
σi1 ni, σi2 ni, σi3 ni, −Di ni

)⊤
. (2.7)

Clearly, the components of the vector T U given by (2.7) have the following
physical sense: the first three components correspond to the mechanical
stress vector in the theory of electro-elasticity and the forth one is the nor-
mal component of the electric displacement vector (with opposite sign). In
Green’s formulae there also appear the following boundary operator associ-
ated with the adjoint differential operator A∗(x, ∂x):

M = M(x, ∂x) =
[
Mjk(x, ∂x)

]
4×4

: =

[
[cijlk(x)ni ∂l]3×3 [−elij(x)ni ∂l]3×1

[eikl(x)ni ∂l]1×3 εil(x)ni ∂l

]
4×4

. (2.8)
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Introduce the following matrices associated with the boundary operators
(2.6) and (2.8)

T (x, ξ) =
[
Tjk(x, ξ)

]
4×4

: =

[
[cijlk(x)ni ξl]3×3 [elij(x)ni ξl]3×1

[−eikl(x)ni ξl]1×3 εil(x)ni ξl

]
4×4

, (2.9)

M(x, ξ) =
[
Mjk(x, ξ)

]
4×4

: =

[
[cijlk(x)ni ξl]3×3 [−elij(x)ni ξl]3×1

[eikl(x)ni ξl]1×3 εil(x)ni ξl

]
4×4

. (2.10)

Further, let Ω = Ω+ be a bounded domain in R3 with a simply connected
boundary ∂Ω = S ∈ C∞, Ω = Ω∪S. Throughout the paper, n = (n1, n2, n3)
denotes the unit normal vector to S directed outward with respect to the
domain Ω. Set Ω− := R3 \ Ω.

By Hr(Ω) = Hr
2 (Ω) and Hr(S) = Hr

2 (S), r ∈ R, we denote the Bessel po-
tential spaces on a domain Ω and on a closed manifold S without boundary,
while D(R3) and D(Ω) denote classes of infinitely differentiable functions
in R3 with a compact support in R3 and Ω respectively, and S(R3) stands
for the Schwartz space of rapidly decreasing functions in R3. Recall that
H0(Ω) = L2(Ω) is a space of square integrable functions in Ω.

For the vector U = (u1, u2, u3, u4)
⊤ the inclusion U = (u1, u2, u3, u4)

⊤ ∈
Hr means that all components uj , j = 1, 4, belong to the space Hr.

Let us denote by U+ ≡ {U}+ and U− ≡ {U}− the traces of U on S from
the interior and exterior of Ω, respectively.

We also need the following subspace of H1(Ω):

H1,0(Ω;A)

:=
{
U = (u1, u2, u3, u4)

⊤ ∈ H1(Ω) : A(x, ∂x)U ∈ L2(Ω)
}
. (2.11)

For arbitrary complex-valued vector-functions U = (u1, u2, u3, u4)
⊤ and

V = (v1, v2, v3, v4)
⊤ from the space H2(Ω), we have the following Green’s

formulae [9]:∫
Ω

[
A(x, ∂x)U · V + E(U, V )

]
dx =

∫
S

{
T U

}+ · {V }+ dS, (2.12)

∫
Ω

[
A(x, ∂x)U · V − U ·A∗(x, ∂x)V

]
dx

=

∫
S

[{
T U

}+ · {V }+ − {U}+ ·
{
MV

}+
]
dS, (2.13)

where

E(U, V ) = cijlk ∂iuj ∂lvk+elij (∂lu4 ∂ivj−∂iuj ∂lv4)+εjl ∂ju4 ∂lv4. (2.14)
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Note that by means a standard limiting procedure the above Green’s
formulae can be generalized to Lipschitz domains and to vector–functions
U ∈ H1(Ω) and V ∈ H1(Ω) with A(x, ∂x)U ∈ L2(Ω) and A∗(x, ∂x)V ∈
L2(Ω). By virtue of Green’s formula (2.12), we can determine a generalized
trace vector T +U ≡ {T U}+ ∈ H−1/2(∂Ω) for a function U ∈ H1,0(Ω;A),

⟨T +U, V +⟩∂Ω :=

∫
Ω

A(x, ∂x)U · V dx+

∫
Ω

E(U, V ) dx, (2.15)

where V ∈ H1(Ω) is an arbitrary vector-function.
Here, the symbol ⟨ · , · ⟩S denotes the duality between the spacesH−1/2(S)

and H1/2(S) which extends the usual L2 inner product

⟨f, g⟩S =

∫
S

N∑
j=1

fj gj dS for f, g ∈ L2(S).

Assume that the domain Ω is filled with an anisotropic inhomogeneous
piezoelectric material and let us formulate the Robin type boundary value
problem:

Find a vector-function U = (u1, u2, u3, u4)
⊤ ∈ H1,0(Ω, A) satisfying the

differential equation
A(x, ∂x)U = f in Ω (2.16)

and the Robin type boundary condition
T +U + βU+ = Ψ0 on S, (2.17)

where Ψ0 = (Ψ01 ,Ψ02 ,Ψ03 ,Ψ03)
⊤ ∈ H−1/2(S), f = (f1, f2, f3, f4)

⊤ ∈
H0(Ω) and β = [βjk]4×4 is a positive definite constant matrix.

Equation (2.16) is understood in the distributional sense, while the Robin
type boundary condition (2.17) is understood in the functional sense defined
in (2.15).

Remark 2.1. From the conditions (2.2) and (2.3) it follows that for complex-
valued vector-functions the sesquilinear form E(U, V ) defined by (2.14) sat-
isfies the inequality

ReE(U,U) ≥ c (sij sij + ηjηj) ∀U = (u1, u2, u3, u4)
⊤ ∈ H1(Ω)

with sij = 2−1(∂iuj(x) + ∂jui(x)) and ηj = ∂ju4(x), where c is some pos-
itive constant. Therefore, the first Green’s formula (2.12) along with the
Lax–Milgram lemma imply that the above-formulated Robin type BVP is
uniquely solvable in the space H1,0(Ω;A) (see, e.g., [36], [26], [37]).

As it has already been mentioned, our goal here is to develop the LBDIE
method for the Robin type boundary value problem.

To this end, we define a localized matrix parametrix associated with
the fundamental solution F1(x) := −[ 4π |x| ]−1 of the Laplace operator
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∆ = ∂21 + ∂22 + ∂23 ,
P (x) ≡ Pχ(x) := Fχ(x) I

= χ(x)F1(x) I = − χ(x)

4π |x|
I with χ(0) = 1, (2.18)

where Fχ(x) = χ(x)F1(x), I is the unit 4 × 4 matrix and χ is a localizing
function (see Appendix A),

χ ∈ Xk
1+, k ≥ 4. (2.19)

Throughout the paper, we assume that the condition (2.19) is satisfied and
χ has a compact support if not otherwise stated.

Denote by B(y, ε) a ball centered at the point y, of radius ε > 0 and let
Σ(y, ε) := ∂B(y, ε).

In Green’s second formula (2.13), let us take in the place of V (x) suc-
cessively the columns of the matrix P (x − y), where y is an arbitrar-
ily fixed interior point in Ω, and write the identity (2.13) for the region
Ωε := Ω \ B(y, ε) with ε > 0 such that B(y, ε) ⊂ Ω. Keeping in mind that
P⊤(x− y) = P (x− y), we arrive at the equality∫

Ωε

[
P (x− y)A(x, ∂x)U(x)−

[
A∗(x, ∂x)P (x− y)

]⊤
U(x)

]
dx

=

∫
S

[
P (x−y)

{
T (x, ∂x)U(x)

}+−
{
M(x, ∂x)P (x−y)

}⊤ {U(x)}+
]
dS

−
∫

Σ(y,ε)

[
P (x−y) T (x, ∂x)U(x)−

{
M(x, ∂x)P (x−y)

}⊤
U(x)

]
dΣ(y, ε). (2.20)

The direction of the normal vector on Σ(y, ε) is chosen as outward with
respect to B(y, ε).

It is evident that the operator

AU(y) : = lim
ε→0

∫
Ωε

[
A∗(x, ∂x)P (x− y)

]⊤
U(x) dx

= v.p.
∫
Ω

[
A∗(x, ∂x)P (x− y)

]⊤
U(x) dx (2.21)

is a singular integral operator; here and in the sequel, “v.p.” denotes the
Cauchy principal value integral. If the domain of integration in (2.21) is the
whole space R3, we employ the notation AU ≡ AU , i.e.,

AU(y) := v.p.
∫
R3

[
A∗(x, ∂x)P (x− y)

]⊤
U(x) dx. (2.22)

Note that
∂2

∂xi ∂xl

1

|x− y|
= −4π δil

3
δ(x− y) + v.p. ∂2

∂xi ∂xl

1

|x− y|
, (2.23)
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where δil is the Kronecker delta, while δ( · ) is the Dirac distribution. The
derivatives in the left-hand side of (2.23) are understood in the distributional
sense. In view of (2.18) and taking into account that χ(0) = 1, we can write
the following equality in the distributional sense:[

A∗(x, ∂x)P (x− y)
]⊤

=


[ ∂

∂xi

(
cijlk(x)

∂

∂xl
Fχ(x−y)

)]
3×3

[ ∂

∂xi

(
eikl(x)

∂

∂xl
Fχ(x−y)

)]
3×1[

− ∂

∂xi

(
elij(x)

∂

∂xl
Fχ(x−y)

)]
1×3

∂

∂xi

(
εil(x)

∂

∂xl
Fχ(x−y)

)

4×4

=


[
cijlk(x)

∂2

∂xi∂xl
Fχ(x−y)

]
3×3

[
eikl(x)

∂2

∂xi∂xl
Fχ(x−y)

]
3×1[

− elij(x)
∂2

∂xi∂xl
Fχ(x−y)

]
1×3

εil(x)
∂2

∂xi∂xl
Fχ(x−y)


4×4

+


[ ∂

∂xi
cijlk(x)

∂

∂xl
Fχ(x−y)

]
3×3

[ ∂

∂xi
eikl(x)

∂

∂xl
Fχ(x−y)

]
3×1[

− ∂

∂xi
elij(x)

∂

∂xl
Fχ(x−y)

]
1×3

∂

∂xi
εil(x)

∂

∂xl
Fχ(x−y)


4×4

=

 [
cijlk(x) kil(x, y)

]
3×3

[
eikl(x) kil(x, y)

]
3×1[

− elij(x) kil(x, y)
]
1×3

εil(x) kil(x, y)


4×4

+


[ ∂

∂xi
cijlk(x)

∂

∂xl
Fχ(x−y)

]
3×3

[ ∂

∂xi
eikl(x)

∂

∂xl
Fχ(x−y)

]
3×1[

− ∂

∂xi
elij(x)

∂

∂xl
Fχ(x−y)

]
1×3

∂

∂xi
εil(x)

∂

∂xl
Fχ(x−y)


4×4

,

where

kil(x, y) : =
δil
3
δ(x− y) + v.p. ∂

2Fχ(x− y)

∂xi∂xl

=
δil
3
δ(x− y)− 1

4π
v.p. ∂2

∂xi∂xl

1

|x− y|
+mil(x, y),

mil(x, y) : = − 1

4π

∂2

∂xi∂xl

χ(x− y)− 1

|x− y|
.

Therefore,[
A∗(x, ∂x)P (x− y)

]⊤
= b(x) δ(x− y) + v.p.

[
A∗(x, ∂x)P (x− y)

]⊤
= b(x) δ(x− y) +R(x, y)

− v.p. 1

4π

[ [
cijlk(x)ϑil(x, y)

]
3×3

[
eikl(x)ϑil(x, y)

]
3×1[

− elij(x)ϑil(x, y)
]
1×3

εil(x)ϑil(x, y)

]
4×4
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= b(x) δ(x− y) +R(1)(x, y)

− v.p. 1

4π

[ [
cijlk(y)ϑil(x, y)

]
3×3

[
eikl(y)ϑil(x, y)

]
3×1[

− elij(y)ϑil(x, y)
]
1×3

εil(y)ϑil(x, y)

]
4×4

,

where

b(x) = 1

3

[
[cljlk(x)]3×3 [elkl(x)]3×1

[−ellj(x)]1×3 εll(x)

]
4×4

, (2.24)

ϑil(x, y) =
∂2

∂xi∂xl

1

|x− y|
, i, l = 1, 2, 3, (2.25)

R(x, y) =

[ [
cijlk(x)mil(x, y)

]
3×3

[
eikl(x)mil(x, y)

]
3×1[

− elij(x)mil(x, y)
]
1×3

εil(x)mil(x, y)

]
4×4

+


[ ∂

∂xi
cijlk(x)

∂Fχ(x− y)

∂xl

]
3×3

[ ∂

∂xi
eikl(x)

∂Fχ(x− y)

∂xl

]
3×1[

− ∂

∂xi
elij(x)

∂Fχ(x− y)

∂xl

]
1×3

∂

∂xi
εil(x)

∂Fχ(x− y)

∂xl


4×4

,

R(1)(x, y) = R(x, y)

− 1

4π

[ [
cijlk(x, y))ϑil(x, y)

]
3×3

[
elij(x, y)ϑil(x, y)

]
3×1[

− eikl(x, y)ϑil(x, y)
]
1×3

εil(x, y)ϑil(x, y)

]
4×4

,

cijlk(x, y) := cijlk(x)− cijlk(y), elij(x, y) := elij(x)− eikl(y),

εil(x, y) := εil(x)− εil(y).

Evidently, the entries of the matrix-functions R(x, y) and R(1)(x, y) possess
weak singularities of type O(|x− y|−2) as x→ y. Therefore, we get

v.p. [A∗(x, ∂x)P (x− y)]⊤ = R(x, y)

+ v.p. 1

4π

[
−
[
cijlk(x)ϑil(x, y)

]
3×3

−
[
elij(x)ϑil(x, y)

]
3×1[

eikl(x)ϑil(x, y)
]
1×3

−εil(x)ϑil(x, y)

]
4×4

, (2.26)

v.p. [A∗(x, ∂x)P (x− y)]⊤ = R(1)(x, y)

+ v.p. 1

4π

[
−
[
cijlk(y)ϑil(x, y)

]
3×3

−
[
elij(y)ϑil(x, y)

]
3×1[

eikl(y)ϑil(x, y)
]
1×3

−εil(y)ϑil(x, y)

]
4×4

. (2.27)

Further, by direct calculations one can easily verify that

lim
ε→0

∫
Σ(y,ε)

P (x− y) T (x, ∂x)U(x) dΣ(y, ε) = 0, (2.28)
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lim
ε→0

∫
Σ(y,ε)

{
M(x, ∂x)P (x− y)

}⊤
U(x) dΣ(y, ε)

=
1

4π


[
cijlk(y)

∫
Σ1

ηiηl dΣ1

]
3×3

[
eikl(y)

∫
Σ1

ηlηi dΣ1

]
3×1[

− elij(y)

∫
Σ1

ηiηl dΣ1

]
1×3

εil(y)

∫
Σ1

ηiηl dΣ1


4×4

U(y)

=
1

4π


[
cijlk(y)

4π δil
3

]
3×3

[
eikl(y)

4π δli
3

]
3×1[

− elij(y)
4π δil
3

]
1×3

εil(y)
4π δil
3


4×4

U(y)

= b(y)U(y), (2.29)

where Σ1 is a unit sphere, η = (η1, η2, η3) ∈ Σ1 and b is defined by (2.24).
Passing to the limit in (2.20) as ε → 0 and using the relations (2.21),

(2.28) and (2.29), we obtain

b(y)U(y) +AU(y)− V (T +U)(y) +W (U+)(y)

= P
(
A(x, ∂x)U

)
(y), y ∈ Ω, (2.30)

where A is a localized singular integral operator given by (2.21), while V ,
W and P are the localized single layer, double layer and Newtonian volume
potentials,

V (g)(y) := −
∫
S

P (x− y) g(x) dSx, (2.31)

W (g)(y) := −
∫
S

[
M(x, ∂x)P (x− y)

]⊤
g(x) dSx, (2.32)

P(h)(y) :=

∫
Ω

P (x− y)h(x) dx. (2.33)

Let us also introduce the scalar volume potential

P(µ)(y) :=
∫
Ω

Fχ(x− y)µ(x) dx (2.34)

with µ being a scalar density function.
If the domain of integration in the Newtonian volume potential (2.33) is

the whole space R3, we employ the notation P h ≡ Ph, i.e.,

P(h)(y) :=

∫
R3

P (x− y)h(x) dx. (2.35)

Mapping properties of the above potentials are investigated in [16].
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We refer the relation (2.30) as Green’s third formula. By a standard lim-
iting procedure we can extend Green’s third formula (2.30) to the functions
from the space H1,0(Ω, A). In particular, it holds true for solutions of the
above formulated Robin type BVP. In this case, the generalized trace vector
T +U is understood in the sense of definition (2.15).

For U = (u1, . . . , u4)
⊤ ∈ H1(Ω), one can also derive the following rela-

tion:

AU(y) = −b(y)U(y)−W (U+)(y) +QU(y), ∀ y ∈ Ω, (2.36)

where

QU(y) :=


[ ∂

∂yi
P(cijlk ∂luk)(y) +

∂

∂yi
P(elij∂lu4)(y)

]
3×1

− ∂

∂yi
P(eikl∂luk)(y) +

∂

∂yi
P(εil∂lu4)(y)


4×4

. (2.37)

and P is defined in (2.34).
In what follows, for our analysis we need the explicit expression of the

principal homogeneous symbol matrix S (A)(y, ξ) of the singular integral
operator A. This matrix coincides with the Fourier transform of the sin-
gular matrix kernel defined by (2.26). Let F denote the Fourier transform
operator,

Fz→ξ[g] =

∫
R3

g(z) ei z·ξ dz,

and set

hil(z) : = v.p.ϑil(x, t) = v.p. ∂2

∂zi∂zl

1

|z|
,

ĥil(ξ) : = Fz→ξ(hil(z)), i, l = 1, 2, 3.

In view of (2.23) and taking into account the relations Fz→ξδ(z) = 1 and
Fz→ξ(|z|−1) = 4π|ξ|−2 (see, e.g., [25]), we easily derive

ĥil(ξ) := Fz→ξ(hil(z)) = Fz→ξ

(4πδil
3

δ(z) +
∂2

∂zi ∂zl

1

|z|

)
=

4πδil
3

+ (−iξi)(−iξl)Fz→ξ

( 1

|z|

)
=

4πδil
3

− 4πξiξl
|ξ|2

.

Now, for arbitrary y ∈ Ω and ξ ∈ R3 \ {0}, due to (2.27), we get

S (A)(y, ξ) = − 1

4π
Fz→ξ

[ [
cijlk(y)hil(z)

]
3×3

[
eikl(y)hil(z)

]
3×1[

− elij(y)hil(z)
]
1×3

εil(y)hil(z)

]
4×4

= − 1

4π

 [
cijlk(y) ĥil(z)

]
3×3

[
eikl(y) ĥil(z)

]
3×1[

− elij(y) ĥil(z)
]
1×3

εil(y) ĥil(z)


4×4
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= −b(y) + 1

|ξ|2

[ [
cijlk(y) ξiξl

]
3×3

[
elij(y) ξlξi

]
3×1[

− eikl(y) ξiξl
]
1×3

εil(y) ξiξl

]
4×4

=
1

|ξ|2
A(y, ξ)− b(y). (2.38)

As we can see, the entries of the principal homogeneous symbol matrix
S(A)(y, ξ) of the operator A are even rational homogeneous functions in
ξ of order 0. It can easily be verified that both the characteristic function
of the singular kernel in (2.27) and the Fourier transform (2.38) satisfy the
Tricomi condition, i.e., their integral averages over the unit sphere vanish
(cf. [40]).

Denote by ℓ0 the extension operator by zero from Ω = Ω+ onto Ω− =
R3 \ Ω. It is evident that for the function U ∈ H1(Ω) we have

(AU)(y) = (Aℓ0U)(y) for y ∈ Ω.

Introduce the notation

(Kℓ0U)(y) := (b(y)− I)U(y) + (Aℓ0U)(y) for y ∈ Ω, (2.39)

and for our further purposes we rewrite the third Green’s formula (2.30) in
a more convenient form

[I + K]ℓ0U (y)− V (T +U)(y) +W (U+)(y)

= P(A(x, ∂x)U)(y), y ∈ Ω, (2.40)

where I is the identity operator.
The relation (2.38) implies that the principal homogeneous symbols of

the singular integral operators K and I + K read as

S(K)(y, ξ) = |ξ|−2A(y, ξ)− I ∀ y ∈ Ω, ∀ ξ ∈ R3 \ {0}, (2.41)
S(I + K)(y, ξ) = |ξ|−2A(y, ξ) ∀ y ∈ Ω, ∀ ξ ∈ R3 \ {0}. (2.42)

It is evident that the symbol matrix (2.42) is uniformly strongly elliptic due
to (2.4)

Re
(
S(I + K)(y, ξ) ζ, ζ

)
= |ξ|−2 Re

(
A(y, ξ) ζ, ζ

)
≥ c |ζ|2 (2.43)

∀ y ∈ Ω, ∀ ξ ∈ R3 \ {0}, ∀ ζ ∈ C3,

where c is the same positive constant as in (2.4).
From (2.39) it follows that (see, e.g., [3], [26, Theorem 8.6.1]) if χ ∈ Xk

with integer k > r + 2, then

rΩK ℓ0 : Hr(Ω) −→ Hr(Ω), r > 0, (2.44)

since the symbol (2.41) is rational and the operator with the kernel func-
tion either R(x, y) or R(1)(x, y) maps Hr(Ω) into Hr+1(Ω) (cf. [16, Theo-
rem 5.6]). Here and throughout the paper, rΩ denotes the restriction oper-
ator to Ω.
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Assuming that U ∈ H2(Ω) and applying the differential operator T (x, ∂x)
to Green’s formula (2.40) and using the properties of localized potentials
described in Appendix B (see Theorems B.1–B.4) we arrive at the relation:

T +Kℓ0U + ( I − d)(T +U)−W ′(T +U) + L(U+)

= T +P(A(x, ∂x)U) on S, (2.45)
where the localized boundary integral operators W ′ and L := L+ are gen-
erated by the localized single- and double-layer potentials and are defined
in (B.3) and (B.4), the matrix d is defined by (B.17), while

T +Kℓ0U ≡
{
T (K ℓ0U)

}+ on S, (2.46)

T +P(A(x, ∂x)U) ≡
{
T P(A(x, ∂x)U)

}+ on S. (2.47)

2.2. LBDIE formulation of the Robin type problem and the equiv-
alence theorem. Let U ∈ H2(Ω) be a solution to the Robin type BVP
(2.16), (2.17) with ψ0 ∈ H

1
2 (S) and f ∈ H0(Ω). As we have derived above,

there hold the relations (2.40) and (2.45), which now can be rewritten in
the form

[I + K]ℓ0U +W (Φ) + V (βΦ) = P(f) + V (Ψ0) in Ω, (2.48)
T +Kℓ0U + L(Φ) + (d − I)β Φ+W ′βΦ

= T +P(f) + (d − I)Ψ0 +W ′(Ψ0) on S, (2.49)

where Φ := U+ ∈ H
3
2 (S).

One can consider these relations as a LBDIE system with respect to the
unknown vector-functions U and Φ. Now we prove the following equivalence
theorem.

Theorem 2.2. Let χ ∈ X4
1+. The Robin type boundary value problem

(2.16), (2.17) is equivalent to LBDIE system (2.48), (2.49) in the following
sense:

(i) If a vector-function U ∈ H2(Ω) solves the Robin type BVP (2.16),
(2.17), then it is unique and the pair (U,Φ) ∈ H2(Ω)×H

3
2 (S) with

Φ = U+ , (2.50)
solves the LBDIE system (2.48), (2.49) and, vice versa;

(ii) If a pair (U,Φ) ∈ H2(Ω)×H
3
2 (S) solves the LBDIE system (2.48),

(2.49), then it is unique and the vector-function U solves the Robin
type BVP (2.16), (2.17), and relation (2.50) holds.

Proof. (i) The first part of the theorem is trivial and directly follows form
the relations (2.40), (2.45), (2.50) and Remark 2.1.

(ii) Now, let a pair (U,Φ) ∈ H2(Ω) × H
3
2 (S) solve the LBDIE system

(2.48), (2.49). We apply the differential operator T to equation (2.48), take
its trace on S and compare with (2.49) to obtain

T +U + βΦ = Ψ0 on S. (2.51)
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Further, since U ∈ H2(Ω), we can write the third Green’s formula (2.40)
which in view of (2.51) can be rewritten as

[I + K] ℓ0U + V (βΦ)− V (Ψ0) +W (U+) = P(A(x, ∂x)U) in Ω. (2.52)

From (2.48) and (2.52) it follows that

W (U+ − Φ)− P
(
A(x, ∂x)U − f

)
= 0 in Ω, (2.53)

whence by Lemma 6.4 in [16] we conclude

A(x, ∂x)U = f in Ω and U+ = Φ on S.

Therefore, from (2.51) we get

T +U + βU+ = Ψ0 on S. (2.54)

Thus U solves the Robin type BVP (2.16), (2.17) and, in addition, equation
(2.50) holds.

The uniqueness of a solution to the LBDIE system (2.48), (2.49) in the
class H2(Ω) × H

3
2 (S) directly follows from the above-proven equivalence

result and the uniqueness theorem for the Robin type problem (2.16), (2.17)
(see Remark 2.1). �

3. Invertibility of the LBDIO Corresponding to the Robin
Type BVP

From Theorem 2.2 it follows that the LBDIE system (2.48), (2.49) with a
special right-hand side is uniquely solvable in the class H2(Ω, A)×H3/2(S).
Here, our main goal is to investigate Fredholm properties of the localized
boundary-domain integral operator generated by the left-hand side expres-
sions in (2.48), (2.49) in appropriate functional spaces.

To this end, let us consider the LBDIE system for the unknown pair
(U,Φ) ∈ H2(Ω)×H3/2(S),

(I + K)ℓ0U +W (Φ) + V (βΦ) = F1 in Ω, (3.1)
T +Kℓ0U + L(Φ) + (d − I)βΦ+W ′(βΦ) = F2 on S, (3.2)

where F1 ∈ H2(Ω) and F2 ∈ H1/2(S).
Introduce the notation

B := I + K. (3.3)
In view of (2.42), the principal homogeneous symbol matrix of the operator
B reads as

S(B)(y, ξ) = |ξ|−2A(y, ξ) for y ∈ Ω, ξ ∈ R3 \ {0}. (3.4)

The entries of the matrix S(B)(y, ξ) are even rational homogeneous func-
tions of order 0 in ξ. Moreover, due to (2.4), the matrix S(B)(y, ξ) is
uniformly strongly elliptic,

Re
(
S(B)(y, ξ)ζ, ζ

)
≥ c |ζ|2 for all y ∈ Ω, ξ ∈ R3 \ {0} and ζ ∈ C3.
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Consequently, B is a uniformly strongly elliptic pseudodifferential operator
of zero order (i.e., a singular integral operator) and the partial indices of
factorization of the symbol (3.4) are equal to zero (cf. Lemma 1.20 in [12]).

Now we present some auxiliary material needed for our further anal-
ysis. Let ỹ ∈ ∂Ω be some fixed point and consider the frozen symbol
S(B)(ỹ, ξ) ≡ S(B̃)(ξ), where B̃ denotes the operator B written in a cho-
sen local coordinate system. Further, let ̂̃B denote the pseudodifferential
operator with the symbol

Ŝ(B̃)(ξ′, ξ3) := S(B̃)
(
(1 + |ξ′|)ω, ξ3

)
with ω =

ξ′

|ξ′|
, ξ = (ξ′, ξ3), ξ′ = (ξ1, ξ2).

The principal homogeneous symbol matrix S(B̃)(ξ) of the operator ̂̃B can
be factorized with respect to the variable ξ3,

S(B̃)(ξ) = S(−)(B̃)(ξ)S(+)(B̃)(ξ), (3.5)
where

S(±)(B̃)(ξ) =
1

ξ3 ± i |ξ′ |
Ã(±)(ξ′, ξ3),

Ã(±)(ξ′, ξ3) are the “plus” and “minus” polynomial matrix factors of the first
order in ξ3 of the positive definite polynomial symbol matrix Ã(ξ′, ξ3) ≡
Ã(ỹ, ξ′, ξ3) (see Theorem 1 in [23], Theorem 1.33 in [45], Theorem 1.4 in
[24]), i.e.

Ã(ξ
′
, ξ3) = Ã(−)(ξ′, ξ3) Ã

(+)(ξ′, ξ3) (3.6)
with det Ã(+)(ξ′, τ) ̸= 0 for Im τ > 0 and det Ã(−)(ξ′, τ) ̸= 0 for Im τ < 0.
Moreover, the entries of the matrices Ã(±)(ξ′, ξ3) are homogeneous functions
in ξ = (ξ′, ξ3) of order 1.

Denote by a(±)(ξ′) the coefficients of ξ43 in the determinants detÃ(±)(ξ′, ξ3).
Evidently,

a(−)(ξ′) a(+)(ξ′) = det Ã(0, 0, 1) > 0 for ξ′ ̸= 0. (3.7)

It is easy to see that the inverse factor-matrices [Ã(±)(ξ′, ξ3)]
−1 have the

following structure:[
Ã(±)(ξ′, ξ3)

]−1
=

1

det Ã(±)(ξ′, ξ3)

[
p(±)

ij
(ξ′, ξ3)

]
4×4

, (3.8)

where [p(±)
ij

(ξ′, ξ3)]4×4 is the matrix of co-factors corresponding to the ma-
trix Ã(±)(ξ′, ξ3). They can be written in the form

p(±)
ij

(ξ′, ξ3) = c(±)
ij

(ξ′) ξ33 + b(±)
ij

(ξ′) ξ23 + d(±)
ij

(ξ′) ξ3 + e
(±)
ij (ξ′) (3.9)

with c(±)
ij

, b(±)
ij

, d(±)
ij

, and e(±)
ij

, i, j = 1, 2, 3, 4, being homogeneous functions
in ξ′ of order 0, 1, 2 and 3, respectively.
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Denote by Π+ the Cauchy type integral operator

Π+(f)(ξ) =
i

2π
lim

t→0+

+∞∫
−∞

h(ξ′, η3) dη3
ξ3 + i t− η3

, ξ = (ξ′, ξ3), ξ′ = (ξ1, ξ2), (3.10)

which is well defined for any ξ ∈ R3 for a bounded smooth function h(ξ′, · )
satisfying the relation h(ξ′, η3) = O(1 + |η3|)−ν with some ν > 0.

The following lemma holds (see [22]).

Lemma 3.1. Let χ ∈ Xk
1+ with integer k > s+2 and let ℓ0 be the extension

operator by zero from R3
+ onto the half-space R3

−. The operator

r
R3
+

̂̃Bℓ0 : Hs(R3
+) −→ Hs(R3

+)

is invertible for all s ≥ 0, where r
R3
+

is the restriction operator to the half-
space R3

+.
Moreover, for f ∈ Hs(R3

+) with s ≥ 0, the unique solution of the equation

r
R3
+

̂̃Bℓ0U = f, (3.11)

can be represented in the form

U+ := ℓ0u = F−1
{[

Ŝ(+)(B̃)
]−1

Π+
([

Ŝ(−)(B̃)
]−1F(ℓf)

)}
, (3.12)

where ℓf ∈ Hs(R3) is an arbitrary extension of f onto the whole space R3.

Lemma 3.2. Let the factor matrix Ã(+)(ξ′, τ) be as in (3.6), and let a(+)

and c(+)
ij

be as in (3.7) and (3.9), respectively. Then the following equality
holds

1

2πi

∫
γ−

[
Ã(+)(ξ′, τ)

]−1
dτ =

1

a(+)(ξ′)

[
c(+)
ij

(ξ′)
]
4×4

, (3.13)

and
det

[
c(+)
ij

(ξ′)
]
4×4

̸= 0 for ξ′ ̸= 0. (3.14)
Here γ− is a contour in the lower complex half-plane enclosing all roots of
the polynomial det Ã(+)(ξ′, τ) with respect to τ .

It is well known that the differential operator T (x, ∂x) covers the operator
A(x, ∂x) on the boundary S (see, e.g., [1], [11], [41], [48]), i.e., the problem

Ã
(
ξ′, i

d

dt

)
v(ξ′, t) = 0, t ∈ R+ = (0,+∞), (3.15)

T̃
(
ξ′, i

d

dt

)
v(ξ′, t)

∣∣∣∣
t=0

= 0 (3.16)

has only the trivial solution in the Schwartz space S(R+) of infinitely
smooth, rapidly decreasing vector-functions at infinity. Here, Ã(ξ′, ξ3) :=

A(ỹ, ξ′, ξ3) and T̃ (ξ′, ξ3) := T (ỹ, ξ′, ξ3) correspond, respectively, to the
“frozen” differential and co-normal operators at the point ỹ ∈ ∂Ω.
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The above covering condition implies the following assertion.

Lemma 3.3. Let γ− be as in Lemma 3.2. The matrix∫
γ−

T̃ (ξ′, τ)
[
Ã(+)(ξ′, τ)

]−1
dτ (3.17)

is non-singular for all ξ′ ̸= 0.

Proof. Let us consider the following matrix:∫
γ−

e−iτt
[
Ã(+)(ξ′, τ)

]−1
dτ, 0 < t <∞, (3.18)

and denote by v(1)(ξ′, t), v(2)(ξ′, t), v(3)(ξ′, t), and v(4)(ξ′, t), the columns of
the matrix (3.18).

Clearly, v(k)(ξ′, · ) ∈ S(R+), k = 1, 2, 3, 4.
First we show that v(k)(ξ′, · ), k = 1, 4, are linearly independent solutions

of equation (3.15). Indeed, by direct differentiation it can be easily seen that
the vector-functions v(k)(ξ′, t), k = 1, 4, solve the equation

Ã(+)
(
ξ′, i

d

dt

)
v(ξ′, t) = 0, 0 < t <∞. (3.19)

In view of the decomposition

Ã
(
ξ′, i

d

dt

)
= Ã(−)

(
ξ′, i

d

dt

)
Ã(+)

(
ξ′, i

d

dt

)
, (3.20)

it follows that v(k)(ξ′, t), k = 1, 4, are solutions of equation (3.15).
Now let us show that the vector-functions v(k)(ξ′, · ), k = 1, 4, are linearly

independent. Assume that for some scalar constants αk, k = 1, 4, the
equality

α1 v
(1)(ξ′, t) + α2 v

(2)(ξ′, t) + α3 v
(3)(ξ′, t) + α4 v

(4)(ξ′, t) = 0 (3.21)

holds. Note that the matrix-function (3.18) is continuous at t = 0. There-
fore from (3.21) by passing to the limit, as t → 0, we obtain the following
linear algebraic system of equations with respect to α = (α1, α2, α3, α4)

⊤,( ∫
γ−

[
Ã(+)(ξ′, τ)

]−1
dτ

)
α = 0. (3.22)

Due to Lemma 3.2,

det
( ∫
γ−

[
Ã(+)(ξ′, τ)

]−1
dτ

)
̸= 0 for all ξ′ ̸= 0,

and consequently α = (α1, α2, α3, α4)
⊤ = 0, implying that v(k)(ξ′, · ), k =

1, 4, are linearly independent solutions of equation (3.15).
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Further, let us consider an arbitrary solution of equation (3.15) belonging
to the class S(R+),

v(ξ′, t) =
4∑

k=1

ak v
(k)(ξ′, t), (3.23)

where a1, a2, a3, a4 are the scalar constants. If (3.23) satisfies in addition
the condition (3.16), then due to the covering condition it should be identical
zero. Substituting (3.23) into (3.16), we arrive at the following system of
linear algebraic equations with respect to a = (a1, a2, a3, a4)

⊤:(∫
γ−

T̃ (ξ′, τ)
[
Ã(+)(ξ′, τ)

]−1
dτ

)
a = 0. (3.24)

Since this system should possess only the trivial solution, we conclude that

det
( ∫
γ−

T̃ (ξ′, τ)
[
Ã(+)(ξ′, τ)

]−1
dτ

)
̸= 0 for all ξ′ ̸= 0,

which completes the proof. �
Now, with the above auxiliary results in hand, we can investigate the

invertibility of the localized boundary-domain integral operator generated
by the left-hand side expressions in the system (3.1), (3.2). We denote this
operator by R ,

R :=

[
rΩBℓ0 −rΩW + rΩV β

T +Kℓ0 L+ (d − I) +W ′β

]
8×8

.

Let us introduce the following boundary operators depending on the param-
eter t ∈ [0, 1],

Tt = Tt(x, ∂x) := (1− t)I∂n + tT (x, ∂x),

Mt = Mt(x, ∂x) := (1− t)I∂n + tM(x, ∂x).
(3.25)

Now we can prove the following assertion.
Theorem 3.4. Let a localizing function χ ∈ X∞

1+, r ≥ 1, and the conditions

det T̃t(ξ′,−i |ξ′|) ̸= 0, detM̃t( ξ
′,−i |ξ′|) ̸= 0, (3.26)

be satisfied for all ξ′ ̸= 0 and for all t ∈ (0, 1], where the matrices T̃t(ξ′, ξ3)
and M̃t(ξ

′, ξ3) are defined as follows:
T̃t(ξ′, ξ3) := (1− t)ξ3I + tT̃ (ξ′, ξ3),

M̃t(ξ
′, ξ3) := (1− t)ξ3I + tM̃(ξ′, ξ3).

(3.27)

Then the operator
R : Hr+1(Ω)×Hr+1/2(S) −→ Hr+1(Ω)×Hr−1/2(S) (3.28)

is invertible.
Proof. We prove the theorem in four steps, where we show that
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Step 1: the operator rΩBℓ0 : Hs(Ω) → Hs(Ω) for s ≥ 0 is Fredholm with
zero index;

Step 2: the operator R in (3.28) is Fredholm;
Step 3: IndR = 0;
Step 4: the operator R is invertible.

Step 1. Since (3.4) is a rational function in ξ, we can apply the theory
of pseudodifferential operators with the symbol satisfying the transmission
conditions (see [25], [3], [44], [45], [4]). With the help of the local principal
(see [2] and Lemma 23.9 in [25]) and the above Lemma 3.1 we can deduce
that the operator

B := rΩB ℓ0 : Hs(Ω) −→ Hs(Ω)

is Fredholm for all s ≥ 0.
To show that IndB = 0, we use the fact that the operators B and Bt =

rΩ(I + tK)ℓ0, where t ∈ [0, 1], are homotopic. Note that B = B1. The
principal homogeneous symbol of the operator Bt has the form

S(Bt)(y, ξ) = I + tS(K)(y, ξ) = (1− t)I + tS(B)(y, ξ).

It is easy to see that the operator Bt is uniformly strongly elliptic,
Re

(
S(Bt)(y, ξ)ζ, ζ

)
= (1− t)|ζ|2 + tRe

(
S(B)(y, ξ)ζ, ζ

)
≥ c1 |ζ|2

for all y ∈ Ω, ξ ̸= 0, ζ ∈ C3, and t ∈ [0, 1], c1 = min{1, c}, where c is the
constant involved in (2.4).

Since S(Bt)(y, ξ) is rational, even and homogeneous of order zero in ξ,
as above, we again conclude that the operator

Bt : H
s(Ω) −→ Hs(Ω)

is Fredholm for all s ≥ 0 and for all t ∈ [0, 1]. Therefore IndBt is the same
for all t ∈ [0, 1]. On the other hand, due to the equality B0 = rΩ I, we get

IndB = IndB1 = IndBt = IndB0 = 0.

Step 2. To investigate Fredholm properties of the operator R we apply
the local principle (cf. e.g., [25], § 19 and § 22). Due to this principle,
we have to show that the operator R is locally Fredholm at an arbitrary
“frozen” interior point ỹ ∈ S, and secondly that the so-called general-
ized Šapiro–Lopatinskiĭ condition for the operator R holds at an arbitrary
“frozen” point ỹ ∈ S. To obtain the explicit form of this condition we pro-
ceed as follows. Let U be a neighborhood of a fixed point ỹ ∈ Ω and let
ψ̃0, φ̃0 ∈ D(U) be infinitely differentiable scalar functions such that

supp ψ̃0 ∩ supp φ̃0 ̸= ∅, ỹ ∈ supp ψ̃0 ∩ supp φ̃0,

and consider the operator ψ̃0R φ̃0. We consider separately two possible
cases: ỹ ∈ Ω and ỹ ∈ S.

Case 1). Let ỹ ∈ Ω. Then we can choose a neighborhood Uj of the point
ỹ such that U ⊂ Ω. Therefore the operator ψ̃0R φ̃0 has the same Fredholm
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properties as the operator ψ̃0B φ̃0 (see the similar arguments in the proof
of Theorem 22.1 in [25]). Then owing to Step 1, we conclude that ψ̃0R φ̃0

is the locally Fredholm operator at interior points of Ω.
Case 2). Now let ỹ ∈ S. Then at this point we have to “froze” the

operator ψ̃0 R φ̃0, which means that we can choose a neighborhood U of the
point ỹ sufficiently small such that at the local co-ordinate system with the
origin at the point ỹ and the third axis coinciding with the normal vector
at the point ỹ ∈ S, the following decomposition

ψ̃0R φ̃0 = ψ̃0

( ̂̃
R+ Ñ + M̃

)
φ̃0, (3.29)

holds, where Ñ is a bounded operator with a small norm

Ñ : Hr+1(R3
+)×Hr+1/2(R2) −→ Hr+1(R3

+)×Hr−1/2(R2),

while M̃ is a bounded operator

M̃ : Hr+1(R3
+)×Hr+1/2(R2) −→ Hr+2(R3

+)×Hr+1/2(R2);

the operator ̂̃
R is defined in the upper half-space R3

+ as follows

̂̃
R :=

 r+
̂̃Bℓ0 r+

̂̃
W

(
̂̃T +K̃)ℓ0

̂̃L
 with r+ = r

R3
+

and possesses the following mapping propertŷ̃
R : Hr+1(R3

+)×Hr+1/2(R2) −→ Hr+1(R3
+)×Hr−1/2(R2). (3.30)

The operators with “hat” involved in the expression of ̂̃
R, are defined as

follows: for the operator G̃, the operator ̂̃
G denotes that in Rn (n = 2, 3)

constructed by the symbol

Ŝ(G̃)(ξ) := S(G̃)
((
1 + |ξ′|

)
ω, ξ3

)
if n = 3

and
Ŝ(G̃)(ξ) := S(G̃)

((
1 + |ξ′|

)
ω
)

if n = 2,

where ω = ξ′

|ξ′| , ξ = (ξ′, ξn), ξ′ = (ξ1, . . . , ξn−1).
The generalized Šapiro–Lopatinskiĭ condition is related to the invertibil-

ity of the operator (3.30). Indeed, let us write the system corresponding to
the operator ̂̃

R:

r+
̂̃Bℓ0Ũ + r+

̂̃
W Φ̃ = F̃1 in R3

+ , (3.31)

(
̂̃T +K̃)ℓ0Ũ +

̂̃L Φ̃ = F̃2 on R2 , (3.32)

where F̃1 ∈ H2(R3
+), F̃2 ∈ H1/2(R2).
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Note that the operator r+ ̂̃Bℓ0 is a singular integral operator with even
rational elliptic principal homogeneous symbol. Then due to Lemma 3.1,
the operator

r+
̂̃Bℓ0 : Hr+1(R3

+) −→ Hr+1(R3
+)

is invertible. Therefore from equation (3.31) we can define Ũ . (3.31)

ℓ0Ũ = ℓ0
[
r+

̂̃Bℓ0]−1
f̃ =

= F−1
{[

Ŝ
(+)

(B̃)
]−1

Π+
([

Ŝ
(−)

(B̃)
]−1F(ℓf̃)

)}
, (3.33)

where f̃ = F̃1−r+
̂̃
W Φ̃, ℓ is an extension operator from R3

+ to R3 preserving
the function space, while ℓ0 is an extension operator R3

+ to R3
− by zero, the

operator Π+ involved in (3.33) is defined in (3.10); here Ŝ
(±)

(·) denote the
so-called “plus” and “minus” factors in the factorization of the correspond-
ing symbol Ŝ(·) with respect to the variable ξ3. Note that the function ℓ0Ũ
in (3.33) does not depend on the extension operator ℓ.

Substituting (3.33) into (3.32), we get the following pseudodifferential
equation with respect to the unknown function Φ̃:

−(
̂̃T +K̃)F−1

{[
Ŝ

(+)

(B̃)
]−1

Π+
([

Ŝ
(−)

(B̃)
]−1F(

̂̃
W Φ̃)

)}
+

̂̃L Φ̃

= F̃ on R2, (3.34)
where

F̃ = F̃2 − ̂̃T +K̃ℓ0
[
r+

̂̃Bℓ0]−1
F̃1.

It can be shown that
T̃

+

K̃ v (y′) =
[
F−1

ξ→y

[
T̃ (−iξ)S(K̃)(ξ)F(v)(ξ)

]]
y3=0+

= F−1
ξ′→y′

[
Π′[T̃ (−iξ)S(K̃)(ξ)F(v)(ξ)

]]
, (3.35)

where the operator Π′ is defined as follows:

Π′(g)(ξ′) =
1

2π

+∞∫
−∞

g(ξ′, ξ3) dξ3 for g ∈ L1(R3)

while (for details see [21], Appendix C)

Π′(g)(ξ′) = lim
x3→0+

r+F −1
ξ3→x3

[g(ξ′, ξ3)] = − 1

2π

∫
γ−

g(ξ′, ζ) dζ,

if the following conditions hold:
(i) g(ξ′, ξ3) is rational in ξ3 and the denominator does not vanish for

nonzero real ξ = (ξ′, ξ3) ∈ R3 \ {0},
(ii) g(ξ′, ξ3) is homogeneous of order m ∈ Z := {0,±1,±2, . . . } in ξ =

(ξ′, ξ3), and
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(iii) g(ξ′, ξ3) is infinitely differentiable with respect to real ξ = (ξ′, ξ3)
for ξ′ ̸= 0,

and γ− is a contour in the lower complex half-plane orientated counter-
clockwise and enclosing all the poles of the rational function g.

It is clear that if g(ξ′, ζ) is analytic with respect to ζ in the lower half-
plane (Im ζ < 0), then

Π′(g)(ξ′) = 0 for all ξ′.
Further, we can represent the double-layer potential as

W (φ) = P
(
M⊤(Φ⊗ δS)

)
, (3.36)

where the distribution M⊤(Φ⊗ δS) is supported on the boundary S and is
defined by the relation⟨

M⊤(Φ⊗ δS), ψ)
⟩
R3 := ⟨Φ,Mψ⟩S ∀ψ ∈ D(R3).

In the case if S = R2 is the boundary of the half-space, the distribution
Φ̃ ⊗ δS is the direct product Φ̃ ⊗ δS = Φ̃(x1, x2) × δ(x3) and in view of
(3.35), we can write

(
̂̃T +K̃)F−1

ξ→x̃

{[
Ŝ

(+)

(B̃)(ξ)
]−1

Π+
([

Ŝ
(−)

(B̃)
]−1F(

̂̃
W Φ̃)

)
(ξ)

}
(ỹ′)

= F−1
ξ′→ỹ′

{
Π′

[ ̂̃T Ŝ(K̃)
[
Ŝ

(+)

(B̃)
]−1

×Π+
([

Ŝ
(−)

(B̃)
]−1

Ŝ(P̃)
̂̃M⊤)]

(ξ′)Fx̃′→ξ′Φ̃
}
. (3.37)

By virtue of the above relations, equation (3.34) can be rewritten in the
form

F−1
ξ′→y′

[
ê (ξ′)F(Φ̃)(ξ′)

]
= F̃ (y′) on R2, (3.38)

where
ê(ξ′) = e

(
(1 + |ξ′|)ω

)
, ω =

ξ′

|ξ′|
(3.39)

with e( · ) being a homogeneous matrix function of order 1 given by the
equality

e(ξ′) =−Π′
{
T̃ S(K̃)

[
S

(+)

(B̃)
]−1

Π+
([

S
(−)

(B̃)
]−1

S(P̃)M̃⊤
)}

(ξ′)

+S(L̃)(ξ′) ∀ ξ′ ̸= 0. (3.40)
If det e(ξ′) is different from zero for all ξ′ ̸= 0, then det ê(ξ′) ̸= 0 for all
ξ′ ∈ R2, and the corresponding pseudodifferential operator

Ê : Hs(R2) −→ Hs−1(R2),

generated by the left hand-side expression in (3.38), is invertible for all
s ∈ R. In particular, it follows that the system of equations (3.31), (3.32) is
uniquely solvable with respect to (Ũ , Φ̃) in the space H2(R3

+)×H3/2(R2) for
arbitrary right-hand sides (F̃1, F̃2) ∈ H2(R3

+) × H1/2(R2). Consequently,
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the operator ̂̃
R in (3.30) is invertible, which implies that the operator (3.29)

possesses left and right regularizers. In turn, this yields that the operator
(3.28) possesses left and right regularizers, as well. Thus the operator (3.28)
is Fredholm if the matrix

e(ξ′) = −Π′
{
T̃ S(K̃)

[
S

(+)

(B̃)
]−1

×Π+
([

S
(−)

(B̃)
]−1

S(P̃)M̃⊤
)}

(ξ′) +S(L̃)(ξ′) (3.41)

is non-singular for all ξ′ ̸= 0. This condition is called the Šapiro–Lopatinskiĭ
condition (cf. [25], Theorems 12.2 and 23.1, and also formulas (12.27),
(12.25)). Let us show that in our case the Šapiro–Lopatinskiĭ condition
holds. To this end, let us note that the principal homogeneous symbols
S(K̃), S(B̃), S(P̃), and S(L̃) of the operators K, B, P, and L in the
chosen local co-ordinate system involved in formula (3.41) read as:

S(K̃)(ξ) = |ξ|−2Ã(ξ)− I,

S(B̃)(ξ) = |ξ|−2Ã(ξ), S(P̃)(ξ) = −|ξ|−2I,

S(L̃)(ξ′) = 1

2|ξ′|
T̃ (ξ′,−i|ξ′|)M̃⊤(ξ′,−i|ξ′|),

ξ = (ξ′, ξ3), ξ′ = (ξ1, ξ2).

(3.42)

Recall that the matrices S(+)(B̃) and (−)(B̃) are the so-called “plus” and
“minus” factors in the factorization of the symbol S(B̃) with respect to the
variable ξ3.

We rewrite (3.40) in the form

e(ξ′) = −Π′
{
T̃
(
S(B̃)− I

)[
S(+)(B̃)

]−1

×Π+
([

S(−)(B̃)
]−1

S(P̃)M̃⊤
)}

(ξ′) +S(L̃)(ξ′)

= e1(ξ
′) + e2(ξ

′) +S(L̃)(ξ′), (3.43)

where S(L̃)(ξ′) is defined in (3.42) and

e1(ξ
′) = −Π′

{
T̃ S(B̃)

[
S(+)(B̃)

]−1

×Π+
([

S(−)(B̃)
]−1

S(P̃)M̃⊤
)}

(ξ′), (3.44)

e2(ξ
′) = Π′

{
T̃
[
S(+)(B̃)

]−1
Π+

([
S(−)(B̃)

]−1
S(P̃)M̃⊤

)}
(ξ′). (3.45)

By direct calculations we get

Π+
([

S(−)(B̃)
]−1

S(P̃)M̃⊤
)
(ξ′)

=
i

2π
lim

t→0+

+∞∫
−∞

(
[S(−)(B̃)]−1S(P̃)

)
(ξ′, η3)M̃⊤(−iξ′,−iη3)

ξ3 + i t− η3
dη3
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= − i

2π
lim

t→0+

+∞∫
−∞

[S(−)(B̃)]−1(ξ′, η3)M̃⊤(−iξ′,−iη3)
(ξ3 + i t− η3)(|ξ′|2 + η23)

dη3

=
i

2π
lim

t→0+

∫
γ−

[S(−)(B̃)]−1(ξ′, τ)M̃⊤(−iξ′,−iτ)
(ξ3 + i t− τ)(|ξ′|2 + τ2)

dτ

=
1

2π
lim

t→0+

2πi[S(−)(B̃)]−1(ξ′,−i|ξ′|)M̃⊤(ξ′,−i|ξ′|)
(ξ3 + i t+ i|ξ′|) 2 (−i|ξ′|)

= − [S(−)(B̃)]−1(ξ′,−i|ξ′|)M̃⊤(ξ′,−i|ξ′|)
2 |ξ′| (ξ3 + i| ξ′|)

. (3.46)

Now, from (3.44) by virtue of (3.46), we derive

e1(ξ
′) = −Π′

{
T̃ S(−)(B̃)S(+)(B̃)

[
S(+)(B̃)

]−1

×Π+
([

S(−)(B̃)
]−1

S(P̃)M̃⊤
)}

(ξ′)

= −Π′
{
T̃ S(−)(B̃)Π+

([
S(−)(B̃)

]−1
S(P̃)M̃⊤

)}
(ξ′)

= Π′
{
T̃ (−iξ′,−iξ3)S(−)(B̃)(ξ′, ξ3)

×
( [S(−)(B̃)]−1(ξ′,−i|ξ′|)M̃⊤(ξ′,−i|ξ′|)

2 |ξ′| (ξ3 + i| ξ′|)

)}
(ξ′)

= −iΠ′
{
T̃ (ξ′, ξ3)S

(−)(B̃)(ξ′, ξ3)

ξ3 + i|ξ′|

}
(ξ′)

×
( [S(−)(B̃)]−1(ξ′,−i|ξ′|)M̃⊤(ξ′,−i|ξ′|)

2 |ξ′|

)
=

i

2π

∫
γ−

T̃ (ξ′, τ)S(−)(B̃)(ξ′, τ)

τ + i| ξ′|
dτ

×
( [S(−)(B̃)]−1(ξ′,−i|ξ′|)M̃⊤(ξ′,−i|ξ′|)

2 |ξ′|

)
= −T (ξ′,−i|ξ′|)S(−)(B̃)(ξ′,−i |ξ′|)

× [S(−)(B̃)]−1(ξ′,−i|ξ′|)M̃⊤(ξ′,−i|ξ′|)
2 |ξ′|

= − 1

2 |ξ′|
T̃ (ξ′,−i|ξ′|)M̃⊤(ξ′,−i|ξ′|). (3.47)

Quite similarly, from (3.45), with the help of (3.46) and Lemma 3.2, we find
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e2(ξ
′) = Π′

{
T̃ [S(+)(B̃)]−1Π+

([
S(−)(B̃)

]−1
S(P̃)M̃⊤

)}
(ξ′)

= −Π′
{
T̃ (−iξ′,−iξ3)

[
S(+)(B̃)

]−1
(ξ′, ξ3)

×
( [S(−)(B̃)]−1(ξ′,−i|ξ′|)M̃⊤(ξ′,−i|ξ′|)

2|ξ′| (ξ3 + i|ξ′|)

)}
(ξ′)

= iΠ′
{
T̃ (ξ′, ξ3)

[S(+)(B̃)]−1(ξ′, ξ3)

ξ3 + i| ξ′|

}
(ξ′)

×
( [S(−)(B̃)]−1(ξ′,−i|ξ′|)M̃⊤(ξ′,−i|ξ′|)

2 |ξ′|

)
=

i

2|ξ′|

(
− 1

2π

∫
γ−

T̃ (ξ′, τ) [S(+)(B̃)]−1(ξ′, τ)

τ + i| ξ′|
dτ

)
×
[
S(−)(B̃)

]−1
(ξ′,−i|ξ′|)M̃⊤(ξ′,−i|ξ′|)

= − i

4π |ξ′|

∫
γ−

T̃ (ξ′, τ)
[
Ã(+)(ξ′, τ)

]−1
dτ

× (−2 i |ξ′|)
[
A−(ξ′,−i |ξ′|)

]−1 M̃⊤(ξ′,−i|ξ′|)

= −
(

1

2π

∫
γ−

T̃ (ξ′, τ)
[
Ã(+)(ξ′, τ)

]−1
dτ

)
×
[
Ã(−)(ξ′,−i |ξ′|)

]−1 M̃⊤(ξ′,−i|ξ′|). (3.48)
Therefore, in view of relations (3.43), (3.42), (3.47), and (3.48) we finally

obtain

e(ξ′) = −
(

1

2π

∫
γ−

T̃ (ξ′, τ)
[
Ã(+)(ξ′, τ)

]−1
dτ

)
×
[
Ã(−)

(
ξ′,−i |ξ′|

)]−1 M̃⊤(ξ′,−i|ξ′|).
Since

det
( ∫
γ−

T̃ (ξ′, τ)
[
Ã(+)(ξ′, τ)

]−1
dτ

)
̸= 0 for all ξ′ ̸= 0

due to Lemma 3.3, and det Ã(−)(ξ′,−i |ξ′|) ̸= 0 and detM̃(ξ′,−i |ξ′|) ̸= 0
for all ξ′ ̸= 0 in accordance with (3.6) and (3.26), respectively, we deduce
that

det e(ξ′) ̸= 0 for all ξ′ ̸= 0.

Therefore for the operator R the Šapiro–Lopatinskiĭ condition holds and
the operator

R : Hr+1(Ω)×Hr+1/2(S) −→ Hr+1(Ω)×Hr−1/2(S)
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is Fredholm for r ≥ 1.

Step 3. We can now show that IndR = 0. To this end, for t ∈ [0, 1] let
us consider the operator

Rt :=

[
rΩBtℓ0 rΩWt + rΩV β

t (T +K)ℓ0 Lt + (d − I) +W ′β

]
(3.49)

with Bt = I + tK and prove that it is homotopic to the operator R = R1,
where

Wt(g)(y) := −
∫
S

[
Mt(x, ∂x)P (x−y)

]⊤
g(x) dSx, y ∈ S, t ∈ [0, 1], (3.50)

and

Ltg(y) :=
[
Tt(y, ∂y)Wt g(y)

]+
, y ∈ S, t ∈ [0, 1], (3.51)

with Tt(y, ∂y) and Mt(y, ∂y) defined in (3.25). Clearly, L = L 1.
We have to check that for the operator R t the Šapiro–Lopatinskiĭ condi-

tion is satisfied for all t ∈ [0, 1]. Indeed, in this case the matrix associated
with the Šapiro–Lopatinskiĭ condition reads as (cf. (3.40))

et(ξ
′) = −Π′

{
T̃t
(
S(B̃t)− I

)[
S(+)(B̃t)

]−1

×Π+
([

S(−)(B̃t)
]−1

S(P̃)M̃⊤
t

)}
(ξ′) +S(L̃t)(ξ

′)

= e
(1)
t (ξ′) + e

(2)
t (ξ′) +S(L̃t)(ξ

′), (3.52)

where

e
(1)
t (ξ′) = −Π′

{
T̃tS(B̃t)

[
S(+)(B̃t)

]−1

×Π+
([

S(−)(B̃t)
]−1

S(P̃)M̃⊤
t

)}
(ξ′)

= − 1

2 |ξ′|
T̃t(ξ′,−i|ξ′|)M̃⊤

t

(
ξ′,−i|ξ′|

)
,

e
(2)
t (ξ′) = Π′

{
T̃t
[
S(+)(B̃t)

]−1
Π+

([
S(−)(B̃t)

]−1
S(P̃)M̃t

)}
(ξ′),

S(L̃t)(ξ
′) =

1

2 |ξ′|
T̃t(ξ′,−i|ξ′|)M̃⊤

t

(
ξ′,−i|ξ′|

)
. (3.53)

We have to show that et(ξ′) is non-singular for all ξ′ ̸= 0 and t ∈ [0, 1].
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By direct calculations, we get

e
(2)
t (ξ′) = Π′

{
T̃t
[
S(+)(B̃t)

]−1
Π+

([
S(−)(B̃t)

]−1
S(P̃)M̃⊤

t

)}
(ξ′)

= −Π′
{
T̃t(−iξ′,−iξ3)

[
S(+)(B̃t)

]−1
(ξ′, ξ3)

×
( [S(−)(B̃t)]

−1(ξ′,−i|ξ′|)M̃⊤
t (ξ

′,−i|ξ′|)
2 |ξ′|(ξ3 + i| ξ′|)

)}
(ξ′)

= iΠ′
{
T̃t(ξ′, ξ3)[S(+)(B̃t)]

−1(ξ′, ξ3)

ξ3 + i| ξ′|

}
(ξ′)

×
( [S(−)(B̃t)]

−1(ξ′,−i|ξ′|)M̃⊤
t (ξ

′,−i|ξ′|)
2 |ξ′|

)
=

i

2 |ξ′|

(
− 1

2π

∫
γ−

T̃t(ξ′, τ)[S(+)(B̃t)]
−1(ξ′, τ)

τ + i| ξ′|
dτ

)
×
[
S(−)(B̃t)

]−1
(ξ′,−i|ξ′|)M̃⊤

t

(
ξ′,−i|ξ′|

)
= − i

4π |ξ′|

∫
γ−

T̃t(ξ′, τ)
[
Ã

(+)
t (ξ′, τ)

]−1
dτ

(
− 2 i |ξ′|

)
×
[
Ã

(−)
t (ξ′,−i|ξ′|)

]−1M̃⊤
t

(
ξ′,−i|ξ′|

)
= −

(
1

2π

∫
γ−

T̃t(ξ′, τ)
[
Ã

(+)
t (ξ′, τ)

]−1
dτ

)
×
[
Ã

(−)
t (ξ′,−i|ξ′|)

]−1M̃⊤
t

(
ξ′,−i|ξ′|

)
, (3.54)

where Ãt(ξ) = (1− t)|ξ|2I + tÃ(ξ) and Ãt(ξ
′, ξ3) = Ã

(−)
t (ξ′, ξ3)Ã

(+)
t (ξ′, ξ3),

Ã
(±)
t (ξ′, ξ3) are the “plus” and “minus” polynomial matrix factors in ξ3 of

the polynomial symbol matrix Ãt(ξ
′, ξ3).

Analogously to Lemma 3.3, we can prove that the matrix∫
γ−

T̃t(ξ′, τ)
[
Ã

(+)
t (ξ′, τ)

]−1
dτ

is non-singular for all ξ′ ̸= 0 and for all t ∈ [0, 1].
Therefore, by (3.52), (3.54) and (3.26) we have

det et(ξ′) = det e(2)t (ξ′) ̸= 0 for all ξ′ ̸= 0 and for all t ∈ [0, 1], (3.55)

which implies that for the operator Rt the Šapiro–Lopatinskiĭ condition is
satisfied.

Hence the operator

Rt : Hr+1(Ω)×Hr+1/2(S) −→ Hr+1(Ω)×Hr−1/2(S)

is Fredholm for all r ≥ 1 and for all t ∈ [0, 1].
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Further, we prove that the index of the operator

R0 =

[
rΩI ℓ0 rΩW0 + rΩV β

0 L0 + (d − I) +W ′β

]
: Hr+1(Ω)×Hr+1/2(S)

−→ Hr+1(Ω)×Hr−1/2(S)

is zero. Towards this end, first we show that the index of the operator Lt

equals zero for all t ∈ [0, 1].
The principal homogeneous symbol matrix of the operator L t reads as

S(L̃t)(ξ
′) =

1

2 |ξ′|
T̃t
(
ξ′,−i|ξ′|

)
M̃⊤

t

(
ξ′,−i|ξ′|

)
and is elliptic due to (3.26). Consequently, the operator Lt : H

s+1/2(S) →
Hs−1/2(S) with s ∈ R is Fredholm for all t ∈ [0, 1]. Moreover, the principal
part of the operator L0 : H1/2(S) → H−1/2(S) is selfadjoint due to the
equality

L0g = L∆g,

where L∆ stands for the trace of the normal derivative of the localized
harmonic double-layer potential,

L∆g(y) = −
{

∂

∂n(y)

∫
S

∂P (x− y)

∂n(x)
g(x) dSx

}+

.

Therefore,

IndL = IndL1 = IndLt = IndL0 = 0 for all t ∈ [0, 1] and for all s ∈ R,

implying that the index of the operator R0 equals zero. Since the family of
the operators Rt for t ∈ [0, 1] are homotopic, we conclude that

IndR = IndR1 = IndRt = IndR0 = 0 for all t ∈ [0, 1] and for all r ≥ 1.

Step 4. From the equivalence Theorem 2.2 it follows that KerR = {0} in
the space Hr+1(Ω)×Hr+1/2(S) for all r ≥ 1 and, consequently, the operator

R : Hr+1(Ω)×Hr+1/2(S) −→ Hr+1(Ω)×Hr−1/2(S)

is invertible for all r ≥ 1. �

Corollary 3.5. Let a localizing function χ ∈ X4
1+ and the condition (3.26)

be fulfilled. Then the operator

R : H2(Ω)×H3/2(S) −→ H2(Ω)×H1/2(S)

is invertible.

Proof. It is word for word repeats the above proof with r = 1. �
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4. Appendix A: Classes of Localizing Functions

Here we introduce the classes of localizing functions used in the main
text of the paper (for details see the reference [16]).

Definition A.1. We say χ ∈ Xk for integer k ≥ 0 if χ(x) = χ̆(|x|), χ̆ ∈
W k

1 (0,∞) and ϱχ̆(ϱ) ∈ L1(0,∞). We say χ ∈ Xk
+ for integer k ≥ 1 if

χ ∈ Xk, χ(0) = 1 and σχ(ω) > 0 for all ω ∈ R, where

σχ(ω) :=



χ̂s(ω)

ω
> 0 for ω ∈ R \ {0},

∞∫
0

ϱχ̆ (ϱ) dϱ for ω = 0,

(A.1)

and χ̂s(ω) denotes the sine-transform of the function χ̆

χ̂s(ω) :=

∞∫
0

χ̆(ϱ) sin(ϱω) dϱ. (A.2)

We say χ ∈ Xk
1+ for integer k ≥ 1 if χ ∈ Xk

+ and

ωχ̂s(ω) ≤ 1, ∀ω ∈ R. (A.3)

Evidently, we have the following embeddings: Xk1 ⊂ Xk2 and Xk1
+ ⊂

Xk2
+ , Xk1

1+ ⊂ Xk2
1+ for k1 > k2. The class Xk

+ is defined in terms of the
sine-transform. The following lemma provides us with an easily verifiable
sufficient condition for non-negative non-increasing functions to belong to
this class (for details see [16]).

Lemma A.2. Let k ≥ 1. If χ ∈ Xk, χ̆(0) = 1, χ̆(ϱ) ≥ 0 for all ϱ ∈ (0,∞),
and χ̆ is a non-increasing function on [0,+∞), then χ ∈ Xk

+.

The following examples for χ are presented in [16],

χ1(x) =


[
1− |x|

ε

]k
for |x| < ε,

0 for |x| ≥ ε,
(A.4)

χ2(x) =

exp
[ |x|2

|x|2 − ε2

]
for |x| < ε,

0 for |x| ≥ ε,

(A.5)

χ3(x) =


(
1− |x|

ε

)2(
1− 2

|x|
ε

)
for |x| < ε,

0 for |x| ≥ ε.
(A.6)

One can notice that χ1 ∈ Xk
+, while χ2 ∈ X∞

+ due to Lemma A.2, and
χ3 ∈ X2

+. Moreover, χ1 ∈ Xk
1+ for k = 2 and k = 3, and χ3 ∈ X2

1+, while
χ1 ̸∈ X1

1+ and χ2 ̸∈ X∞
1+ (for details see [16]).
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5. Appendix B: Properties of Localized Potentials

Here we collect some theorems describing mapping properties of the lo-
calized potentials. The proofs can be found in [16] (see also [26], Chapter 8
and the references therein).

Here we employ the notation V , W , and P introduced in the main text
for the localized layer and volume potentials, see (2.31)–(2.33). Further,
let us introduce the boundary operators generated by the localized layer
potentials associated with the localized parametrix P (x− y) ≡ Pχ(x− y),

Vg(y) := −
∫
S

P (x− y) g(x) dSx, y ∈ S, (B.1)

Wg(y) := −
∫
S

[
M(x, ∂x)P (x− y)

]⊤
g(x) dSx, y ∈ S, (B.2)

W ′g(y) := −
∫
S

[
T (y, ∂y)P (x− y)

]
g(x) dSx, y ∈ S, (B.3)

L±g(y) :=
[
T (y, ∂y)Wg(y)

]±
, y ∈ S, (B.4)

where T (x, ∂x) and M(x, ∂x) are defined in (2.6) and (2.8).

Theorem B.1. The following operators are continuous:

P : H̃s(Ω) −→ Hs+2,s(Ω;∆), −1

2
< s <

1

2
, χ ∈ X1, (B.5)

: Hs(Ω) −→ Hs+2,s(Ω;∆), −1

2
< s <

1

2
, χ ∈ X1, (B.6)

: Hs(Ω) −→ H
5
2−ε, 12−ε(Ω;∆),

1

2
≤s< 3

2
, ∀ ε∈(0, 1), χ∈X2, (B.7)

where ∆ is the Laplace operator.

Theorem B.2. The following operators are continuous:

V : Hs− 3
2 (S) −→ Hs(R3), s <

3

2
, if χ ∈ X1, (B.8)

: Hs− 3
2 (S) −→ Hs,s−1(Ω±;∆),

1

2
< s <

3

2
, if χ ∈ X2, (B.9)

W : Hs− 1
2 (S) −→ Hs(Ω±), s <

3

2
, if χ ∈ X2, (B.10)

: Hs− 1
2 (S) −→ Hs,s−1(Ω±;∆),

1

2
< s <

3

2
, if χ ∈ X3. (B.11)

Theorem B.3. If χ ∈ Xk has a compact support and −1
2 ≤ s ≤ 1

2 , then
the following localized operators are continuous:

V : Hs(S) −→ Hs+ 3
2 (Ω±) for k = 2, (B.12)

W : Hs+1(S) −→ Hs+ 3
2 (Ω±) for k = 3. (B.13)
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Theorem B.4. Let ψ ∈ H− 1
2 (S) and φ ∈ H

1
2 (S). Then the following jump

relations hold on S:

V +ψ = V −ψ = Vψ, χ ∈ X1, (B.14)
W±φ = ∓dφ+Wφ, χ ∈ X2, (B.15)
T ±V ψ = ±dψ +W ′ψ, χ ∈ X2, (B.16)

where

d(y) := 1

2

[
[cijlk(y)ni nl]3×3 [elij(y)ni nl]3×1

[−eikl(y)ni nl]1×3 εil(y)ni nl

]
4×4

, y ∈ S, (B.17)

and d(y) is strongly elliptic due to (2.4) .

Theorem B.5. Let − 1
2 ≤ s ≤ 1

2 . The following operators

V : Hs(S) −→ Hs+1(S), χ ∈ X2, (B.18)
W : Hs+1(S) −→ Hs+1(S), χ ∈ X3, (B.19)
W ′ : Hs(S) −→ Hs(S), χ ∈ X3, (B.20)

L± : Hs+1(S) −→ Hs(S), χ ∈ X3, (B.21)

are continuous.
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Abstract. A new adaptive Fundamental Solution Method (FSM) for the
approximate solution of scalar elliptic boundary value problems is presented.
The construction of the basis functions is based on the Adaptive Cross
Approximation (ACA) of the fundamental solutions of the corresponding
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ÒÄÆÉÖÌÄ. ßÀÒÌÏÃÂÄÍÉËÉÀ ×ÖÍÃÀÌÄÍÔÖÒÉ ÀÌÏÍÀáÓÍÄÁÉÓ ÀáÀËÉ
ÀÃÀÐÔÉÖÒÉ ÌÄÈÏÃÉÓ (FSM) ÂÀÌÏÚÄÍÄÁÀ ÓÊÀËÀÒÖËÉ ÄËÉ×ÓÖÒÉ ÓÀÓÀ-
ÆÙÅÒÏ ÀÌÏÝÀÍÄÁÉÓ ÌÉÀáËÏÄÁÉÈÉ ÀÌÏáÓÍÉÓÈÅÉÓ. ÓÀÁÀÆÉÓÏ ×ÖÍØÝÉ-
ÄÁÉÓ ÀÂÄÁÀ ÄÌÚÀÒÄÁÀ ÛÄÓÀÁÀÌÉÓÉ ÄËÉ×ÓÖÒÉ ÏÐÄÒÀÔÏÒÉÓ ×ÖÍÃÀÌÄÍÔÖ-
ÒÉ ÀÌÏÍÀáÓÍÄÁÉÓ ÀÃÀÐÔÉÖÒ ãÅÀÒÄÃÉÍ ÀÐÒÏØÓÉÌÀÝÉÀÓ (ACA). ×ÏÒÌÖ-
ËÉÒÄÁÖËÉÀ ÀÌ ÌÄÈÏÃÉÓ ÖÛÖÀËÏ ÊÏÌÐÉÖÔÄÒÖËÉ ÂÀÍáÏÒÝÉÄËÄÁÉÓ
ÀËÂÏÒÉÈÌÉ. ÌÄÈÏÃÉÓ Ä×ÄØÔÖÒÏÁÀ ÉËÖÓÔÒÉÒÄÁÖËÉÀ ÓÀÌÂÀÍÆÏÌÉ-
ËÄÁÉÀÍÉ ËÀÐËÀÓÉÓÀ ÃÀ äÄËÌäÏËÝÉÓ ÂÀÍÔÏËÄÁÄÁÉÓÈÅÉÓ ÌÏÚÅÀÍÉËÉ
ÒÉÝáÅÉÈÉ ÌÀÂÀËÉÈÄÁÉÈ. ÂÀÍáÉËÖËÉÀ ÀÌ ÌÄÈÏÃÉÓ ÂÀÍÆÏÂÀÃÄÁÉÓ
ÛÄÓÀÞËÄÁËÏÁÀ ÄËÉ×ÓÖÒÉ ÓÉÓÔÄÌÄÁÉÓÈÅÉÓ.
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1. Introduction

The Fundamental Solution Method (FSM) is also known as the Method of
Fundamental Solutions, Charge Simulation Method or as a special version
of the Boundary Collocation Method. It resembles a Trefftz method [7],
which means that the solution to a Dirichlet boundary value problem in
Ω ⊂ R3, Γ = ∂Ω

Lu(x) = 0 for x ∈ Ω,

u(x) = g(x) for x ∈ Γ,

is approximated by a linear combination of L-harmonic functions. As the
name indicates, the method uses fundamental solutions for basis functions,
whose singularities are located outside Ω. It was introduced by Kupradze
and Aleksidze [4] in 1963 for treating the Laplace equation. First inves-
tigations from a numerical point of view were performed by Mathon and
Johnston [5] in 1977. Comprehensive summaries of the attributes of the
FSM were written, among others, by Smyrlis [6] and Bogomolny [3].

Two peculiar aspects of the Fundamental Solution Method are an ex-
tremely fast convergence, but also a very high condition number of the
system matrix, both with respect to a number of collocation points. We
address the problem of high condition numbers by adaptively choosing a
smaller number of collocation points while keeping the local error below a
given threshold, but not necessarily equal to zero, for the remaining collo-
cation points. Thus an approximation is obtained, while condition numbers
are kept lower due to smaller system matrices. The quality of the approxi-
mation is comparable to that of classical FSM. By means of this approach
the problems that are too big for classical FSM can be treated. The adap-
tive strategy features are new basis functions which vanish at collocation
points already treated and thus do not alter the corresponding local approx-
imation. The construction of these basis functions uses concepts from the
Adaptive Cross Approximation (ACA) [2].

In Section 2 we formulate a model problem and present the classical
(collocation-based) Fundamental Solution Method. Section 3 briefly sum-
marizes the Adaptive Cross Approximation. The approximation algorithm
presented therein leads directly to the construction of basis functions for
the Adaptive Fundamental Solution Method in Section 4. In Section 5 we
present numerical results for the adaptive method applied to the Laplace
and Helmholtz equations, respectively.

2. Formulation of the Problem

We consider the following Dirichlet boundary value problem for an elliptic
equation in R3

Lu(x) = 0 for x ∈ Ω,

u(x) = g(x) for x ∈ Γ,
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where L is an elliptic second order differential operator and Ω ⊂ R3 is a
Lipschitz domain with the boundary Γ. In the classical setting, the Dirichlet
datum g is assumed to be continuous on Γ and the solution u is assumed to
be smooth, i.e.

u ∈ C2(Ω) ∩ C(Ω) .

In this paper, we will consider the Laplace operator
Lu = −∆u

and the Helmholtz operator
Lu = −∆u− κ2u .

For these operators, the corresponding fundamental solution u∗, i.e. the
solution of the equation

Lu∗ = δ (2)
in the distributional sense is known and given by

u∗(x) =
1

4π

1

|x|
for the Laplace operator, and

u∗(x) =
1

4π

eıκ|x|

|x|
for the Helmholtz operator. In (2) δ denotes the Dirac δ-distribution.

2.1. Fundamental solution method. Let X ⊂ Γ be a discrete set of
N pairwise different control (collocation) points on the boundary Γ and
Y ⊂ R3\Ω a discrete set of N pairwise different singularity points. Consider
a system of basis functions

Φ =
{
φ1, . . . , φN

}
, φℓ(x) = u∗(x− yℓ), yℓ ∈ Y, ℓ = 1, . . . , N.

Since yℓ ̸∈ Ω, ℓ = 1, . . . , N , every basis function φℓ is L-harmonic in Ω and
the function

uN (x) =
N∑
ℓ=1

αℓφℓ(x) = Φ(x)a , a = (α1, . . . , αN )⊤ ∈ RN

can be considered as an approximation of the solution u of the boundary
value problem (1). The most simple choice for the coefficients αℓ is the
point collocation for the boundary condition

uN (x) = g(x) for x ∈ X.

This can be equivalently formulated as a linear system for obtaining N
coefficients αl:

N∑
ℓ=1

αℓφℓ(xk) = g(xk) for k = 1, . . . , N
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or, in a matrix form,
Fa = g , (3)

where
F =

(
φℓ(xk)

)N
k,ℓ=1

∈ RN×N , a ℓ = αℓ, g
ℓ
= g(xℓ), 1 ≤ ℓ ≤ N.

The main properties of the FSM can be summarised as follows.
1. Since no topology of the discrete point sets X and Y is required,

the FSM can be considered as a meshfree numerical method.
2. The entries of the matrix F in (3) are easy to compute as opposed

to matrix entries coming from Boundary Element Methods (BEM).
3. The dimension of the matrix F is comparable to those of the BEM

(e.g. N ∼ 104 − 105 for 3D problems).
4. The matrix F is fully populated as in the BEM and Mem(F ) =

O(N2).
5. The condition number of the matrix F grows exponentially, i.e.

cond(F ) = O(qN ) for some q > 1.
For large N the application of a direct solver to the system (3) is expen-
sive, while an iterative solver does not converge due to the extremely high
condition number of the matrix F .

However, the numerical results for small systems show an exponential
convergence of the method not only for the solution u itself but also for its
gradient

gradu =
( ∂u

∂x1
,
∂u

∂x2
,
∂u

∂x3

)⊤

and even for its Hessian matrix

Hu =
( ∂2u

∂xk∂xℓ

)3

k,ℓ=1
,

i.e.
O(|u(x)− uN (x)|) = O

(∣∣grad(u(x)− uN (x))
∣∣)

= O
(∣∣∣∣H(u(x)− uN (x))

∣∣∣∣
F

)
= O(q−N )

for x ∈ Ω. Note that the derivatives of the approximate solution uN can be
easily computed analytically.

2.2. Choice of pseudo boundary. In the theoretical analysis of Funda-
mental Solution Methods one introduces the concept of pseudo-boundaries,
i.e. surfaces where the singularity points are located. Pseudo-boundaries
fulfilling the so-called embracing condition provide for the suitability of
corresponding fundamental solutions as basis functions [6]. However, one
still has great freedom in choosing an actual pseudo-boundary and in the
subsequent choice of the location of singularity points.
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Here we briefly present the definition and the central theorem for pseudo-
boundaries. A thorough overview can be found in [6].

Definition 1 (Segment condition). Let Ω ⊂ Rd be an open set. Ω fulfills
the segment condition, if for every x ∈ ∂Ω there exist a neighborhood U(x)
of x and a nonzero vector ξ(x) ∈ Rd such that if y ∈ U(x) ∩ Ω, then
y + tξ(x) ∈ Ω, ∀t ∈ (0, 1).

Definition 2 (Embracing boundary). Let Ω,Ω′ ⊂ Rd be open and con-
nected. Ω′ embraces Ω, if:

1. Ω ⊂ Ω′;
2. For each connected component V of Rd \ Ω there is an open con-

nected component V ′ of Rd \ Ω ′ such that V ′ ⊂ V .

Theorem 1. If Ω ⊂ Rd fulfills the segment condition and Ω′ ⊂ Rd embraces
Ω, then for d ≥ 3 and l ≥ 0 the space X spanned by finite linear combinations
of Fundamental solutions

uN (x) =

N∑
j=1

αju
∗(x− yj)

with singularities yj ∈ ∂Ω′ is dense in

Yl =
{
v ∈ C2(Ω) : ∆v = 0 in Ω

}
∩ Cl(Ω)

with respect to the norm of Cl(Ω). For d = 2 the density result holds true
for X ⊕ {c · 1|Ω : c ∈ R}.

Proof. The proof can be found in [6]. �

Similar results exist for the operators ∆m, m > 1, and ∆ − κ2, κ > 0,
[6, 3].

One can prove in the two-dimensional case that an increase in the distance
between the boundary ∂Ω and the pseudo-boundary ∂Ω′ leads both to a
better approximation and to a larger condition number of F . This can also
be observed in three-dimensional settings.

For simple domain shapes the common choice of the singularity points
consists in shifting collocation points along the outer normal. This strategy
may fail for more complex domains. On the other hand, the construction of
pseudo boundaries by means of distance functions may be computationally
expensive.

In what follows, we will introduce a new method with the same conver-
gence properties but almost without disadvantages of the FSM, i.e. without
necessity of numerical solving of big, dense and badly conditioned systems
of linear equations. Our main tool is the Adaptive Cross Approximation.
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3. Adaptive Cross Approximation

The initial analytical form of the ACA algorithm was been designed to
interpolate and, hopefully, to approximate a given function K : X×Y → R
of two variables x and y by a degenerate function Sn, i.e.

K(x, y) ≈ Sn (x, y) =

n∑
ℓ=1

uℓ(x)vℓ(y),

where ul : X → R, vl : Y → R, l = 1, . . . , n. The construction runs as
follows. Let X ⊂ X ⊂ R3 and Y ⊂ Y ⊂ R3 be discrete point sets.

Algorithm 1.
1. initialization

1.1 set initial residual and initial approximation
R0(x, y) = K(x, y), S0(x, y) = 0;

1.2 choose initial pivot position
x0 ∈ X, y0 ∈ Y, R0(x0, y0) ̸= 0.

2. recursion for k = 0, 1, . . . .
2.1 new residual

Rk+1(x, y) = Rk(x, y)−
Rk(x, yk)Rk(xk, y)

Rk(xk, yk)
;

2.2 new approximation

Sk+1(x, y) = Sk(x, y) +
Rk(x, yk)Rk(xk, y)

Rk(xk, yk)
;

2.3 new pivot position
xk+1 ∈ X, yk+1 ∈ Y, Rk+1(xk+1, yk+1) ̸= 0.

After n ≥ 1 steps of the ACA-Algorithm 1, we obtain a sequence of
residuals R0, . . . , Rn and a sequence of approximations S0, . . . , Sn with the
following properties.

1. Approximation property for k = 0, . . . , n

Rk(x, y) + Sk(x, y) = K(x, y), x ∈ X, y ∈ Y ; (4)
2. Interpolation property for k = 1, . . . , n and ℓ = 0, . . . , k − 1

Rk(x, yℓ) = Rk(xℓ, y) = 0, x ∈ X, y ∈ Y

or
Sk(x, yℓ) = K(x, yℓ), x ∈ X, Sk(xℓ, y) = K(xℓ, y), y ∈ Y ;

3. Harmonicity property for k = 0, . . . , n.
If

LxK(x, y) = 0, x ∈ Ω,

then
LxRk(x, y) = LxSk(x, y) = 0, x ∈ Ω;
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4. Non-recursive representation for k = 1, . . . , n

Sk(x, y) = u⊤
k (x)V

−1
k wk(y), Vk ∈ Rk×k, uk(x), wk(y) ∈ Rk (5)

with
uk(x) =

(
K(x, y0), . . . ,K(x, yk−1)

)⊤
,

wk(y) =
(
K(x0, y), . . . ,K(xk−1, y)

)⊤
and

Vk =
(
K(xi, yj)

)k−1

i,j=0

The above properties, except the last one, can be easily seen. The proof of
the non-recursive representation is more technical and can be found in [2].

4. Adaptive FSM

In this section, we formulate a new adaptive FSM for the boundary value
problem (1). Let u∗ be the fundamental solution of the differential operator
L, X ⊂ Γ a discrete set of the control points, Y ⊂ R3\Ω a discrete set of the
singularity points and ε an upper threshold for the error in the collocation
points.

Algorithm 2.
1. initialization

1.1 initial error and initial pivot position
Error1 = Maxx∈X |g(x)|, x1 = ArgMaxx∈X |g(x)|;

1.2 initial residual
R1(x, y) = u∗(x− y);

1.3 first basis function

φ1(x) =
R1(x, y1)

R1(x1, y1)
;

1.4 first approximation
u1(x) = α1φ1(x), α1 = g(x1).

2. recursion for k = 1, 2, . . .
2.1 new error and new pivot position

Errork+1 = Maxx∈X |g(x)− uk(x)|, xk+1 = ArgMaxx∈X |g(x)− uk(x)|;
2.2 stopping criteria

Stop if Errork+1 ≤ ε or k = # of points in X;
2.3 next residual

Rk+1(x, y) = Rk(x, y)−
Rk(x, yk)Rk(xk, y)

Rk(xk, yk)
; (6)

2.4 next basis function

φk+1(x) =
Rk+1(x, yk+1)

Rk+1(xk+1, yk+1)
; (7)
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2.5 next approximation
uk+1(x) = uk(x) + αk+1φk+1(x), αk+1 = g(xk+1)− uk(xk+1).

After n steps of the above algorithm, we obtain the following approxi-
mation:

un(x) =
n∑

k=1

αkφk(x). (8)

The basis functions φk are L-harmonic for all k = 1, . . . , n

Lφk(x) = 0 for x ∈ Ω.

Therefore, the function un is likewise L-harmonic
Lun(x) = 0 for x ∈ Ω.

The function un fulfills the boundary condition pointwise at the pivot points
un(xk) = g(xk) for k = 1, . . . , n

and approximates the boundary condition in the other points
|un(x)− g(x)| ≤ ε for x ∈ X \ {x1, . . . , xn}.

Later on, our numerical examples will show that the number n of steps
required to obtain a given accuracy is rather small compared to, and seems
to be independent of, the number of control points N , i.e. n ≪ N . Due
to the ACA interpolation property of the residuals Rk, the basis functions
φk , k ≥ 2 vanish at all previous pivot points

φk(xℓ) = 0, ℓ = 1, . . . , k − 1, k = 2, . . . , n

and due to the construction,
φk(xk) = 1, k = 1, . . . , n.

Thus, the coefficients αk in (8) can be easily computed as in Step 2.5 of
the Algorithm 2 without the need to solve a system of equations, or more
precisely by solving a small system

Fa = g , F =
(
φℓ(xk)

)n
k,ℓ=1

∈ Rn×n, a, g ∈ Rn

with the following triangular matrix

F =


1 0 0 . . . 0

φ1(x2) 1 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
φ1(xn) φ2(xn) φ3(xn) . . . 1

 .

However, the price for the above simple and efficient algorithm is a more
complicated evaluation of the basis functions φk and hence of the approxi-
mation un at a given point x ∈ Ω. We use the non-recursive representation
(5) of the ACA approximation Sn, the approximation property (4), and the
definition of the basis function in Step 2.4 of the Algorithm 2 to obtain

φ1(x) =
u∗(x− y1)

u∗(x1 − y1)



102 Marvin Fleck, Richards Grzhibovskis and Sergej Rjasanow

and for k = 2, . . . , n

φk(x) =
u∗(x− yk)− u⊤

k (x)zk
u∗(xk − yk)− u⊤

k (xk)zk
(9)

with

uk(x) =
(
u∗(x− y1), . . . , u

∗(x− yk−1)
)⊤

,

zk = V −1
k wk(yk) , (10)

wk(yk) =
(
u∗(x1 − yk), . . . , u

∗(xk−1 − yk)
)⊤

and
Vk =

(
u∗(xi − yj)

)k−1

i,j=1
.

The vectors zk ∈ Rk−1, as well as the normalizing constants (u∗(x1−y1))
−1

and (u∗(xk − yk)− u⊤
k (xk)zk)

−1 can be precomputed during the algorithm
as follows. Let

V2 = L2U2 = 1 · u∗(x1 − y1)

be the LU-decomposition of the 1 × 1-matrix V2. Then, making use of the
LU-decomposition of the (k − 1)× (k − 1)-matrix

Vk = LkUk, k = 2, . . . , n− 1,

we get for the k × k-matrix Vk+1

Vk+1 =

(
Lk 0
a⊤ 1

)(
Uk b
0 c

)
with

Lkb = wk(yk), a⊤Uk = u⊤
k (xk), c = u∗(xk − yk)− a⊤b.

For the vectors zk, we get

zk = U−1
k L−1

k wk(yk) = U−1
k b.

From equations (6) and (7), we can see that

Rk+1(x, y) = Rk(x, y)−Rk(xk, y)R
−1
k (xk, yk)Rk(x, yk)

= Rk(x, y)−Rk(xk, y)φk(x)

= u∗(x− y)−
k∑

j=1

Rj(xj , y)φj(x) ∀k > 0

and thus

u∗(x− y) = Rk+1(x, y) +
k∑

l=1

Rl(xl, y)φl(x) ∀k ≥ 0.
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This leads tou∗(x1 − y1) · · · u∗(x1 − yk)
... . . . ...

u∗(xk − y1) · · · u∗(xk − yk)



=


1 0 · · · 0

φ1(x2) 1 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . .
φ1(xk) φ2(xk) · · · 1



×


R1(x1, y1) R1(x1, y2) · · · R1(x1, yk)

0 R2(x2, y2) · · · R2(x2, yk)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

0 0 · · · Rk(xk, yk)

 .

Due to the uniqueness of the LU decomposition with unit diagonal entries,
we see that

Ln = F.

A numerical evaluation of the basis function φk in (9) requires the scalar
product u⊤

k (x)zk and, therefore O(k) arithmetical operations. The approx-
imate solution un will require O(n2) arithmetical operations for every eval-
uation.

The adaptive Fundamental Solution Method allows us to elaborate alter-
native strategies for choosing singularity points yi. Instead of introducing
fixed pairs (xi, yi) of collocation and singularity points we may equip a
simply shaped pseudo-boundary, e.g. an ellipsoid with a large number of
uniformly distributed candidate points. The adaptive FSM can be tuned to
pick from those candidates a singularity point that maximizes the current
basis function’s pivot element Rk+1(xk+1, y) in (7).

5. Numerical Examples

In order to investigate the features of the adaptive Fundamental Solution
Method, we perform numerical experiments for the BVP (1) with Laplace
or Helmholtz operators. We compare the results of classical FSM, adaptive
FSM with the given thresholds as well as a threshold-free adaptive method.
For the latter method we store the maximal local error of an iteration step
and terminate, if no improvement is achieved after a given number of further
iterations. By dropping the coefficients associated with these additional
steps, we restore the currently best result (with respect to local errors).

The indicated condition numbers are calculated by using LAPACK rou-
tines [1]. Condition numbers of respective system matrices are labeled
condsys, while those of matrices required for evaluation of basis function
in the adaptive method are labeled condLU. In the latter case we only in-
dicate condition numbers of the respective largest matrix, i.e. the matrix
used in the evaluation of the basis function with highest index.
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Table 1. Laplace equation in the unit ball, N = 5120.

threshold max.err. rel.err. condsys condLU # nodes
classical 8.80 · 10−10 1.01 · 10−11 1.42 · 1021 - 5120
10−4 9.78 · 10−5 1.08 · 10−6 1.91 · 102 4.53 · 1010 415
10−6 1.01 · 10−6 1.10 · 10−8 3.26 · 102 8.00 · 1012 711
10−8 1.05 · 10−8 1.13 · 10−10 4.94 · 102 7.26 · 1014 1069
10−10 1.09 · 10−10 1.11 · 10−12 6.09 · 102 9.81 · 1016 1531

5.1. Laplace equation. We consider the model problem

−∆v(x) = 0 for x ∈ Ω,

v(x) = g(x) for x ∈ ∂Ω,

with the known analytical solution

v(x) = sin(2πx1)x2e
−2πx3 , g = v

∣∣
Γ
,

in order to display some general observations regarding the adaptive FSM,
which are also relevant for other equation types we have already considered.

Performance of the adaptive FSM. As one can see in Table 1, the adaptive
method uses only a small number of collocation points which increases upon
setting a lower threshold. The accuracy of the full FSM can be achieved
even with a relatively small subset of collocation points. This reduction
leads to condition numbers of the involved matrices which are significantly
lower than those of the full method’s system matrix. Since the approxi-
mation space of the adaptive method is always a subset of the full FSM
approximation space, the outperformance in the last row in the table can
only be explained by a loss of accuracy due to high condition numbers.

Evolution of maximal local error. The strategy of the adaptive method con-
sists in eliminating the currently largest residual of all collocation points,
while not altering those at collocation points already treated. However,
there is no guarantee that after any elimination step the new maximal
error is actually smaller than the previous one. In fact, as the maximal
error asymptotically decreases during the elimination process, short-term
increases are rather typical (cf. Figure 1 for a brick-shaped domain).

For tight thresholds the adaptive method uses a number of collocation
points comparable to that of classical FSM. For very large problems this
may lead to errors in the evaluation of basis functions (evaluation of zk in
(10)) and ultimately to an asymptotic increase of the maximal local error.
For these cases it is handy to store information about the “best” step so
far and restore the corresponding result. Thus, although the threshold is
not met, the results in these extreme cases are far better than those of the
classical method.
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Figure 1. Evolution of maximal local error for a Laplace
equation on a brick-shaped domain.

Distribution of errors. Both methods, classical and adaptive FSM, control
errors at the collocation points only. Therefore there arises the question,
how the errors behave inside the domain and on the boundary between the
collocation points.

Fundamental solutions and the derived basis functions of the adaptive
method are L-harmonic. Due to the maximum principle for the Laplace
equations the error assumes its maximum on the boundary of Ω. This can
be illustrated in an error plot along a line segment through the domain
(cf. Figure 2). The gradient and the Hessian errors show similar behavior.

Looking at the error on the boundary in case of the adaptive method, one
observes a pattern of low error speckles (cf. Figure 3). These correspond to
the collocation points where local errors have been eliminated. In this exam-
ple, the singularity points were located on an ellipsoidal pseudo-boundary
adapted to the domain’s shape. One can observe a higher concentration of
speckles in regions located closer to the pseudo-boundary. This is in agree-
ment with the theory of classical FSM, where a lower distance between the
boundaries leads to higher stability, but to slower convergence [6].

5.2. Helmholtz equation. We perform experiments for the Helmholtz
equation

∆v(x) + κ2v(x) = 0, κ = 2n, n = 1, . . . , 5 for x ∈ Ω,

v(x) = g(x) for x ∈ ∂Ω,
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Figure 4. Approximations of unit sphere with 20, 80 and
320 triangles, respectively.

with the known analytical solution

v(x) = exp
(
− κ√

2
ix1

)
x2 sin

( κ√
2
x3

)
, g = v

∣∣
Γ
.

Here Ω is the unit ball; its surface Γ is approximated by triangulated surface
meshes. These meshes are obtained by a quasi-uniform refinement starting
from an icosahedron (cf. Figure 4). The collocation points are derived as
barycenters of the mesh triangles, singularity points are obtained by shifting
the collocation points along the surface normal. Although Fundamental
Solution Methods do not require an actual mesh, we will stick to this term,
since the collocation points are derived from meshes.

Table 2. Helmholtz equation, varying κ, N = 20480.

κ rel. err. rel. err. steps required
classical FSM ada 10−11 (thres. 10−11)

1 4.57 · 10−13 1.42 · 10−11 976
2 2.92 · 10−13 7.84 · 10−12 1019
4 6.46 · 10−13 6.18 · 10−12 1102
8 1.43 · 10−12 5.85 · 10−12 1277
16 3.00 · 10−12 5.94 · 10−12 1792
32 1.80 · 10−11 2.59 · 10−11 3653 (no thres.)

Performance of the adaptive FSM. As one could expect, for both, classi-
cal and adaptive FSM, the quality of results gets worse with increasing κ
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Table 3. Helmholtz equation, κ = 8, N = 1280.

threshold max.err. rel.err. condsys condLU # nodes
classical 3.96 · 10−10 1.43 · 10−10 3.11 · 1013 - 1280
10−8 1.20 · 10−8 7.40 · 10−9 8.36 · 102 2.67 · 1010 721
10−9 1.43 · 10−9 8.69 · 10−10 9.18 · 102 2.73 · 1011 872
10−10 5.39 · 10−10 1.86 · 10−10 1.01 · 103 4.94 · 1012 1042
10−11 3.94 · 10−10 1.47 · 10−10 1.08 · 103 1.44 · 1014 1200
10−12 3.96 · 10−10 1.43 · 10−10 1.11 · 103 2.64 · 1014 1276
10−13 3.96 · 10−10 1.43 · 10−10 1.12 · 103 2.66 · 1014 1278

Table 4. Helmholtz equation, κ = 8, N = 20480.

threshold max.err. rel.err. condsys condLU # nodes
classical 2.08 · 10−12 1.43 · 10−12 1.26 · 1021 - 20480
10−10 9.86 · 10−11 6.06 · 10−11 3.13 · 103 2.72 · 1012 1086
10−11 1.01 · 10−11 5.85 · 10−12 3.43 · 103 1.70 · 1013 1277
10−12 1.02 · 10−12 6.15 · 10−13 3.65 · 103 1.80 · 1014 1493
10−13 1.08 · 10−13 5.97 · 10−14 3.98 · 103 2.36 · 1015 1753
none 7.83 · 10−14 4.80 · 10−14 4.00 · 103 3.99 · 1015 1781

(cf. Table 2). While classical FSM suffers from a loss of approximation qual-
ity, the adaptive method compensates for this by the use of a larger number
of basis functions. For strict thresholds, the adaptive method achieves the
accuracy of the classical method on coarser meshes (cf. Table 3) and even
outperforms it on fine meshes (cf. Table 4). On such meshes, the classical
FSM suffers from extremely high condition numbers condsys of the system
matrix leading to a loss of accuracy.

Number of required collocation points. Of interest is the observation when
the number of available collocation points increases, the number of steps
required in the adaptive method to reach a certain threshold does not seem
to grow (cf. Figure 5). As is seen from Table 5 on smaller clusters, where
the threshold is reached faster, the results are worse. This is due to the
fact, that on finer meshes the adaptive FSM has more points to choose
from during the error elimination steps. Nevertheless, any threshold can
be achieved theoretically by eliminating all (or almost all) errors at the
collocation points. In this case, the adaptive method is equivalent to the
full FSM.

Effects of large condition numbers. Figure 6 shows the loss of accuracy in
the classical Fundamental Solution Method. When the number of colloca-
tion points grows beyond a critical value, the error starts to grow slowly.
While this growth does not necessarily lead to very large errors, if a better
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Figure 5. Number of iteration steps required to reach a
certain threshold for a varying number of collocation
points.

Table 5. Helmholtz equation, κ = 8, different geometries,
threshold = 10−12.

N steps required rel.err. rel.err. classical FSM
1280 1276 1.43 · 10−10 1.43 · 10−10

5120 1523 6.47 · 10−13 5.85 · 10−13

20480 1493 6.15 · 10−13 1.43 · 10−12

81920 1505 5.92 · 10−13 -

approximation is desired, one has to repeat the calculation with fewer col-
location points. In the same figure, the growth of the condition number is
indicated. To the same problem the adaptive FSM is applied (cf. Figure 7).
It can be seen that there exists a critical step after which the maximal lo-
cal error will grow due to the loss of accuracy in floating point operations.
However, we can still use stored data from the previous steps in order to
obtain a better result.

6. Conclusion and Outlook

When applied to large problems, the Fundamental Solution Method fea-
tures system matrices with extremely large condition numbers. We have
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Figure 6. Full FSM: Condition number and loss of accu-
racy for large numbers of collocation points.
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presented an adaptive method in which dimensions and the condition num-
bers of the matrices involved are reduced by several orders. Numerical
results show that the quality of approximations is comparable to that of the
classical method. Also, the new method leads to reasonable results even in
scenarios, where the classical method fails.

Future work will include the extension of the adaptive method to vector-
valued problems with a special focus on elastostatics. We are also planning
to investigate the convergence of the method in a theoretical context.
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Abstract. This paper considers the factorization of elliptic symbols
which can be represented by matrix-valued functions. Our starting point
is a Fundamental Factorization Theorem, due to Budjanu and Gohberg [2].
We critically examine the work of Shamir [15], together with some correc-
tions and improvements as proposed by Duduchava [6]. As an integral part
of this work, we give a new and detailed proof that certain sub-algebras of
the Wiener algebra on the real line satisfy a sufficient condition for a right
standard factorization. Moreover, assuming only the Fundamental Factor-
ization Theorem, we provide a complete proof of an important result from
Shargorodsky [16], on the factorization of an elliptic homogeneous matrix-
valued function, useful in the context of the inversion of elliptic systems of
multidimensional singular integral operators in a half-space.
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ÒÄÆÉÖÌÄ. ÓÔÀÔÉÀÛÉ ÂÀÍáÉËÖËÉÀ ÉÓÄÈÉ ÄËÉ×ÓÖÒÉ ÓÉÌÁÏËÏÄÁÉÓ
×ÀØÔÏÒÉÆÀÝÉÀ, ÒÏÌËÄÁÉÝ ÛÄÉÞËÄÁÀ ßÀÒÌÏÃÂÄÍÉËÉ ÉØÍÀÓ ÌÀÔÒÉÝÖ-
ËÉ ÌÍÉÛÅÍÄËÏÁÄÁÉÓ ÌØÏÍÄ ×ÖÍØÝÉÄÁÉÈ. ÜÅÄÍÉ ÀÌÏÓÀÅÀËÉ ßÄÒÔÉËÀ
ÁÉãÀÍÖÓ ÃÀ ÂÏäÁÄÒÂÉÓ ×ÖÍÃÀÌÄÍÔÖÒÉ ×ÀØÔÏÒÉÆÀÝÉÉÓ ÈÄÏÒÄÌÀ (Éá.
[2]). ÜÅÄÍ ÊÒÉÔÉÊÖËÀÃ ÂÀÍÅÉáÉËÀÅÈ ÛÀÌÉÒÉÓ ÍÀÛÒÏÌÓ [15] ÃÖÃÖÜÀ-
ÅÀÓ ÌÉÄÒ ÛÄÔÀÍÉËÉ ÝÅËÉËÄÁÄÁÉÓÀ ÃÀ ÂÀÖÌãÏÁÄÓÄÁÄÁÉÓ ÂÀÈÅÀËÉÓßÉ-
ÍÄÁÉÈ. ÀÌ ÍÀÛÒÏÌÉÓ ÂÀÍÖÚÏ×ÄËÉ ÍÀßÉËÉÀ ÜÅÄÍÓ ÌÉÄÒ ÌÏÚÅÀÍÉËÉ
ÀáÀËÉ ÃÀ ÃÄÔÀËÖÒÉ ÃÀÌÔÊÉÝÄÁÀ ÉÌ ×ÀØÔÉÓÀ, ÒÏÌ ÅÉÍÄÒÉÓ ÀËÂÄÁÒÉÓ
ÆÏÂÉÄÒÈÉ ØÅÄÀËÂÄÁÒÄÁÉ ÍÀÌÃÅÉË ßÒ×ÄÆÄ ÀÊÌÀÚÏ×ÉËÄÁÄÍ ÍÀÌÃÅÉËÉ
ÓÔÀÍÃÀÒÔÖËÉ ×ÀØÔÏÒÉÆÀÝÉÉÓ ÓÔÀÍÃÀÒÔÖË ÐÉÒÏÁÀÓ. ÀÌÉÓ ÂÀÒÃÀ,
ÌáÏËÏÃ ×ÖÍÃÀÌÄÍÔÖÒ ×ÀØÔÏÒÉÆÀÝÉÉÓ ÈÄÏÒÄÌÀÆÄ ÃÀÚÒÃÍÏÁÉÈ ÜÅÄÍ
ÌÏÂÅÚÀÅÓ ÓÒÖËÉ ÃÀÌÔÊÉÝÄÁÀ ÛÀÒÂÏÒÏÃÓÊÉÓ ÌÍÉÛÅÍÄËÏÅÀÍÉ ÛÄÃÄÂÉ-
ÓÀ [16] ÄËÉ×ÓÖÒÉ ÄÒÈÂÅÀÒÏÅÀÍÉ ÌÀÔÒÉÝÖËÉ ÌÍÉÛÅÍÄËÏÁÄÁÉÓ ÌØÏÍÄ
×ÖÍØÝÉÄÁÉÓ ×ÀØÔÏÒÉÆÀÝÉÉÓ ÛÄÓÀáÄÁ, ÒÏÌÄËÉÝ ÓÀÓÀÒÂÄÁËÏÀ ÍÀáÄ-
ÅÀÒÓÉÅÒÝÄÛÉ ÌÒÀÅÀËÂÀÍÆÏÌÉËÄÁÉÀÍÉ ÓÉÍÂÖËÀÒÖËÉ ÉÍÔÄÂÒÀËÖÒÉ
ÏÐÄÒÀÔÏÒÄÁÉÓ ÛÄÁÒÖÍÄÁÉÓÀÓ.
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1. Introduction

This paper considers the factorization of elliptic symbols which can be
represented by matrix-valued functions. Our starting point is a Fundamen-
tal Factorization Theorem due to Budjanu and Gohberg [2]. We critically ex-
amine the work of Shamir [15], together with some corrections and improve-
ments as proposed by Duduchava [6]. We shall call the combined efforts of
these two latter authors the Shamir–Duduchava factorization method.

One important application of the Shamir–Duduchava factorization me-
thod has been given by Shargorodsky [16]. Our primary goal is to provide,
in a single place, a complete proof of Shargorodsky’s result on the factor-
ization of a matrix-valued elliptic symbol, assuming only the Fundamental
Factorization Theorem. As an integral part of this work, we will give a new
and detailed proof that certain sub-algebras of the Wiener algebra on the
real line satisfy a sufficient condition for the right standard factorization.

2. Background

Let Γ denote a simple closed smooth contour dividing the complex plane
into two regions D+ and D−, where for a bounded contour we identify D+

with the domain contained within Γ. We shall be especially interested in
the case where Γ = Ṙ, the one point compactification of the real line. In
this situation, of course, D± are simply the upper and lower half-planes,
respectively. Let G± denote the union D± ∪ Γ.

2.1. Factorization. Suppose we are given a nonsingular matrix-valued fun-
ction A(ζ) =

(
ajk(ζ))

N
j,k=1, then we define a right standard factorization, or

simply the factorization as a representation of the form
A(ζ) = A−(ζ)D(ζ)A+(ζ) (ζ ∈ Γ), (2.1)

where D(ζ) is strictly diagonal with non-zero elements djj = ((ζ−λ+)/(ζ−
λ−))κj for j = 1, . . . , N . The exponents κ1 ≥ κ2 ≥ · · · ≥ κN are integers
and λ± are certain fixed points chosen in D±, respectively. (In passing, we
note that if Γ = Ṙ, it is customary to take λ± = ±i.) A±(ζ) are square
N ×N matrices that are analytic in D± and continuous in G±. Moreover,
the determinant of A+(A−) is nonzero on G+(G−).

As one would expect, interchanging the matrices A−(ζ) and A+(ζ) in
(2.1) gives rise to a left standard factorization. In either a right or a left
factorization, the integers κj = κj(A) are uniquely determined (see [9]) by
the matrix A(ζ). Further, if the matrix A(ζ) admits a factorization for
a pair of points λ±, then it admits a factorization of the same type for
any pair of points µ± ∈ D±, in that the right or left indices, denoted by
{κj(A), j = 1, . . . , N}, are independent of the points λ±.

2.2. Banach algebras of continuous functions. Let U(Γ) denote a Ba-
nach algebra of continuous functions on Γ which includes the set of all
rational functions R(Γ) not having any poles on Γ. Further we insist that
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U(Γ) is inverse closed in the sense that if a(ζ) ∈ U(Γ) and a(ζ) does not
vanish anywhere on Γ, then a−1(ζ) ∈ U(Γ). Of course, U(Γ) ⊂ C(Γ), where
C(Γ) is the Banach algebra of all continuous functions on Γ, with the usual
supremum norm.

Consider the region G+. By R+(Γ) we denote the set of all rational
functions not having any poles in this domain and by C+(Γ) the closure
of R+(Γ) in C(Γ) with respect to the norm of C(Γ). It is easy to see
that C+(Γ) is a subalgebra of C(Γ) consisting of those functions that have
analytic continuation to D+ and which are continuous on G+. We can now
define U+(Γ) = U(Γ) ∩ C+(Γ). Again, it is straightforward to show that
U+(Γ) is a subalgebra of U(Γ). (Similar definitions of C−(Γ) and U−(Γ)
follow by considering the region G−.)

2.3. Splitting algebras. It turns out that the ability to factorize a given
matrix is intimately linked to the ability to express U(Γ) as a direct sum of
two subalgebras - one containing analytic functions defined on D+ and the
other analytic functions on D−. To ensure the uniqueness of this partition
we let Ů−(Γ) denote the subalgebra of U−(Γ) consisting of all functions that
vanish at the chosen point λ− ∈ D−. We now say that a Banach algebra
U(Γ) splits if we can write

U(Γ) = U+(Γ)⊕ Ů−(Γ).

The prototypical example of a splitting algebra is the Wiener algebra,
W (T), of all functions defined on T, the unit circle |ζ| = 1, of the form

a(ζ) =
∞∑

j=−∞
ajζ

j

( ∞∑
j=−∞

|aj | <∞
)

with the norm ∥a(ζ)∥ =
∞∑

j=−∞
|aj |. The Banach algebras W±(T) have a

simple characterization. For example, W+(T) consists of all functions in
W (T) that can be expanded as an absolutely converging series in nonneg-
ative powers of ζ. However, the algebra C(T) does not split. (For more
details see [2].)

2.4. R-algebras. We say that a Banach algebra U(Γ) of complex-valued
functions continuous on Γ is an R-algebra if the set of all rational functions
R(Γ) with poles not lying on Γ is contained in U(Γ) and this set is dense,
with respect to the norm of U(Γ). In passing, we note that any R-algebra
of continuous functions is inverse closed. (See, for example, [4, Chapter 2,
Section 3, p. 44].) Following Theorem 5.1, p. 20 [3], we have:

Theorem 2.1 (Fundamental Factorization Theorem). Let U(Γ) be an ar-
bitrary splitting R-algebra. Then every nonsingular matrix-valued function
A(ζ) ∈ UN×N (Γ) admits a right standard factorization with factors A±(ζ)
in the subalgebras U±

N×N (Γ).
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2.5. Wiener algebras on the real line. Let L1(R) denote the usual con-
volution algebra of Lebesgue integrable functions on the real line. For any
g ∈ L1(R), we define the Fourier Transform of g as the function Fg, or ĝ,
given by

(Fg)(t) = ĝ(t) :=
1√
2π

∞∫
−∞

g(x)eixt dx.

We let C∞
0 (R) denote the algebra of continuous functions f on R which

vanish at ±∞. It is well known (see, for example, [13, Chapter 9, Theo-
rem 9.6, p. 182]) that if g ∈ L1(R), then

ĝ ∈ C∞
0 (R), ∥ĝ∥∞ ≤ ∥g∥1. (2.2)

The Wiener algebra W (R) is the set of all functions of the form f = ĝ+c,
where g ∈ L1(R) and c is a constant. The norm on W (R) is given by

∥f∥W (R) = ∥g∥1 + |c|.

Suppose f1 = ĝ1 + c1, f2 = ĝ2 + c2 ∈W (R). Then since ĝ1ĝ2 = ĝ1 ∗ g2 (see,
for example, [13, Chapter 9, Theorem 9.2, p. 179]), it is straightforward to
show that W (R) is a Banach algebra.

We will also consider certain subalgebras of the Wiener algebra W (R).
For r = 0, 1, 2, . . . we define W r(R) to be the set of functions f such that

(1− it)kDkf(t) ∈W (R) (k = 0, 1, . . . , r),

where Dk is the kth order derivative. (Of course, W 0(R) is simply W (R).)
We shall show that W r(R) is a Banach algebra and, moreover, is a splitting
R-algebra.

2.6. Homogeneity, differentiability and ellipticity. Suppose ξ =
(ξ1, . . . ξn) ∈ Rn for some integer n ≥ 2. It will be convenient to write
ξ = (ξ′, ξn), where ξ′ ∈ Rn−1. We assume that Rn has the usual Euclidean
norm, and we let Sn−1 denote the set {ξ ∈ Rn | ξ21 + · · ·+ ξ2n = 1}.

We further suppose that A0(ξ
′, ξn) is an N ×N matrix-valued function

defined on Rn, which is homogeneous of degree 0. In addition, we will as-
sume that the elements of the matrix A0(ξ

′, ξn) belong to Cr+2(Sn−1), for
some non-negative integer r, where Cr(Sn−1) denotes the set of r times con-
tinuously differentiable functions on the domain Sn−1. Finally, we assume
that A0(ξ

′, ξn) is elliptic, in that
inf

ξ∈Sn−1

∣∣ detA0(ξ)
∣∣ > 0.

2.7. The matrices E± and E. We will be particularly interested in the
behavior of A0(ξ

′, ξn) as ξn → ±∞.
Our approach is effectively to fix ξ′, and thereby consider factorization

in the one-dimensional (scalar) variable ξn. Since A0(ξ
′, ξn) is homogeneous

of degree zero,
lim

ξn→±∞
A0(ξ

′, ξn) = A0(0, . . . , 0,±1),
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for fixed ξ′. We define
E± := A0(0, . . . , 0,±1) and E := E−1

+ E−. (2.3)

2.8. The matrices B±. It is a standard result that any E ∈ CN×N can
be expressed in the Jordan Canonical Form

h1Eh
−1
1 = J := diag [J1, . . . , Jl],

where the Jordan block Jk = Jk(λk) is a matrix of order mk with eigenvalue
λk on every diagonal entry, 1 on the super-diagonal and 0 elsewhere. The
matrix h1 is invertible and

m1 + · · ·+ml = N.

The Jordan matrix J is unique up to the ordering of the blocks Jk, k =
1, . . . , l.

Let Bm(z) be the m×m matrix (bjk(z))
m
j,k=1 given by

bjk(z) :=


0, j < k,

1, j = k,

zj−k

(j − k)!
, j > k.

We now define
K := diag [K1, . . . ,Kl], (2.4)

where Kk := λkB
mk(1). By construction, K is a lower triangular matrix

whose block structure and diagonal elements are identical to those of J .
A routine inspection of the equation

Kku = λku

shows that the eigenspace associated with the eigenvalue λk has dimension
one. Therefore (see [5, p. 191]), the matrix Kk is similar to the Jordan block
Jk(λk) for k = 1, . . . , l. Thus K is similar to J , and we have

J = h2K h−1
2 ,

for some nonsingular matrix h2. Hence we can write
E = hK h−1, where h := h−1

1 h2. (2.5)
For any z1, z2 ∈ C and positive integer m, it is easy to show that the

matrix-valued functions Bm(z) satisfy
Bm(z1 + z2) = Bm(z1)B

m(z2), Bm(0) = I. (2.6)
In particular, taking z2 = −z1, gives

Bm(−z1) =
[
Bm(z1)

]−1
. (2.7)

In the analysis that follows we will use the logarithm function on the
complex plane. Unless specifically stated to the contrary, we will always
take the principal branch of the logarithm Log z defined by

Log z = log |z|+ i arg z, −π < arg z ≤ π,
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for any non-zero z ∈ C. In other words, we assume that the discontinuity
in arg z occurs across the negative real axis.

For any t ∈ R, we now define the complex-valued functions

α±(t) := (2πi)−1 log(t± i). (2.8)

Then

lim
t→+∞

[
α+(t)− α−(t)

]
= 0, lim

t→−∞

[
α+(t)− α−(t)

]
= 1. (2.9)

Corresponding to the block decomposition in (2.4), we set

B±(t)=diag
[
Bm1

(
(2πi)−1 log(t±i)

)
, . . . , Bml

(
(2πi)−1 log(t±i)

)]
. (2.10)

We note, in passing, that in the special case that l = N , then B±(t) = I.
Following [15], we now give a simple test for membership of W r(R) for

continuously differentiable functions.

Lemma 2.2. Let r = 0, 1, 2, . . . and suppose the function b(t) ∈ Cr+1(R)
has the property that, for some δ > 0,

Dkb(t) = O
(
|t|−k−δ

)
, k = 0, 1, . . . , (r + 1),

then b(t) ∈W r(R).

Proof. We follow the approach given in [15]. For 0 ≤ k ≤ r, we define

gk(t) = (1− it)kb(k)(t).

Our goal is to show that gk(t) ∈W (R).
Differentiating with respect to t,

g′k(t) = −ik(1− it)k−1b(k)(t) + (1− it)kb(k+1)(t).

Then, by hypothesis, gk and g′k are continuous. Moreover, as |t| → ∞, we
have gk(t) = O(|t|−δ) and g′k(t) = O(|t|−1−δ). Hence g′k(t) ∈ L2(R).

On applying the Fourier transform (Ft→ξ) to the function g′k(t), we ob-
tain ξ ĝk(ξ) ∈ L2(R). But using the Cauchy–Schwarz inequality∫

|ξ|≥ϵ

|ĝk(ξ)| dξ =
∫

|ξ|≥ϵ

1

|ξ|
|ξ ĝk(ξ)| dξ ≤

( ∫
|ξ|≥ϵ

1

|ξ|2
dξ

) 1
2

∥ξ ĝk∥L2 <∞.

Hence, ĝk(ξ) is absolutely integrable everywhere outside a neighborhood
(−ϵ, ϵ) of zero. On the other hand, for small |ξ|, from [17, Theorem 127,
p. 173 ], ĝk(ξ) = O(|ξ|δ−1) and hence ĝk(ξ) is absolutely integrable inside
(−ϵ, ϵ).

Thus, ĝk(ξ) ∈ L1(R). We now define a new function hk(x) = ĝk(−x).
Then, by construction, hk(x) ∈ L1(R) and taking the Fourier transform
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(Fx→t) of hk(x), we obtain

ĥk(t) =
1√
2π

∞∫
−∞

ĝk(−x)eixtdx

=
1√
2π

∞∫
−∞

ĝk(x)e
−ixtdx

= gk(t).

Now ĥk(t) ∈ W (R), and hence, gk(t) ∈ W (R). This completes the proof of
the lemma. �

2.9. Key theorem from Shamir. The next theorem (see [15, Appendix,
pp. 122–123]) considers some properties of a certain matrix-valued function
derived from an elliptic homogeneous matrix-valued function of degree zero.
Together with Theorem 2.1, it will provide the starting point for proving
our second result.

Theorem 2.3. Suppose that A0(ξ
′, ξn) ∈ Cr+3

N×N (Sn−1) is a matrix-valued
function which is homogeneous of degree 0 and elliptic. Suppose that the
Jordan form of A−1

0 (0, . . . , 0, 1)A0(0, . . . , 0,−1) has blocks Jk(λk) of size
mk for k = 1, . . . , l. Let the matrix c := A−1

0 (0, . . . , 0, 1), and the constant
invertible matrix h be as in equation (2.5). Then, for the fixed ξ′ ̸= 0,

lim
ξn→+∞

h−1cA0(ξ
′, ξn)h = I,

lim
ξn→−∞

h−1cA0(ξ
′, ξn)h = diag

[
λ1B

m1(1), . . . , λlB
ml(1)

]
.

Further, let ζ = (ζ1, . . . , ζN ), where

ζq = − logλj
2πi

for
j−1∑
k=1

mk < q ≤
j∑

k=1

mk, q = 1, . . . , N, (2.11)

and define
(ξn ± i)ζ := diag

[
(ξn ± i)ζ1 , . . . , (ξn ± i)ζN

]
.

Then, for the fixed ξ′ ̸= 0,

A∗
0(ξ

′, ξn) := (ξn − i)−ζB−(ξn)h
−1

× cA0(ξ
′, ξn)hB

−1
+ (ξn)(ξn + i)ζ ∈W r+2

N×N (R),

and
lim

ξn→±∞
A∗

0(ξ
′, ξn) = I. (2.12)

Proof. A detailed proof of this theorem is given in Appendix A. �

Remark 2.4. Note that in (2.11), the definition of ζq, q = 1, . . . , N includes
a multiplicative factor of (−1) not given in [15].
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Remark 2.5. Since we are assuming that for every non-zero z ∈ C we have
−π < arg z ≤ π, it follows immediately that

−1

2
≤ Re ζj <

1

2
, j = 1, . . . , N.

and hence
δ0 := min

1≤j,k≤N
(1− Re ζk + Re ζj) > 0. (2.13)

3. Statement of results

Theorem 3.1. For r = 0, 1, 2, . . . ,W r(R) is a splitting R-algebra.

Our second result considers the factorization of an elliptic matrix-valued
function of degree µ, and it confirms the isotropic case of Lemma 1.9,
p. 60 [16].

Theorem 3.2. Let r := [n/2]+1. Suppose that A ∈ Cr+3
N×N (Rn) is a matrix-

valued function which is homogeneous of degree µ and elliptic. Then, for
the fixed ω ∈ Sn−2,

Aω(ξ) = A
(
|ξ′|ω1, . . . , |ξ′|ωn−1, ξn

)
admits the factorization

Aω(ξ) =
(
ξn − i|ξ′|

)µ/2
A−

ω (ξ)D(ω, ξ)A+
ω (ξ)

(
ξn + i|ξ′|

)µ/2
,

where (A−
ω (ξ))

±1 and (A+
ω (ξ))

±1 are homogeneous matrix-valued functions
of order 0 that, for the fixed ξ′ ̸= 0, satisfy estimates of the form∑

0≤q≤r

ess sup
ξn∈R

∣∣ξqnDq
ξn

(
A±

ω (ξ
′, ξn)

)
j,k

∣∣ < +∞, 1 ≤ j, k ≤ N. (3.1)

Further, they have analytic extensions with respect to ξn in the lower half-
plane and the upper half-plane, respectively.
D(ω, ξ) is a lower triangular matrix with elements(ξn − i|ξ′|

ξn + i|ξ′|

)κk(ω)+ζk

on its diagonal. Its off-diagonal terms are homogeneous of degree 0, and
they satisfy an estimate of the form (3.1). The integer

κ(ω) :=
N∑

k=1

κk(ω)

=
1

2π
∆ arg det

[(
|ξ′|2 + ξ2n

)−µ/2
Aω(ξ

′, ξn)
]∣∣∣∣+∞

ξn=−∞
−

N∑
k=1

Re ζk
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depends continuously on ω∈Sn−2. The partial sums
M∑
k=1

κj(ω), 1≤M<N ,
are upper semicontinuous,

ζk = − logλj
2πi

for
j−1∑
ν=1

mν < k ≤
j−1∑
ν=1

mν , k = 1, . . . , N,

λj are eigenvalues of the matrix A−1(0, . . . , 0,+1)A(0, . . . , 0,−1) to which
there correspond Jordan blocks of dimension mj.

4. Proof of the First Result

The objective of this section is to prove Theorem 3.1. Let θ± denote the
characteristic functions of R±, respectively.

Lemma 4.1. The Wiener algebra W (R) is an R-algebra.

Proof. An abbreviated proof of this lemma is given in [4, Chapter 2, Sec-
tion 4, pp. 62–63]. A more detailed proof is included here, both for complete-
ness and to introduce some analysis that will be useful when considering the
subalgebras W r(R) for r ≥ 1.

We begin by showing that W (R) contains all rational functions with poles
off Ṙ. Firstly, we note the identities

(t− z+)
−1 = Fx→t

(√
2π i θ−(x) e−iz+x

)
, Im z+ > 0,

(t− z−)
−1 = −Fx→t

(√
2π i θ+(x) e−iz−x

)
, Im z− < 0,

where the functions θ−(x)e−iz+x and θ+(x)e−iz−x ∈ L1(R). Secondly, since
all functions in W (R) are bounded at infinity, any rational function in W (R)
must be such that the degree of the numerator must be less than or equal
to the degree of the denominator. (In particular, non-constant polynomial
functions are not included in W (R).) Finally, the fact that W (R) contains
all rational functions with poles off Ṙ now follows directly, because W (R)
is an algebra, and we have the usual partial fraction decomposition over C.

We now wish to show that rational functions with poles off Ṙ are dense
in W (R). Suppose f ∈ W (R) is arbitrary and r ∈ W (R) is rational. By
definition, we can write f(t) = ĝ(t)+c and r(t) = ŝ(t)+d, where g, s ∈ L1(R)
and c, d ∈ C. Let C∞

c (R) denote the set of smooth functions with compact
support in R. Then C∞

c (R) is dense in L1(R) and
∥f − r∥W := ∥g − s∥L1 + |c− d|

≤ ∥g − h∥L1 + ∥h− s∥L1 + |c− d| (where h ∈ C∞
c (R))

= ∥g − h∥L1 + ∥θ+h+ θ−h− θ+s− θ−s∥L1 (taking d = c)

≤ ∥g − h∥L1 + ∥θ+h− θ+s∥L1 + ∥ θ−h− θ−s∥L1 .

Of course, the approximations to θ+h and θ−h, by θ+s and θ−s, respec-
tively, are independent but similar. Hence, to prove that W (R) is an R-
algebra, it is enough for us to show that we can approximate θ+(x)h(x),
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where h ∈ C∞
c (R), arbitrarily closely in the L1(R) norm by a function

θ+(x)s(x) such that θ̂+s is rational and has no poles in the upper half-
plane.

For x ≥ 0, we let y = e−x and define

ψ(y) :=

{
h(− log(y))/y if y ∈ (0, 1],

0 if y = 0.

Since h(x) has compact support, ψ(y) is identically zero in some interval
[0, ν), where ν > 0. Thus, by construction, ψ(y) ∈ C∞[0, 1].

Hence, given any ϵ > 0, we can choose a Bernstein polynomial (see [12])
(BMψ)(y), of degree M =M(ϵ) such that

sup
y∈[0,1]

∣∣ψ(y)− (BMψ)(y)
∣∣ < ϵ

=⇒ sup
y∈[0,1]

∣∣∣ψ(y)− M∑
k=0

bky
k
∣∣∣ < ϵ for certain bk ∈ C, k = 0, 1, 2, . . . ,M

=⇒ sup
x∈[0,∞)

∣∣∣h(x)ex −
M∑
k=0

bke
−kx

∣∣∣ < ϵ.

We let S(x) =
M∑
k=0

bke
−kx and observe, therefore, that our proposed approx-

imant to θ+h(x) is θ+S(x)e−x.
Of course, the Fourier transform of θ+S(x)e−x is a rational function with

no poles in the upper half-plane, since for k = 1, 2, 3, . . . we have

̂θ+e−kx =
i√
2π

1

t+ ik
.

Finally, we take θ+s(x) := θ+S(x)e−x and then

∥θ+h− θ+s(x)∥L1 =

∞∫
0

|h(x)− S(x)e−x| dx

=

∞∫
0

|h(x)ex − S(x)| e−x dx

≤ ϵ

∞∫
0

e−x dx

= ϵ.

This completes the proof that W (R) is an R-algebra. �

Remark 4.2. Suppose now that f = ĝ ∈W (R). From the proof of the above
lemma, we can show that θ̂+g ∈ C+(Ṙ). (See section 2.2.) Indeed, applying
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inequality (2.2), we have∥∥θ̂+g − θ̂+s(x)
∥∥
∞ ≤ ∥θ+g − θ+s(x)∥L1 .

Since θ̂+s(x) ∈ R+(Ṙ), we immediately have θ̂+g ∈ C+(Ṙ), because C+(Ṙ)
is the closure of R+(Ṙ) with respect to the supremum norm. It follows in
an exactly similar way that θ̂−g ∈ C−(Ṙ).

Lemma 4.3. The Wiener algebra W (R) splits.

Proof. An abbreviated proof of this lemma is given in [4, Chapter 2, Sec-
tion 4, p. 63]. A more detailed proof is included here for completeness.

Our method of proof is a direct construction. Suppose f = ĝ+ c ∈W (R)
then, since g = θ+g + θ−g, we have

f = θ̂+g + θ̂−g + c

=
(
θ̂+g + c+

)
+
(
θ̂−g + c−

)
where c = c+ + c−, and c− is chosen such that

(θ̂−g)(−i) + c− = 0.

But since g ∈ L1(R), we have θ±g ∈ L1(R). Moreover, from Remark 4.2,
we have θ̂±g ∈ C±(Ṙ) and thus

θ̂±g ∈W (R) ∩ C±(Ṙ).

In other words, we have the required decomposition, and thus

W (R) =W+(R)⊕ W̊−(R)

where W̊−(R) = {h ∈W−(R) : h(−i) = 0}. This completes the proof that
W (R) splits. �

Remark 4.4. For any φ ∈ S(R), we now define three integral operators:

Π±φ(t) =
(±1)

2πi
lim
ϵ→0

∞∫
−∞

φ(τ)

τ − (t± iϵ)
dτ, SRφ(t) =

1

πi

∞∫
−∞

φ(τ)

τ − t
dτ.

For more details see [7] and [8]. Each of these operators is bounded on S(R).
Moreover (see [7, Chapter II Section 5, pp. 70–71]),

Π±φ̂ = θ̂±φ.

But since S(R) is dense in W0(R) := {f ∈ W (R) : f = ĝ, g ∈ L1(R)},
each of the singular integral operators can be extended, by continuity, to a
bounded operator on W0(R).

Finally, we have the well-known formulae

Π+ +Π− = I, Π+ =
1

2
(I + SR), Π− =

1

2
(I − SR).
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Lemma 4.5. For r = 1, 2, 3, . . . , W r(R) is a Banach algebra with a norm
that is equivalent to the norm

∥f∥W r = ∥f∥W +
r∑

k=1

∥∥(1− it)kDkf(t)
∥∥
W
.

Proof. The proof that W r(R) is a Banach algebra is straightforward. How-
ever, as an illustration, we will prove that given f1, f2 ∈ W r(R), the prod-
uct f1f2 ∈ W r(R) and ∥f1f2∥W r ≤ Cr∥f1∥W r∥f2∥W r , for some constant
Cr that depends only on r.

The existence of a norm ∥ · ∥′W r equivalent to ∥ · ∥W r and such that
∥f1f2∥′W r ≤ ∥f1∥′W r∥f2∥′W r is then guaranteed by [14, Theorem 10.2, p. 246].

Suppose f1, f2 ∈W r(R). Then, for any integer p satisfying 1 ≤ p ≤ r,

(1− it)pDp
t [f1(t)f2(t)] =

p∑
k=0

(
p

k

)[
(1− it)kDkf1

] [
(1− it)p−kDp−kf2

]
.

We assume that W (R) is a Banach algebra and therefore, f1f2 ∈W (R) and
(1− it)pDp[f1(t)f2(t)] ∈W (R). Hence, f1f2 ∈W r(R), as required.

By definition,

∥f1f2∥W r = ∥f1f2∥W +
r∑

k=1

∥∥(1− it)kDk[f1f2]
∥∥
W

= ∥f1f2∥W

+
r∑

k=1

∥∥∥∥ k∑
j=0

(
k

j

)[
(1− it)jDjf1

] [
(1− it)k−jDk−jf2

]∥∥∥∥
W

≤ ∥f1∥W ∥f2∥W

+
r∑

k=1

k∑
j=0

(
k

j

)∥∥(1− it)jDjf1
∥∥
W

∥∥(1− it)k−jDk−jf2
∥∥
W

≤ Cr∥f1∥W r∥f2∥W r ,

where the strictly positive constant Cr depends only on the integer r. This
completes the proof of the lemma. �

We now show that W r(R) splits. To do this, we will need two interme-
diate lemmas.

Lemma 4.6. Suppose f(t), Df(t) ∈ W (R) and lim
t→±∞

f(t) = 0. Then
Π±Df(t) = DΠ±f(t).

Proof. From [8, Chapter I, Section 4.4, p. 31], we have
DSRf(t) = SRDf(t)

But, from Remark 4.4 we have Π± = 1
2 (I ± SR), respectively, and so

DΠ±f(t) = Π±Df(t). �
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Lemma 4.7. Suppose f(t), tf(t) ∈ W (R) and lim
t→±∞

f(t) = 0. Let [tI,Π±]

denote the commutator of tI and Π±. Then [tI,Π±]f ∈ C.

Proof. Suppose f(t), tf(t) ∈W (R). Then

[tI,Π+]f = (tIΠ+ −Π+tI)f

=
1

2

(
t(I + SR)− (I + SR)tI

)
f (by Remark 4.4)

=
1

2
(tSR − SRt)f

=
t

πi

∞∫
−∞

f(τ)

τ − t
dτ − 1

πi

∞∫
−∞

τf(τ)

τ − t
dτ

=
1

πi

∞∫
−∞

(t− τ)f(τ)

τ − t
dτ

=
(−1)

πi

∞∫
−∞

f(τ) dτ

∈ C.

Finally, we note that [tI,Π−] = [tI, I−Π+] = [tI, I]− [tI,Π+] = 0− [tI,Π+]
and, hence, [tI,Π−] ∈ C. This completes the proof of the lemma. �

Lemma 4.8. For r = 0, 1, 2, . . . the algebra W r(R) splits.

Proof. Suppose f(t) ∈W r(R) for some nonnegative integer r. Since f(t) ∈
W (R), it is enough to consider the case where lim

t→±∞
f(t) = 0. Moreover,

by Remarks 4.2 and 4.4, we can write

f(t) = Π+f(t) + Π−f(t), Π±f ∈W (R) ∩ C±(Ṙ).

Thus, to complete the proof, we have to show that Π±f(t) ∈ W r(R).
That is, we have prove that for k = 0, 1, . . . r we have (1− it)kDkΠ±f(t) =
i−k(t+ i)kDkΠ±f(t) ∈W (R).

We now proceed by induction on r. Our inductive hypothesis is that for
any f ∈W r(R), we have (t+i)rDrΠ±f(t) = (Π±(t+i)rDrf(t)+c) ∈W (R).
We have previously proved this result for r = 0. Suppose that the inductive
hypothesis holds for k = 0, . . . , (r − 1).

From Lemma 4.6,

(t+ i)rDrΠ±f = t · (t+ i)r−1DrΠ±f + i · (t+ i)r−1DrΠ±f

= t · (t+ i)r−1Dr−1Π±(Df) + i · (t+ i)r−1Dr−1Π±(Df).
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But since Df ∈W r−1(R), applying the inductive hypothesis, we get
(t+ i)rDrΠ±f

= t ·Π±(t+ i)r−1Dr−1(Df) + i ·Π±(t+ i)r−1Dr−1(Df) + c

= t ·Π±(t+ i)r−1Drf + i ·Π±(t+ i)r−1Drf + c.

Hence, using Lemma 4.7 (applied to (t+ i)r−1Drf), we obtain
(t+ i)rDrΠ±f = Π±t(t+ i)r−1Drf +Π±i(t+ i)r−1Drf + c′

= Π±(t+ i)rDrf + c′

∈W (R).

This completes the proof by induction. So, finally, for k = 0, 1, . . . , r, we
have (1 − it)kDkΠ±f(t) ∈ W (R) and thus, for r = 0, 1, 2, . . . , the algebra
W r(R) splits. �

Our final objective in this section is to show that W r(R) is an R-algebra
for r = 1, 2, 3, . . . , noting that in Lemma 4.1 we have proved this result for
the special case W (R), corresponding to r = 0.

In Appendix B we show that the Fourier transforms of smooth functions
with a compact support and which are zero in a neighborhood of x = 0, are
dense in the space W r(R). Then, proceeding analogously to Lemma 4.1, it
is enough for us to show that we can approximate θ̂+h, where h ∈ C∞

c (R)
and is zero near 0, arbitrarily closely in the W r(R) norm by the function
θ̂+s, that is rational and has no poles in the upper half- plane.

As previously, for x ≥ 0, we set y = e−x and define

ψ(y) =

{
h(− log(y))/y if y ∈ (0, 1],

0 if y = 0.

Since h(x) has compact support, ψ(y) is identically zero in some interval
[0, ν), where ν > 0. Thus, by construction, ψ(y) ∈ C∞[0, 1].

Remark 4.9. The motivation for choosing the Bernstein polynomial,
(BMψ)(y), can be found in [12], as the approximant to ψ(y) in Lemma 4.1,
is that we can simultaneously choose M =M(ϵ) such that for 1 ≤ j ≤ r

sup
y∈[0,1]

∣∣ψ(y)− (BMψ)(y)
∣∣ < ϵ and sup

y∈[0,1]

∣∣Dj
yψ(y)−Dj

y(BMψ)(y)
∣∣ < ϵ.

Given y = e−x, we can consider ψ(y) in terms of x, as given by the
equation ψ(y) = exh(x). The following lemma expresses the derivatives of
ψ(y) in terms of the derivatives of h(x).

Lemma 4.10.
Dj

yψ(y) = (−1)je(j+1)x(Dx + 1) · · · (Dx + j)h(x) for j = 1, 2, . . . .

Proof. Note that by definition, y = e−x and ψ(y) = exh(x). We use proof
by induction on j.
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Suppose j = 1. Then Dxψ(y) = Dyψ(y) · (dy/dx) and, hence.
Dyψ(y) = −exDx(e

xh) = −ex(exh+ exDxh) = (−1)e2x(Dx + 1)h,

completing the first step of the inductive proof.
Now suppose the result is true for j = m. Then, by the inductive hy-

pothesis,

Dx[D
m
y ψ(y)] = Dx

[
(−1)me(m+1)x(Dx + 1) · · · (Dx +m)h(x)

]
.

Hence,
Dm+1

y ψ(y)(dy/dx) = (−1)m(m+ 1)e(m+1)x(Dx + 1) · · · (Dx +m)h(x)

+ (−1)me(m+1)xDx(Dx + 1) · · · (Dx +m)h(x).

Therefore,

Dm+1
y ψ(y) = (−1)m+1e(m+2)x[m+ 1 +Dx](Dx + 1) · · · (Dx +m)h(x)

= (−1)m+1(m+ 1)e(m+2)x(Dx + 1) · · · (Dx +m)(Dx +m+ 1)h(x),

proving the result for j = m+1. This completes the proof by induction. �
Motivated by Lemma 4.10, for j = 0, 1, 2, . . . , we now define:

hj(x) =

{
(Dx + 1) · · · (Dx + j)h(x) if j > 0,

h(x) if j = 0.

Hence, we can write
Dj

yψ(y) = (−1)je(j+1)xhj(x), j = 0, 1, 2 . . . . (4.1)
In exactly the same way, given y = e−x and (BMψ)(y) = S(x), we define

T (x) = S(x)e−x. Hence, (BMψ)(y) = exT (x) and
Dj

y(BMψ)(y) = (−1)je(j+1)x(Dx + 1) · · · (Dx + j)T (x) for j = 1, 2, . . . .

Analogously, for j = 0, 1, 2, . . . we define:

Tj(x) =

{
(Dx + 1) · · · (Dx + j)T (x) if j > 0,

T (x) if j = 0.

Hence, we can similarly write
Dj

y(BMψ)(y) = (−1)je(j+1)xTj(x), j = 0, 1, 2 . . . , (4.2)
and we can now express our approximations in terms of the variable x.

Remark 4.11. Using equations (4.1) and (4.2), we can now reformulate the
Bernstein polynomial, (BMψ)(y), approximations to ψ(y) and its deriva-
tives as

sup
x∈[0,∞)

∣∣exh0(x)− exT0(x)
∣∣ < ϵ. (4.3)

and for 1 ≤ j ≤ r,
sup

x∈[0,∞)

∣∣e(j+1)xhj(x)− e(j+1)xTj(x)
∣∣ < ϵ.
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Lemma 4.12. For r = 1, 2, 3, . . . W r(R) is an R-algebra.

Proof. Our proposed approximant to θ+h(x) is θ+S(x)e−x. From Appendix
B, to show convergence to θ̂+h in ∥ · ∥W r , it suffices to show the convergence
to θ+h, xk(θ+h) and Dj

x(x
k(θ+h)) in ∥ · ∥L1 for all 1 ≤ j ≤ k ≤ r.

Of course, one important consequence of the fact that our smooth func-
tion h is zero in the neighborhood of 0 is that it implies that θ+h is also
smooth.

We have already seen in Lemma 4.1 that∥∥θ+h(x)− θ+S(x)e−x
∥∥
L1
< ϵ.

Similarly, for 1 ≤ k ≤ r, we have

∥∥θ+xkh(x)− θ+xkS(x)e−x
∥∥
L1

=

∞∫
0

∣∣xkh(x)− xkS(x)e−x
∣∣ dx

=

∞∫
0

|exh(x)− S(x)|xke−x dx

=

∞∫
0

∣∣exh0(x)− exT0(x)
∣∣xke−x dx

≤ ϵ

∞∫
0

xke−x dx by (4.3)

= (k!) ϵ, since
∞∫
0

xke−xdx = k! .

Suppose that j ≥ 1. Clearly, there exist constants {cl : 0 ≤ l ≤ j}, that
depend only on j such that

Dj
xh =

j∑
l=0

clhl, Dj
xT =

j∑
l=0

clTl,

where h0 = h, and hl = (Dx+1) · · · (Dx+l)h for l > 0, and T0 = T = Se−x,
and Tl = (Dx + 1) · · · (Dx + l)T for l > 0.

Hence, for 1 ≤ j ≤ k ≤ r,∥∥θ+xkDj
xh− θ+xkDj

x(Se
−x)

∥∥
L1

=
∥∥∥θ+xk j∑

l=0

cl(hl − Tl)
∥∥
L1

≤
j∑

l=0

|cl| ·
∥∥θ+xk(hl − Tl)

∥∥
L1
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=

j∑
l=0

|cl|
∞∫
0

∣∣xk(hl(x)− Tl(x))
∣∣ dx

=

j∑
l=0

|cl|
∞∫
0

∣∣e(l+1)xhl(x)− e(l+1)xTl(x)
∣∣e−(l+1)xxk dx

≤ ϵ

j∑
l=0

|cl|
∞∫
0

e−(l+1)xxk dx by (4.11)

≤ ϵ

j∑
l=0

|cl|
k!

(l + 1)k+1
.

Therefore, W r(R) is an R-algebra, as required. �

5. Proof of the Second Result

The objective of this section is to prove Theorem 3.2. In determining
certain asymptotic estimates for matrices arising during factorization, we
follow the approach of Duduchava [6]. (For full details, see Appendix C.)

Proof. We begin by defining

A0(ξ
′, ξn) :=

(
|ξ′|2 + |ξn|2

)−µ/2
A(ξ′, ξn). (5.1)

For the fixed ξ′ ̸= 0, we set

ω :=
ξ′

|ξ′|
; t :=

ξn
|ξ′|

.

From Theorem 2.3, for the fixed ω ∈ Sn−2,
A∗

0(ω, t) = (t− i)−ζB−(t)h
−1cA0(ω, t)hB

−1
+ (t)(t+ i)ζ ∈W r+2

N×N (R).

Moreover, from Lemmas 4.8 and 4.12, W r+2(R) is a splitting R-algebra.
Hence, by Theorem 2.1, the matrix A∗

0(ω, t) admits a right standard factor-
ization.

Therefore, we can write,
cA0(ω, t) = hB−1

− (t)(t− i)ζA∗
0(ω, t)(t+ i)−ζB+(t)h

−1

= hB−1
− (t)(t− i)ζ

[
(A∗

−(ω, t))
−1 diag

( t− i

t+ i

)κ(ω)

A∗
+(ω, t)

]
× (t+ i)−ζB+(t)h

−1,

where the factors (A∗
±)

±1 ∈ W r+2
N×N (R), and have analytic extensions with

respect to ξn, to the lower half-plane and the upper half-plane, respectively.
Moreover (see [10, p. 37]), since lim

t→±∞
A∗

0(ω, t) = I, there exist factors
A∗

± ∈W r+2
N×N (R) such that

lim
t→±∞

A∗
±(ω, t) = I. (5.2)
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We now define
A±

1 (ω, t) := (t± i)ζ A∗
±(ω, t) (t± i)−ζ . (5.3)

Hence, as the diagonal matrices commute,

cA0(ω, t) = hB−1
− (t)(A−

1 (ω, t))
−1 diag

( t− i

t+ i

)κ(ω)+ζ

A+
1 (ω, t)B+(t)h

−1.

From equation (5.3),

(A±
1 )j,k = (t+ i)ζj−ζk (A∗

±)j,k.

Suppose j ̸= k. Then, from Lemma C.4,
lim

t→±∞
(A±

1 (w, t))j,k = 0 (j ̸= k).

Given this result for the off-diagonal terms of A±
1 (w, t) and equations (5.2)

and (5.3), we have
lim

t→±∞
A±

1 (w, t) = I.

Further, if we set
A±

0 (ω, t) := A±
1 (ω, t)B±(t)h

−1,

then we can write

cA0(ω, t) = (A−
0 (ω, t))

−1 diag
( t− i

t+ i

)κ(ω)+ζ

A+
0 (ω, t).

Now, by definition,
A±

0 = A±
1 B±h

−1

=
[
(A±

1 − I) + I
]
B±h

−1

= B±
[
B−1

± (A±
1 − I)B± + I

]
h−1

= B±A
±
2 h

−1,

where we now define
A±

2 (ω, t) := B−1
± (t) (A±

1 (ω, t)− I)B±(t) + I. (5.4)

Remark 5.1. We have already noted that the factors (A∗
±)

±1 have analytic
extensions with respect to ξn, to the lower half-plane and to the upper half-
plane, respectively. From definitions (5.3) and (5.4), it is clear that this
property is likewise shared by the factors (A±

1 )
±1 and (A±

2 )
±1.

Remark 5.2. From Lemma C.6,[
(A±

2 )
±1

]
j,k

∈W r(R) for 1 ≤ j, k ≤ N.

In particular, each element of the matrices (A±
2 )

±1 satisfies a condition of
the form: ∑

0≤q≤r

ess sup
ξn∈R

∣∣ξqnDq
ξn
(A±

2 (ξ
′, ξn))j,k

∣∣ < +∞.
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Finally, we have the required factorization, namely,

cA0(ω, t) = h(A−
2 )

−1B−1
− diag

( t− i

t+ i

)κ(ω)+ζ

B+A
+
2 h

−1

= h(A−
2 )

−1d(ω, t)A+
2 h

−1, (5.5)
where

d(ω, t) := B−1
− (t) diag

( t− i

t+ i

)κ(ω)+ζ

B+(t).

Remark 5.3. Note that, by construction, the matrix-valued functionsB±(ξn)
commute with the diagonal matrix (ξn ± i)ζ . (To see this, choose an ar-
bitrary block Jk(λk). On this block, (ξn ± i)ζ acts like a scalar, since the
relevant components of the vector ζ are all equal to −(logλk)/(2πi).)

By Remark 5.3, equation (2.10) which defines B±(t), together with the
properties of the blocks (see equations (2.6) and (2.7)), we can write

d(ω, t) = diag
( t− i

t+ i

)κ(ω)+ζ

B−1
− (t)B+(t)

= diag
( t− i

t+ i

)κ(ω)+ζ

× diag
[
Bm1

( 1

2πi
log t+ i

t− i

)
, . . . , Bml

( 1

2πi
log t+ i

t− i

)]
.

Remark 5.4. We notice that, by definition,

t =
ξn
|ξ′|

and t+ i

t− i
=
ξn + i|ξ′|
ξn − i|ξ′|

.

Hence, the functions of t or (t+ i)/(t− i) are homogeneous in the variable
ξ = (ξ′, ξn).

It remains to consider the sum and partial sums of the factorization
indices. For the fixed ξ′, our final factorization (see equation (5.5)) is

cA0(ω, t) = h(A−
2 )

−1d(ω, t)A+
2 h

−1.

Hence, since c, h are constant matrices and lim
t→±∞

A±
2 = I, we have

∆ arg det
[(
|ξ′|2 + |ξn|2

)−µ/2
Aω(ξ

′, ξn)
]∣∣∣∣ξn=+∞

ξn=−∞

= ∆ arg detA0(ξ
′, ξn)

∣∣∣ξn=+∞

ξn=−∞
(see equation (5.1))

= ∆ arg det d(ω, t)
∣∣∣t=+∞

t=−∞
. (5.6)

Now, d(ω, t) is a lower triangular matrix, and hence its determinant is the
product of the entries on its main diagonal. Thus

det d(ω, t) =
N∏

k=1

(
t− i

t+ i

)κk(ω)+ζk

.
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Therefore (see [7, Chapter II, Section 6, p. 88]),

1

2π
∆ arg det d(ω, t)

∣∣∣∣t=+∞

t=−∞
=

N∑
k=1

κk(ω) +
N∑

k=1

Re ζk. (5.7)

From equations (5.6) and (5.7), we have

1

2π
∆ arg det

[(
|ξ′|2 + |ξn|2

)−µ/2
Aω(ξ

′, ξn)
]∣∣∣∣ξn=+∞

ξn=−∞

=
N∑

k=1

κk(ω) +
N∑

k=1

Re ζk.

The remaining assertions in Theorem 3.2 concerning the continuity of the
sum and the semicontinuity of the partial sums of the factorization indices,
can be found in [15, Theorem 3.1, p. 113]. �

Appendix A. Proof of the Key Theorem from Shamir

We shall give a proof of Theorem 2.3 in two steps:
(i) E−1

+ E− is similar to diag [λ1, . . . , λN ];
(ii) The general case.

Our overall approach will be to reduce the general case to a simpler case.
We begin by establishing some simple decay estimates.

Lemma A.1. Suppose that A0(ξ
′, ξn) ∈ Cr+3

N×N (Sn−1) is a matrix-valued
function which is homogeneous of degree 0. Then, for the fixed ξ′ ̸= 0,

Dk
ξn

[
A0(ξ

′, ξn)− E±
]
= O

(
|ξn|−k−1

)
, ξn → ±∞, 0 ≤ k ≤ (r + 3), (A.1)

where these estimates are uniform for ξ′ ∈ Sn−2.

Proof. Suppose that ξn → ∞. Then since A0 is homogeneous of degree 0,

A0(ξ
′, ξn)− E+ = A0(ξ

′ξ−1
n , 1)−A0(0, 1)

=
n−1∑
j=1

∂A0

∂ξj
(0, 1)

ξj
ξn

+O
(
|ξn|−2

)
= O

(
|ξn|−1

)
, ξn → ∞.

This completes the proof for k = 0.
For 1 ≤ k ≤ (r + 3), we can ignore the constant matrix E+, and we

readily obtain

Dk
ξnA0(ξ

′, ξn) = Dk
ξnA0(ξ

′ξ−1
n , 1) = O

(
|ξn|−k−1

)
, ξn → ∞.

Of course, estimates for the case ξn → −∞ follow in exactly the same way.
This completes the proof of the lemma. �
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Let us consider the first step. We assume that the invertible matrix
E−1

+ E− is similar to diag [λ1, . . . , λN ]. In this formulation the eigenvalues
λj , j = 1, . . . , N are listed according to their multiplicity and, of course, are
all non-zero.

We now define ζ = (ζ1, . . . , ζN ) by

ζj = − logλj
2πi

, j = 1, . . . , N. (A.2)

Remark A.2. The definition of ζ, given by equation (A.2), includes a multi-
plicative factor (−1) is not shown in [15]. As will be seen, this modification
allows us to correct an error in the treatment of the discontinuity across the
negative real axis. (See [15, Lemma 4.2].)

Lemma A.3. Suppose that A0(ξ
′, ξn) ∈ Cr+3

N×N (Sn−1) is a matrix-valued
function which is homogeneous of degree 0 and elliptic. Suppose further
that for some invertible constant matrix h1,

E = E−1
+ E− = h1 diag [λ1, . . . , λN ]h−1

1 . (A.3)

If ζj = − log λj

2πi for j = 1, . . . N , ζ = (ζ1, . . . , ζN ) and c := A−1
0 (0, . . . , 0, 1),

then for the fixed ξ′ ̸= 0,
A∗

0(ξ
′, ξn) := (ξn − i)−ζh−1

1 cA0(ξ
′, ξn)h1(ξn + i)ζ ∈W r+2

N×N (R),
and

lim
ξn→±∞

A∗
0(ξ

′, ξn) = I.

Proof. By hypothesis, we have
E = E−1

+ E− = h1 diag [λ1, . . . , λN ]h−1
1 .

If we define Ã0(ξ
′, ξn) := h−1

1 cA0(ξ
′, ξn)h1, we may assume, without loss of

generality, that
E+ = I, E− = diag [λ1, . . . , λN ].

We define a new matrix-valued function
A∗

0(ξ
′, ξn) = (ξn − i)−ζÃ0(ξ

′, ξn)(ξn + i)ζ . (A.4)
Then, for ξn > 0, we can write

A∗
0(ξ

′, ξn)=(ξn−i)−ζ
[
Ã0(ξ

′, ξn)−E+

]
(ξn+i)

ζ+(ξn−i)−ζE+(ξn+i)
ζ

and similarly for ξn < 0, we have
A∗

0(ξ
′, ξn)=(ξn−i)−ζ

[
Ã0(ξ

′, ξn)−E−
]
(ξn+i)

ζ+(ξn−i)−ζE−(ξn+i)
ζ .

Since the matrices (ξn − i)−ζ and (ξn + i)ζ are diagonal, we can write a
typical element of the first summand as

(ξn − i)−ζj
[
Ã0(ξ

′, ξn)− E±
]
jl
(ξn + i)ζl

= O
(
|ξn|− Re ζj−1+Re ζl

)
= O

(
|ξn|−δ0

)
(A.5)

using Lemma A.1 and equation (2.13).
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Now suppose 1 ≤ k ≤ (r + 3) and α ∈ C. Then

Dk
ξn(ξn ± i)α = Cα,k(ξn ± i)α−k,

where Cα,k, k = 1, 2, . . . are certain constants. Moreover, from Lemma A.1,

Dk
ξn

[
Ã0(ξ

′, ξn)− E±
]
= O

(
|ξn|−k−1

)
as ξn → ±∞.

Hence, for k = 0, 1, . . . , r + 3, we can write

Dk
ξn

{
(ξn − i)−ζj

[
Ã0(ξ

′, ξn)− E±
]
jl
(ξn + i)ζl

}
= O

(
|ξn|− Re ζj+Re ζl−k−1

)
= O

(
|ξn|−δ0−k

)
. (A.6)

We now consider the second summand, which is diagonal as it is the
product of diagonal matrices. For any α ∈ C and ξn → ±∞, it will be
useful to factorize (ξn ± i)α using the following identity:

(ξn ± i)α = (ξn ± i0)α(1± iξ−1
n )α

noting, as expected, that the decomposition on the right-hand side preserves
the modulus and argument of the left-hand side.

For ξn > 0, the (j, j) entry of the second summand is given by

(ξn−i)−ζj 1 (ξn+i)
ζj = (ξn−i0)−ζj (ξn+i0)

ζj 1 (1−iξ−1
n )−ζj (1+iξ−1

n )ζj

= (1− iξ−1
n )−ζj (1 + iξ−1

n )ζj ,

since the product of the first two terms is 1.
Similarly, for ξn < 0, we have

(ξn − i)−ζjλj(ξn + i)ζj

= (ξn − i0)−ζj (ξn + i0)ζjλj(1− iξ−1
n )−ζj (1 + iξ−1

n )ζj

= e−ζj log |ξn|eiζjπeζj log |ξn|eiζjπλj(1− iξ−1
n )−ζj (1 + iξ−1

n )ζj

= e2πiζjλj(1− iξ−1
n )−ζj (1 + iξ−1

n )ζj

= (1− iξ−1
n )−ζj (1 + iξ−1

n )ζj

since λj = elog λj = e−2πiζj for j = 1, . . . , N from equation (A.2).
So, for the second summand, combining the results for ξn → ±∞, for

|ξn| > 1 we have

(ξn − i)−ζE±(ξn + i)ζ − I = (1− iξ−1
n )−ζ(1 + iξ−1

n )ζ − I.

So, expanding the factors on the right-hand side in powers of ξ−1
n , we have

(ξn − i)−ζE±(ξn + i)ζ − I =
∞∑
l=1

Alξ
−l
n for |ξn| > 1.

Thus, on differentiating k times with respect to ξn, we obtain

Dk
ξn

{
(ξn − i)−ζE±(ξn + i)ζ − I

}
= O

(
|ξn|−1−k

)
(A.7)
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for k = 0, 1, . . . , (r + 3). Combining estimates (A.6) and (A.7), we obtain

Dk
ξn

{
A∗

0(ξ
′, ξn)− I

}
= O

(
|ξn|−δ0−k

)
, |ξn| → ∞. (A.8)

From Lemma 2.2, we have A∗
0(ξ

′, ξn) ∈W r+2
N×N (R). This completes the proof

of the first step. �

With these preparations complete, we now turn to the general case. For
convenience, we now restate Theorem 2.3.

Lemma A.4. Suppose that A0(ξ
′, ξn) ∈ Cr+3

N×N (Sn−1) is a matrix-valued
function which is homogeneous of degree 0 and elliptic. Suppose that the
Jordan form of A−1

0 (0, . . . , 0, 1)A0(0, . . . , 0,−1) has blocks Jk(λk) of size mk

for k = 1, . . . , l. Let ζ = (ζ1, . . . ζN ), where

ζq = − logλj
2πi

for
j−1∑
p=1

mp < q ≤
j∑

p=1

mp, q = 1, . . . , N.

Let c := A−1
0 (0, . . . , 0, 1). Then for the fixed ξ′ ̸= 0,

A∗
0(ξ

′, ξn) := (ξn − i)−ζB−(ξn)h
−1

× cA0(ξ
′, ξn)hB

−1
+ (ξn)(ξn + i)ζ ∈W r+2

N×N (R), (A.9)

and
lim

ξn→±∞
A∗

0(ξ
′, ξn) = I.

Proof. By hypothesis, and using equation (2.5), we have

E = E−1
+ E− = hdiag

[
λ1B

m1(1), . . . , λlB
ml(1)

]
h−1,

for some invertible matrix h. If we define Ã0(ξ
′, ξn) := h−1cA0(ξ

′, ξn)h, we
may assume, without loss of generality, that

E+ = I, E− = diag
[
λ1B

m1(1), . . . , λlB
ml(1)

]
.

Mimicing the approach in the first case, we define

ζ ′j = − logλj
2πi

, −1

2
≤ Re ζ ′j <

1

2
, where j = 1, . . . , l.

Moreover, we calculate

min
1≤j,k≤l

(1− Re ζ ′k + ℜζ ′j) = δ0 > 0. (A.10)

We now define

ζq = ζ ′j for
j−1∑
p=1

mp < q ≤
j∑

p=1

mp, q = 1, . . . , N.

Now we can set ζ = (ζ1, . . . , ζN ), exactly as in the first case.
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Remark A.5. When regarded as a function of z ∈ C, the matrix-valued
functions B±(z) are analytic in the regions Im z > 0 and Im z < 0, respec-
tively. Note also that, by construction, the matrix-valued functions B±(ξn)
commute with the diagonal matrix (ξn ± i)ζ . (To see this, choose an arbi-
trary block Jk. On this block, (ξn ± i)ζ acts like a scalar, since the relevant
components of the vector ζ are all equal to − log λk

2πi .)

As previously (see equation (A.4)), we define a new matrix-valued func-
tion

A∗
0(ξ

′, ξn) = (ξn − i)−ζB−(ξn)Ã0(ξ
′, ξn)B

−1
+ (ξn)(ξn + i)ζ . (A.11)

Now, since E+ = I, using the established properties of Bm(α±), we have

lim
ξn→∞

B−(ξn)Ã0(ξ
′, ξn)B

−1
+ (ξn)

= lim
ξn→∞

B−(ξn)B
−1
+ (ξn)

= lim
ξn→∞

B−(ξn) diag
[
Bm1

(
− α+(ξn)

)
, . . . , Bml

(
− α+(ξn)

)]
= lim

ξn→∞
diag

[
Bm1

(
α−(ξn)−α+(ξn)

)
, . . . , Bml

(
α−(ξn)−α+(ξn)

)]
= diag

[
Bm1(0), . . . , Bml(0)

]
= I.

On the other hand, since E− = diag [λ1Bm1(1), . . . , λlB
ml(1)],

lim
ξn→−∞

B−(ξn)Ã0(ξ
′, ξn)B

−1
+ (ξn)

= lim
ξn→−∞

B−(ξn) diag
[
λ1B

m1(1), . . . , λlB
ml(1)

]
B−1

+ (ξn)

= lim
ξn→−∞

B−(ξn) diag
[
λ1B

m1(1− α+), . . . , λlB
ml(1− α+)

]
= lim

ξn→−∞
diag

[
λ1B

m1(1−α++α−), . . . , λlB
ml(1−α++α−)

]
= diag

[
λ1B

m1(0), . . . , λlB
ml(0)

]
= diag

[
λ1I

m1 , . . . , λlI
ml

]
,

where Im is an m×m block identity matrix.
So, as in Lemma A.3, we can see that

lim
ξn→±∞

A∗
0(ξ

′, ξn)

= lim
ξn→±∞

(ξn − i)−ζB−(ξn)Ã0(ξ
′, ξn)B

−1
+ (ξn)(ξn + i)ζ = I. (A.12)

To show that Dk
ξn
A∗

0(ξ
′, ξn), k = 1, . . . , (r + 3) satisfies estimates of

the form given in equation (A.8), we follow exactly the approach taken
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in Lemma A.3

A∗
0(ξ

′, ξn) = (ξn − i)−ζB−(ξn)Ã0(ξ
′, ξn)B

−1
+ (ξn)(ξn + i)ζ

= (ξn − i)−ζB−(ξn)(Ã0(ξ
′, ξn)− E±)B

−1
+ (ξn)(ξn + i)ζ

+ (ξn − i)−ζB−(ξn)E±B
−1
+ (ξn)(ξn + i)ζ ,

where

B−(ξn)E±B
−1
+ (ξn)

= E± diag
[
Bmj

(
log ξn − i

ξn + i

)]
= E± diag

[
Bmj

(
log 1− i/ξn

1 + i/ξn

)]
.

The presence of the logarithmic terms in the matrices B± adds only a
minor complication. For any fixed positive integer m, we have

Dξn

[
log(ξn ± i)

]m
= m

[
log(ξn ± i)

]m−1
(ξn ± i)−1.

But since
lim

ξn→±∞

[log(ξn ± i)]p

(ξn ± i)ϵ
= 0,

for any fixed integer p and any ϵ > 0, we can effectively repeat the proof of
Lemma A.3 with any δ′ satisfying 0 < δ′ < δ0.

From Lemma 2.2, we have A∗
0(ξ

′, ξn) ∈ W r+2
N×N (R). This completes the

proof of the general case. �

Appendix B. Function Approximation in W r(R)

The goal in this appendix is to prove that the Fourier transforms of
smooth functions which have compact support and are zero in a neighbor-
hood of x = 0, are dense in the space W r(R). To show this, we use the
standard approach of cut-off functions and convolution with a mollifier. In
simple terms, this analysis is required because we are effectively working in
a weighted Sobolev space. (See, for example, [1]).

Lemma B.1. Suppose f ∈W r(R) and 0 ≤ j ≤ k ≤ r. Then

Dkf, tjDkf and Dk(tjf) ∈W (R).

In addition, if f = ĝ, then ∥xkg∥L1 = ∥Dkf∥W ,

∥Dj(xkg)∥L1 = ∥tjDkf∥W and ∥xkDjg∥L1 = ∥Dk(tjf)∥W .

Proof. Since W (R) is an R-algebra and 0 ≤ j ≤ k,
tj

(1− it)k
∈W (R). (B.1)

By definition, (1− it)kDkf ∈W (R) and it follows from (B.1) that

tjDkf =
tj

(1− it)k
(1− it)kDkf ∈W (R). (B.2)
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Moreover, from (B.2),

Dktjf =

j∑
l=0

clt
j−lDk−lf ∈W (R),

where cl are some constants. (Note that j ≤ k implies that j − l ≤ k − l.)
From [11, Proposition 2.2.11, p. 100],

Fx→t

[
(ix)kg(x)

]
= Dkĝ.

Hence,
∥xkg∥L1

= ∥Dkĝ∥W = ∥Dkf∥W .

Let hk(x) := xkg(x). Then, again from [11, Proposition 2.2.11, p. 100],

Fx→tD
jhk = (−it)j ĥk,

and thus
∥Dj(xkg)∥L1 = ∥tj x̂kg∥W = ∥tjDkf∥W .

Finally,

∥xkDjg∥L1 = ∥x̂kDjg∥W = ∥DkD̂jg∥W = ∥Dk(tjf)∥W .

This completes the proof of the lemma. �

Suppose ĝ(t) ∈W r(R). Then, by definition,

∥ĝ∥W r = ∥g∥L1 +
r∑

k=1

∥(Dx + 1)k(xkg(x))∥L1 .

Hence,

∥ĝ∥W r ≤ ∥g∥L1 +

r∑
k=1

{
∥xkg∥L1 +

k∑
j=1

(
k

j

)
∥Dj

x(x
kg)∥L1

}
.

Thus, to show the convergence to ĝ in ∥ · ∥W r , it suffices to show the
convergence to g, xkg and Dj

x(x
kg) in ∥ · ∥L1 for all 1 ≤ j ≤ k ≤ r.

Note that for j ≥ 1,

Dj
x(x

kg) =

j∑
l=0

(
j

l

)
(Dl

xx
k)(Dj−l

x g).

Hence, we have

∥ĝ∥W r ≤ Cr

∑
0≤j≤k≤r

∥xkDj
xg∥L1 := Cr∥g∥∗, (B.3)

where Cr is a constant that depends only on r. So, an alternative sufficient
condition for the convergence to ĝ in ∥ · ∥W r is the convergence to xkDj

xg
in ∥ · ∥L1 for all 0 ≤ j ≤ k ≤ r.
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We now define a cut-off function that is zero in a neighborhood of x = 0,
and is also equal to zero when |x| is sufficiently large. Firstly, we define two
smooth functions

α(x) =

{
0 if |x| ≤ 1/2,

1 if |x| ≥ 1,

and

β(x) =

{
1 if |x| ≤ 1,

0 if |x| ≥ 2.

Then, for 0 < ϵ < 1, we define the smooth cut-off function ϕϵ by

ϕϵ(x) = α(x/ϵ)β(ϵx).

Notice that by construction,

ϕϵ(x) =


1 if |x| ∈

[
ϵ,
1

ϵ

]
,

0 if |x| ∈
[
0,
ϵ

2

)
∪
[2
ϵ
,∞

)
.

In particular, for each 0 < ϵ < 1, the function ϕϵ has compact support, and
is identically zero in the neighborhood of 0.

Therefore, for j = 1, 2, . . . , the support of Dj
xϕϵ(x) is contained in Eϵ,

where
Eϵ :=

[
− 2

ϵ
,−1

ϵ

]
∪
[
− ϵ,− ϵ

2

]
∪
[ ϵ
2
, ϵ
]
∪
[1
ϵ
,
2

ϵ

]
.

For any positive integer k, we have

Dk
xα

(x
ϵ

)
=

(1
ϵ

)k

α(k)
(x
ϵ

)
and

Dk
xβ(ϵx) = ϵkβ(k)(ϵx).

Hence, for l = 1, 2, . . . ,

xlDl
xϕϵ =

l∑
k=0

ck

[(x
ϵ

)k

α(k)
(x
ϵ

)][
(ϵx)l−kβ(l−k)(ϵx)

]
,

for certain constants ck that depend only on k. Moreover, α(k)(y) = 0 unless
1
2 ≤ |y| ≤ 1 and β(k)(y) = 0 unless 1 ≤ |y| ≤ 2.

Hence, for l = 1, 2, . . . ,

sup
x∈R, 0<ϵ<1

|xlDl
xϕϵ| ≤ Cα,β,l, (B.4)

where Cα,β,l is a (finite) constant that depends only on the smooth functions
α, β and the index l.

Lemma B.2. Suppose ĝ ∈W r(R). Then ∥ϕ̂ϵg − ĝ∥W r → 0 as ϵ↘ 0.
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Proof. Suppose ĝ ∈ W (R). Then, by definition, g(x) ∈ L1(R) and ∥ĝ∥W =
∥g∥L1 . It is immediately clear from the definition of the L1 norm that
ϕϵg ∈ L1(R) and ∥ϕϵg − g∥L1 → 0 as ϵ ↘ 0. That is, ∥ϕ̂ϵg − ĝ∥W → 0 as
ϵ↘ 0, as required.

Now suppose ĝ ∈W r(R) and 1 ≤ k ≤ r. Then∥∥xk(ϕϵg)− xkg
∥∥
L1

=
∥∥ϕϵ(xkg)− xkg

∥∥
L1

−→ 0 as ϵ↘ 0.

Further, suppose that ĝ ∈W r(R), and 1 ≤ j ≤ k ≤ r. Then

Dj
x(ϕϵg) = ϕϵ(D

j
xg) +

j∑
l=1

(
j

l

)
Dl

xϕϵ ·Dj−l
x g.

We now show that for 1 ≤ l ≤ j ≤ k ≤ r,∥∥xkDl
xϕϵ ·Dj−l

x g
∥∥
L1

=

∫
R

∣∣xkDl
xϕϵ ·Dj−l

x g
∣∣ dx

=

∫
Eϵ

∣∣xkDl
xϕϵ ·Dj−l

x g
∣∣ dx since Dl

xϕϵ=0 outside Eϵ

≤ Cα,β,l

∫
Eϵ

|xk−lDj−l
x g| dx from (B.4)

−→ 0 as ϵ↘ 0,

since xk−lDj−l
x g ∈ L1(R). Hence,∥∥xkDj

x(ϕϵg)− xkDj
xg

∥∥
L1

≤
∥∥xkϕϵ(Dj

xg)− xkDj
xg

∥∥
L1

+

j∑
l=1

(
j

l

)∥∥xkDl
xϕϵ ·Dj−l

x g
∥∥
L1

=
∥∥ϕϵ(xkDj

xg)− xkDj
xg

∥∥
L1

+

j∑
l=1

(
j

l

)∥∥xkDl
xϕϵ ·Dj−l

x g
∥∥
L1

−→ 0 as ϵ↘ 0.

That is, ∥ϕ̂ϵg − ĝ∥W r → 0, as ϵ↘ 0, as required. �

Remark B.3. The significance of Lemma B.2 is that we can effectively as-
sume for the ensuing density arguments that any function in L1(R) has
both compact support and is also identically zero in the neighborhood of
the origin. (To see this, we simply approximate g ∈ L1(R) by h = ϕϵg.)

Following, for example [1], we now introduce the concept of a mollifier.
Let J be a nonnegative, real-valued function in C∞

0 (R) satisfying the two
conditions, J(x) = 0 if |x| ≥ 1, and

∫
R
J(x) dx = 1.

For δ > 0, we define Jδ(x) = δ−1J(x/δ). Then Jδ(x) ∈ C∞
0 (R) and:

(a) Jδ(x) = 0 if |x| ≥ δ and
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(b)
∫
R
Jδ(x) dx = 1.

As δ ↘ 0, the mollifier Jδ(x) approaches the delta-function supported on
x = 0. Formally, we define the convolution

(Jδ ∗ u)(x) =
∫
R

Jδ(x− y)u(y) dy.

Suppose v ∈ L1(R) and has compact support. Then:
(i) (Jδ ∗ v) ∈ C∞

0 (R);
(ii) (Jδ ∗ v) ∈ L1(R) and ∥Jδ ∗ v∥L1 ≤ ∥v∥L1 ;
(iii) if Dv ∈ L1(R), then D(Jδ ∗ v) = Jδ ∗Dv;
(iv) lim

δ↘0
∥Jδ ∗ v − v∥L1 = 0.

As a simple consequence of the above, we observe that if Djv ∈ L1(R), then∥∥Dj(Jδ ∗ v)−Djv
∥∥
L1

=
∥∥(Jδ ∗Djv)−Djv

∥∥
L1

−→ 0 as δ ↘ 0,

and, thus, ∥Jδ ∗ v− v∥W r,1 → 0 as δ ↘ 0 in the (unweighted) Sobolev space
W r,1(R).

Lemma B.4. Suppose ĥ(t) ∈W r(R), and further that h(x) has a compact
support and is identically zero in a neighborhood of x = 0. Then∥∥Ĵδ ∗ h− ĥ

∥∥
W r → 0 as δ ↘ 0.

Proof. Suppose that h(x) has compact support and is identically zero in a
neighborhood of x = 0. Then there exist positive real numbers ϵ and R
such that

supph ⊆
{
x ∈ R : ϵ ≤ |x| ≤ R

}
.

Suppose δ ≤ min{ϵ/2, 1}. Then

suppJδ ∗ h ⊆
{
x ∈ R :

ϵ

2
≤ |x| ≤ (R+ 1)

}
.

Now let H(x) be any function with

suppH ⊆
{
x ∈ R :

ϵ

2
≤ |x| ≤ (R+ 1)

}
,

and Ĥ(t) ∈ W r(R). Then for any integers j, k such that 0 ≤ j ≤ k ≤ r, we
have ( ϵ

2

)k

∥DjH∥L1 ≤ ∥xkDjH∥L1 ≤ (R+ 1)k∥DjH∥L1 .

Therefore, ( ϵ
2

)r

∥DjH∥L1 ≤ ∥xkDjH∥L1 ≤ (R+ 1)r∥DjH∥L1 ,

and summing over all 0 ≤ j ≤ k ≤ r, we have( ϵ
2

)r

∥H∥W r,1 ≤ ∥H∥∗ ≤ (r + 1)(R+ 1)r∥H∥W r,1 ,
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where ∥ · ∥W r,1 denotes the (unweighted) Sobolev norm, and ∥·∥∗ is defined
by equation (B.3).

Thus, since
∥Jδ ∗ h− h∥W r,1 → 0 as δ ↘ 0,

we have
∥Jδ ∗ h− h∥∗ as δ ↘ 0.

Finally, from equation (B.3),

∥Ĵδ ∗ h− ĥ∥W r → 0 as δ ↘ 0,

as required. �

Appendix C. Matrix Factor Estimates from Duduchava

In this appendix we follow the approach taken by Duduchava [6], and
derive some asymptotic estimates for certain matrices arising during factor-
ization.

Given A∗
0(ξ

′, ξn) ∈W r+2
N×N (R), we have the factorization

A∗
0(ω, t) =

(
A∗

−(ω, t)
)−1 diag

( t− i

t+ i

)κ(ω)

A∗
+(ω, t), (C.1)

where A∗
± ∈W r+2

N×N (R), and have analytic extensions with respect to ξn, to
the upper half-plane and to the lower half-plane, respectively. Moreover (see
[10, p. 37]), since lim

t→±∞
A∗

0(ω, t) = I, there exist factors A∗
± ∈ W r+2

N×N (R)
such that

lim
t→±∞

A∗
±(ω, t) = I. (C.2)

We now define
A±

1 (ω, t) = (t± i)ζA∗
±(ω, t)(t± i)−ζ . (C.3)

We begin with two technical lemmas that will be useful later. Let T
denote the unit circle in the complex plane.

Lemma C.1. Let 0 < ν < 1. Suppose ϕ(t) ∈ W r+2(R) and ϕk(t) :=
tkDk

t ϕ(t) = O(|t|−ν) as |t| → ∞, for k = 0, 1, . . . , r + 2. Define

Φk(z) := ϕk

(
i
1 + z

1− z

)
, z ∈ T \ {1}, Φk(1) := lim

z→1
Φk(z).

Then for j = 0, 1, . . . , r + 1, Φj ∈ Hν(T), where Hν(T) denotes the Hölder
space of order ν. Moreover, Φj(1) = 0.

Proof. Choose any z ∈ T. Then z = eiθ for some θ ∈ [−π, π), and it is
straightforward to show that

i
1 + z

1− z
= − cot

(θ
2

)
.

Hence, for j = 0, 1, . . . , r + 1, we can write

Φj(z) = ϕj

(
− cot

(θ
2

))
:= ψj(θ).
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In particular, as θ → 0, so, z → 1, and we obtain Φj(1) = 0. Now,

dψj

dθ
=
dϕj
dτ

dτ

dθ
, where τ := − cot

(θ
2

)
.

By hypothesis,

dϕj
dτ

= O
(
|τ |−ν−1

)
= O

(
|θ|ν+1

)
as |θ| → 0.

Moreover, by the direct calculation,

dτ

dθ
=

1

2 sin2( θ2 )
= O

(
|θ|−2

)
as |θ| → 0.

Combining these results,

dψj

dθ
= O

(
|θ|ν−1

)
as |θ| → 0. (C.4)

Suppose now z1, z2 ∈ T. Then, by relabeling, if necessary, we can suppose

|z1 − 1| ≤ |z2 − 1|,

and we consider three cases:
Case 1: |z1 − z2| < |z1 − 1| ≤ |z2 − 1|;
Case 2: |z1 − 1| ≤ |z1 − z2| ≤ |z2 − 1|;
Case 3: |z1 − 1| ≤ |z2 − 1| < |z1 − z2|.

We begin with Case 1 and apply the Mean Value Theorem to ψj :∣∣Φj(z1)− Φj(z2)
∣∣ = ∣∣ψj(θ1)− ψ(θ2)

∣∣
=

∣∣∣dψj

dθ
(θ∗)

∣∣∣ · |θ1 − θ2|
(
|θ1| ≤ |θ∗| ≤ |θ2|

)
,

where, due to the constraints applicable in this case, θ1 and θ2 must have
the same sign. Hence, from (C.4),

|Φj(z1)− Φj(z2)| ≤ C ′|z∗ − 1|ν−1 · |z1 − z2| for some constant C ′

= C ′
( |z1 − z2|
|z∗ − 1|

)1−ν

|z1 − z2|ν

≤ C ′
( |z1 − z2|
|z1 − 1|

)1−ν

|z1 − z2|ν

≤ C ′|z1 − z2|ν .
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For Case 2,∣∣Φj(z1)− Φj(z2)
∣∣ ≤ |Φj(z1)|+ |Φj(z2)|

=
∣∣∣ϕj(− cot

(θ1
2

))∣∣∣+ ∣∣∣ϕj(− cot
(θ2
2

))∣∣∣
≤ C

∣∣∣ cot
(θ1
2

)∣∣∣−ν

+ C
∣∣∣ cot

(θ2
2

)∣∣∣−ν

≤ 2C|θ1|ν + 2C|θ2|ν

≤ 4C|z1 − 1|ν + 4C|z2 − 1|ν

But in this case, |z1 − 1| ≤ |z1 − z2| and, moreover,
|z2 − 1| ≤ |z2 − z1|+ |z1 − 1| ≤ 2|z1 − z2|.

Therefore, ∣∣Φj(z1)− Φj(z2)
∣∣ ≤ 12C|z1 − z2|ν .

Finally, turning to Case 3,∣∣Φj(z1)− Φj(z2)
∣∣ ≤ |Φj(z1)|+ |Φj(z2)|

=
∣∣∣ϕj(− cot

(θ1
2

))∣∣∣+ ∣∣∣ϕj(− cot
(θ2
2

))∣∣∣
≤ C

∣∣∣ cot
(θ1
2

)∣∣∣−ν

+ C
∣∣∣ cot

(θ2
2

)∣∣∣−ν

≤ 2C|θ1|ν + 2C|θ2|ν

≤ 4C|z1 − 1|ν + 4C|z2 − 1|ν

≤ 8C|z1 − z2|ν . �

Lemma C.2. Let 0 < ν < 1 and ϕ(t) ∈W r+2(R). Suppose
ϕk(t) := tkDk

t ϕ(t) = O
(
|t|−ν

)
as |t| → ∞, for k = 0, 1, . . . , r + 2.

Then
tkDk

t SRϕ(t) = O
(
|t|−ν

)
as |t| → ∞, for k = 0, 1, . . . , r + 1.

Proof. By definition, for k = 0, 1, . . . , r + 2,

tkDk
t SRϕ(t) :=

tk

πi
Dk

t

∞∫
−∞

ϕ(τ)

τ − t
dτ

=
tk

πi

∞∫
−∞

(Dk
τϕ)(τ)

τ − t
dτ (see [8, Chapter I, Section 4.4 p. 31])

=
1

πi

∞∫
−∞

ϕk(τ)

τ − t
dτ,

where, in the last step, we use the identity
tk = τk + (t− τ)(tk−1 + tk−2τ + · · ·+ tτk−2 + τk−1),
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and repeat integration by parts.
For any t ∈ R, we define the change of variable

z :=
t− i

t+ i

(
or equivalently t = i

1 + z

1− z

)
,

where, of course, z ∈ T. Note that, as t → ±∞, we have z → 1. As
previously, we define

Φk(z) := ϕk

(
i
1 + z

1− z

)
.

By Lemma C.1, Φk ∈ Hν(T) with Φk(1) = 0, for k = 0, 1, . . . , r + 1.
With this change of variable,

tkDk
t SRϕ(t) =

1

πi

∞∫
−∞

ϕk(τ)

τ − t
dτ

=
1

πi

∫
|w|=1

1− z

1− w

Φk(w)

w − z
dw

=
1

πi

∫
|w|=1

Φk(w)

w − z
dw − 1

πi

∫
|w|=1

Φk(w)

w − 1
dw

= (STΦk)(z)− (STΦk)(1).

But the operator ST is bounded on Hν(T), and hence
tkDk

t SRϕ(t) = O
(
|z − 1|ν

)
= O

(
|t|−ν

)
,

as t→ ±∞ (z → 1). This completes the proof of the lemma. �

Our first task is to obtain some asymptotic estimates for the non-diagonal
elements of A±

1 . Due to the similarity of calculations, it is enough to prove
this result for the matrix A+

1 . For brevity, we will ignore any constant terms
that do affect the proof.

Lemma C.3. Suppose 1 ≤ j, k ≤ N with j ̸= k. Then
Dq

t (A
±
1 )j,k(ω, t) = O

(
|t|−σ−q

)
,

for q = 0, 1, . . . , r + 2, and some σ > 0.

Proof. We begin by noting that from the definition of A+
1 ,

(A+
1 )j,k = (t+ i)ζj−ζk(A∗

+)j,k.

Firstly, we suppose that Re(ζj − ζk) < 0. Then, in this case we can
simply take

σ = −Re(ζj − ζk),

so that σ > 0. Since (A∗
+)j,k ∈W r+2(R), the required result follows imme-

diately. Note that, taking q = 0,
lim

t→±∞
(A+

1 )j,k(ω, t) = 0. (C.5)
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Secondly, suppose that j ̸= k and Re(ζj − ζk) ≥ 0. From equation (C.1),

A∗
+ −A∗

− = diag
( t+ i

t− i

)κ(ω)

A∗
−A

∗
0 −A∗

−

=
[

diag
( t+ i

t− i

)κ(ω)

− I
]
A∗

−+diag
( t+i
t−i

)κ(ω)

(A∗
−A

∗
0−A∗

−)

=
[

diag
( t+ i

t− i

)κ(ω)

− I
]
A∗

−+diag
( t+i
t−i

)κ(ω)

A∗
−(A

∗
0−I)

:= b1(t) + b2(t)(A
∗
0 − I).

Consider now

b1(t) :=
[

diag
( t+ i

t− i

)κ(ω)

− I
]
A∗

−(ω, t).

We note that, as t→ ±∞,

Dq
t

[
diag

( t+ i

t− i

)κ(ω)

− I
]
= O

(
|t|−q−1

)
,

Dq
t

[
A∗

−(ω, t)
]
= O

(
|t|−q

)
(since A∗

− ∈W r+2
N×N (R)),

for q = 0, 1, . . . , r + 2. Hence, as t→ ±∞,
Dq

t b1(t) = O
(
|t|−q−1

)
. (C.6)

Consider now the second term,[
b2(A

∗
0 − I)

]
j,k

=

N∑
s=1

(b2)j,s(t)
(
A∗

0(ω, t)− I
)
s,k

(t)

where, by definition,

b2(t) :=
( t+ i

t− i

)κ(ω)

A∗
−(ω, t).

Since A∗
− ∈W r+2

N×N (R) we immediately have

Dq
t (b2)(t) = O

(
|t|−q

)
. (C.7)

Moreover, from estimates (A.6) and (A.7),
Dq

t (A
∗
0 − I)s,k = O

(
|t|−q−Re ζs+Re ζk+ϵ−1

)
. (C.8)

where ϵ is an arbitrarily small positive number that takes account of the
logarithmic terms in the matrices B±(t) used in the construction of A∗

0.
(See (A.12).) Using estimates (C.7) and (C.8),

Dq
t

[
b2(A

∗
0 − I)]

]
j,k

=

N∑
s=1

O
(
|t|−q−Re ζs+Re ζk+ϵ−1

)
=

N∑
s=1

O
(
|t|RRe(ζk−ζj)−q+ϵ−{Re(ζs−ζj)+1})

= O
(
|t|− Re(ζj−ζk)−q+ϵ−δ0

)
. (C.9)



148 Tony Hill

Let ν = Re(ζj − ζk) + δ0 − ϵ. By assumption, Re(ζj − ζk) ≥ 0 and hence
we can choose any ϵ such that 0 < ϵ < δ0 to ensure that ν > 0. Moreover,
Re(ζj − ζk) + δ0 ≤ 1, and hence ν < 1.

Combining estimates (C.6) and (C.9),
Dq

t (A
∗
+ −A∗

−)j,k(ω, t) = O
(
|t|−ν−q

)
,

for q = 0, 1, . . . , r + 2, where 0 < ν < 1.
For the fixed ω, we can now apply Lemma C.2 with

ϕ(t) = (A∗
+ −A∗

−)j,k(ω, t).

Let σ := δ0 − ϵ. Then

Dq
t (A

∗
+)j,k(ω, t) = Dq

t

1

2
(I + SR)(A

∗
+ −A∗

−)j,k(ω, t)

= O
(
|t|− Re(ζj−ζk)−σ−q

)
.

Finally,
Dq

t (A
+
1 )j,k(ω, t) = O

(
|t|−σ−q

)
, (C.10)

for q = 0, 1, . . . , r + 1, and σ > 0. �

Lemma C.4. Suppose 1 ≤ j, k ≤ N with j ̸= k. Then
lim

t→±∞

(
A±

1 (ω, t)
)
j,k

= 0.

Proof. The proof of the lemma follows directly from the estimates (C.5) and
(C.10). (Of course, using estimate (C.10), we take q = 0.) �

Remark C.5. From equation (C.2), lim
t→±∞

(A∗
±)j,j = 1, and hence,

lim
t→±∞

(
A±

1 (ω, t)
)
j,j

= 1, 1 ≤ j ≤ N.

Thus, the proof of Lemma C.3 can readily be extended to obtain (c.f. (A.8))
Dq

t (A
±
1 (ω, t)− I) = O

(
|t|−σ−q

)
for q = 0, 1, . . . , r + 1 and σ > 0.

Lemma C.6. Suppose 1 ≤ j, k ≤ N . Let
A±

2 (ω, t) = B−1
± (t)

(
A±

1 (ω, t)− I
)
B±(t) + I

Then (
A±

2 (ω, t)
)
j,k

∈W r(R).

Proof. From Remark C.5,
Dq

t

(
A±

1 (ω, t)− I
)
= O

(
|t|−σ−q

)
,

for σ > 0. Hence, from the definition of A±
2 ,

Dq
t

(
A±

2 (ω, t)− I
)
= O

(
|t|−σ′−q

)
,

for q = 0, 1, . . . , r+ 1 and any σ′ such that 0 < σ′ < σ. The required result
now follows from Lemma 2.2. �
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Short Communication

Malkhaz Ashordia and Goderdzi Ekhvaia

ON THE SOLVABILITY OF MULTIPOINT
BOUNDARY VALUE PROBLEMS FOR SYSTEMS

OF NONLINEAR DIFFERENCE EQUATIONS

Abstract. The effective sufficient conditions are given for the solvability of
the multipoint boundary value problems for systems of nonlinear difference
equations.
ÒÄÆÉÖÌÄ. ÀÒÀßÒ×ÉÅ ÓáÅÀÏÁÉÀÍ ÂÀÍÔÏËÄÁÀÈÀ ÓÉÓÔÄÌÄÁÉÓÀÈÅÉÓ ÌÏÚ-
ÅÀÍÉËÉÀ ÌÒÀÅÀËßÄÒÔÉËÏÅÀÍÉ ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÄÁÉÓ ÀÌÏáÓÍÀÃÏÁÉÓ
Ä×ÄØÔÖÒÉ ÓÀÊÌÀÒÉÓÉ ÐÉÒÏÁÄÁÉ.

2000 Mathematics Subject Classification: 34K10.
Key words and phrases: Systems of nonlinear difference equations, mul-
tipoint boundary value problems, solvability, unique solvability, effective
conditions.

Let m0 be a fixed natural number, Nm0 = {1, . . . ,m0} and Ñm0 =
{1, . . . ,m0}. Consider the problem of finding a vector-function y = (yi)

n
i=1 :

Ñm0 → Rn satisfying the system of difference equations
∆yi(k − 1) = gi

(
k, y1(k), . . . , yn(k), y1(k − 1), . . . , yn(k − 1)

)
(1)

for k ∈ Nm0 (i = 1, . . . , n)

and the multipoint boundary value problem of the Caucy–Nicoletti’s type
yi(ki) = ξi(y1, . . . , yn) (i = 1, . . . , n), (2)

where ki ∈ Ñm0 (i = 1, . . . , n), gi(k, · ) ∈ C(R2n,R) (k = 1, . . . ,m0), and ξi :

E(Ñm0 ,Rn) (i = 1, . . . , n) are continuous functional, in general nonlinear.
In the paper some effective sufficient conditions are given for the solva-

bility and unique solvability of the boundary value problem (1), (2). Some
results of the same type, among them necessary and sufficient condition,
are given in [1]. The general nonlinear boundary problems for the difference
system (1) is considered in [5], where the Conti–Opial’s type existence and
uniqueness theorems are given for the problem.

The various question for the linear and nonlinear boundary value prob-
lems for the systems of difference equations are considered in [1, 2, 5, 7, 11]
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(see also the references therein). The questions, analogous to considered in
the paper and in [1], are studied sufficiently well (see, for example, [8, 9])
for the boundary value problems for the ordinary differential systems, and
in [3, 4, 6, 10,12] for the impulsive systems (see also the references therein).

We realize the results for the boundary condition
yi(ti) = ci (i = 1, . . . , n), (3)

where ci ∈ Rn (i = 1, . . . , n) are constant vectors.
Throughout the paper the following notation and definitions will be used.
R = ]−∞,+∞[ , R+ = [0,+∞[ ; [a, b] (a, b ∈ R) is a closed interval.
Rn×m is the space of all real n × m-matrices X = (xij)

n,m
i,j=1 with the

norm ∥X∥ = max
j=1,...,m

n∑
i=1

|xij |.

Rn×m
+ =

{
(xij)

n,m
i,j=1 : xij ≥ 0 (i = 1, . . . , n; j = 1, . . . ,m)

}
.

Rn = Rn×1 is the space of all real column n-vectors x = (xi)
n
i=1; Rn

+ =

Rn×1
+ .
If l ∈ N, then Nl = {1, . . . , l}, Ñl = {0, 1, . . . , l}.
E(J,Rn×m), where J ⊂ Z, is the space of all matrix-functions Y =

(yij)
n,m
i,j=1 : J → Rn×m with the norm ∥Y ∥J = max{∥Y (k)∥ : k ∈ J},

∥Y ∥ν,J =
( ∑
k∈J

∥Y (k)∥ν
) 1

ν if 1 ≤ ν < +∞, and∥Y ∥+∞,α = ∥Y ∥J .

∆ is the difference operator of the first order, i.e.
∆Y (k − 1) = Y (k)− Y (k − 1) for Y ∈ E(Ñl,Rn×m), k ∈ Nl.

If a function Y is defined on Nl or Ñl−1, then we assume Y (0) = On×m,
or Y (l) = On×m, respectively, if it is necessary.

If B1 and B2 are normed spaces, then an operator ξ : B1 → B2 (nonlinear,
in general) is called positive homogeneous if ξ(λx) = λξ(x) for every λ ∈ R+

and x ∈ B1. If the spaces B1 and B2 are partial ordered then the operator ξ
is called nondecreasing if the inequality ξ(x) ≤ ξ(y) holds for every x, y ∈ B1

such that x ≤ y.
A matrix-function is said to be continuous, nondecreasing, integrable,

etc., if each of its components is such.

Definition 1. Let k1, . . . , kn ∈ Ñm0 . We say that the triplet (Q1, Q2; ξ0),
consisting of matrix-functions Qj = (qjil)

n
i,l=1 ∈ E(Ñm0 ,Rn×n) (j = 1, 2)

and a positive homogeneous nondecreasing continuous vector-functional
ξ0 = (ξ0i)

n
i=1 : E(Ñm0 ,Rn

+) → Rn
+, belongs to the set U(k1, . . . , kn) if

qjil(t) ≥ 0 (j = 1, 2; i ̸= l; i, l = 1, . . . , n) and the system of difference
inequalities

∆yi(k − 1) sgn
(
k − ki −

1

2

)
≤

n∑
l=1

(
q1ilyl(k) + q2ilyl(k − 1)

)
(i = 1, . . . , n),
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has no nontrivial nonnegative solution satisfying the condition

yi(ki) ≤ ξ0i(|y1|, . . . , |yn|) (i = 1, . . . , n).

The set analogous to U(k1, . . . , km0) has been introduced by I. Kiguradze
for ordinary differential equations (see [8, 9]).

Theorem 1. Let the inequalities

gi(t, y1, . . . , y2n) sgn
[(

k − ki −
1

2

)
yj n+i

]
≤

n∑
l=1

(
p1il(k)|yl|+ p2il(k)|yn+l|

)
+ qi

(
k,

2n∑
l=1

|yl|
)

(j = 0, 1; k = 1, . . . ,m0; i = 1, . . . , n) (4)

and

|ξi(y1, . . . , yn)| ≤ ξ0i
(
|y1|, . . . , |yn|

)
+ γi

( n∑
l=1

|yl|
)

(i = 1, . . . , n)

be fulfilled on the sets R2n and E(Ñm0 ,Rn), respectively, where (pjil)
n
i,l=1 ∈

E(Nm0 ,Rn×n) (j = 1, 2), and qi(k, · ) ∈ C(R+,R+) and γi ∈ C(R+,R+)
(i = 1, . . . , n; k = 1, . . . ,m0) are nondecreasing functions satisfying the
conditions

lim
ρ→+∞

qi(k, ρ)

ρ
= lim

ρ→+∞

γi(ρ)

ρ
= 0 for k ∈ Nm0 (i = 1, . . . , n), (5)

ξ0i : E(Ñm0 ,R+) → R+ (i = 1, . . . , n) are positive homogeneous nonde-
creasing functionals. Moreover, let there exist a matrix-functions Qj =

(qjil)
n
i,l=1 ∈ E(Ñm0 ,Rn×n) (j = 1, 2) such that

(Q1, Q2; ξ) ∈ U(k1, . . . , km0), (6)

here ξ = (ξ0i)
n
i=1, and

pjil(k) ≤ qjil(k) for k ∈ Nm0 (j = 1, 2; i, l=1, . . . , n). (7)

Then the problem (1), (2) is solvable.

Corollary 1. Let the inequalities (4) and

|ξi(y1, . . . , yn)| ≤
n∑

m=1

lim∥ym∥ν,Nm0
+ γi

( n∑
l=1

|yl|
)

(i = 1, . . . , n)

be fulfilled on the sets R2n and E(Ñm0 ,Rn), respectively, where (pjil)
n
i,l=1 ∈

E(Nm0 ,Rn×n) (j = 1, 2), and qi(k, · ) ∈ C(R+,R+) and γi ∈ C(R+,R+)
(i = 1, . . . , n; k = 1, . . . ,m0) are nondecreasing functions satisfying the
condition (5), lim ∈ R+ (i,m = 1, . . . , n), 2 ≤ ν ≤ +∞. Moreover, let
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the module of every characteristic value of the matrices H = (hjim)ni,j=1

(j = 1, 2) be less then 1, where

hjim = (2− j)m
1
ν
0 lim +

(1
2

sin−1 π

4m0 + 2

) 2
ν ∥qjim∥µ,Nm0

(j = 1, 2; i,m = 1, . . . , n),

where 1
µ + 2

ν = 1. Then the problem (1), (2) is solvable.

Corollary 2. Let the inequalities

gi(t, y1, . . . , y2n) sgn
[(

k − ki −
1

2

)
yj n+i

]
≤

n∑
l=1

(
η1il(k)|yl|+ η2il(k)|yn+l|

)
+ qi

(
k,

2n∑
l=1

|yl|
)

(j = 0, 1; k = 1, . . . ,m0; i = 1, . . . , n) (8)

and ∣∣ξi(y1, . . . , yn)∣∣ ≤ µi|yi(li)|+ γi

( n∑
l=1

|yi|
)

(i = 1, . . . , n)

be fulfilled on the sets R2n and E(Ñm0 ,Rn), respectively, where ηjil ∈ R+

(j = 1, 2; i ̸= l; i, l = 1, . . . , n), −1 < ηjii < 0 (j = 1, 2; i = 1, . . . , n),
qi(k, · ) ∈ C(R+,R+) and γi ∈ C(R+,R+) (i = 1, . . . , n; k = 1, . . . ,m0)
are nondecreasing functions satisfying the condition (5), and µi ∈ R+ and
li ∈ {1, . . . ,m0} li ̸= ki (i = 1, . . . , n). Moreover, let

µi max
{
γ1i(li), γ2i(li)

}
< 1 (i = 1, . . . , n), (9)

and the real part of every characteristic value of the matrix (ξil)
n
i,l=1 be

negative, where

γji(k) ≡
(
1 + (−1)jηjii sgn(k − ki)

)(−1)j(k−ki)
(j = 1, 2; i = 1, . . . , n),

ξii = η1ii + η2ii), ξil = η1ilh1i + η2ih2il (i ̸= l; i, l = 1, . . . , n),

and

h1i = h2i = 1 if 0 ≤ µi ≤ 1,

hji = 1 + (µi − 1)
(
1− µiγji(li)

)−1 if µi > 1 (i = 1, . . . , n).

Then the problem (1), (2) is solvable.
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Theorem 2. Let the inequalities[
gi(t, y1, . . . , y2n)−gi(t, z1, . . . , z2n)

]
sgn

[(
k−ki−

1

2

)
(yj n+i−zj n+i)

]
≤

n∑
l=1

(
p1il(k)|yl − zl|+ p2il(k)|yn+l − zn+l|

)
(10)

(j = 0, 1; k = 1, . . . ,m0; i = 1, . . . , n)

and∣∣ξi(y1, . . . , yn)− ξi(z1, . . . , zn)
∣∣

≤ ξ0i
(
|y1 − zl|, . . . , |yn − zn|

)
(i = 1, . . . , n) (11)

be fulfilled on the sets R2n and E(Ñm0 ,Rn), respectively, where (pjil)
n
i,l=1 ∈

E(Nm0 ,Rn×n) (j = 1, 2). Moreover, let there exists a matrix-functions
Qj = (qjil)

n
i,l=1 ∈ E(Ñm0 ,Rn×n) (j = 1, 2) such that the conditions (6) and

(7) hold, where ξ = (ξ0i)
n
i=1. Then the problem (1), (2) has one and only

one solution.

Corollary 3. Let the inequalities (10) and∣∣ξi(y1, . . . , yn)− ξi(z1, . . . , zn)
∣∣ ≤ n∑

m=1

lim∥ym − zm∥ν,Nm0
(i = 1, . . . , n)

be fulfilled on the sets R2n and E(Ñm0 ,Rn), respectively, where (pjil)
n
i,l=1 ∈

E(Nm0 ,Rn×n) (j = 1, 2), and lim ∈ R+ (i,m = 1, . . . , n), 2 ≤ ν ≤ +∞.
Moreover, let the module of every characteristic value of the matrices H =
(hjim)ni,j=1 (j = 1, 2), appearing in the Corollary 1, be less then 1, where
where 1

µ + 2
ν = 1. Then the problem (1), (2) has one and only one solution.

Corollary 4. Let the inequalities[
gi(t, y1, . . . , y2n)− gi(t, z1, . . . , z2n)

]
sgn

[(
k − ki −

1

2

)
(yj n+i − zj n+i)

]
≤

n∑
l=1

(
η1il|yl − zl|+ η2il|yn+l − zn+l|

)
(j = 0, 1; k = 1, . . . ,m0; i = 1, . . . , n)

be fulfilled on the sets R2n, where ηjil ∈ R+ (j = 1, 2; i ̸= l; i, l = 1, . . . , n),
−1 < ηjii < 0 (j = 1, 2; i = 1, . . . , n). Moreover, let µi ∈ R+ and li ∈
{1, . . . ,m0}, li ̸= ki (i = 1, . . . , n), be such the condition (9) hold and the
real part of every characteristic value of the matrix (ξil)

n
i,l=1 be negative,

where

γji(k) ≡
(
1 + (−1)jηjii sgn(k − ki)

)(−1)j(k−ki)
(j = 1, 2; i = 1, . . . , n),

ξii = η1ii + η2ii, ξil = η1ilh1il + η2ilh2il (i ̸= l; i, l = 1, . . . , n),
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and

h1i = h2i = 1 if 0 ≤ µi ≤ 1,

hji = 1 + (µi − 1)
(
1− µiγji(li)

)−1 if µi > 1 (i = 1, . . . , n),

Then the system (1) has one and only one solution under the condition

yi(ki) = λiyi(li) + βi (i = 1, . . . , n)

for every λi ∈ [−µi, µi] and βi ∈ R (i = 1, . . . , n).

Theorem 3. Let the matrix functions Qj = (qjil)
n
i,l=1 ∈ E(Ñm0 ,Rn×n)

(j = 1, 2) and the linear continuous vector-functional ξ0 = (ξ0i)
n
i=1 :

E(Ñm0 ,Rn
+) → Rn

+ be such that qjil(t) ≥ 0 (j = 1, 2; i ̸= l; i, l =
1, . . . , n) but the condition (6) be violated. Then there exist matrix-functions
(pjil)

n
i,l=1 ∈ E(Nm0 ,Rn×n) (j = 1, 2), functions gi(k, · ) ∈ C(R2n,R) (k =

1, . . . ,m0), and continuous functionals ξi : E(Ñm0 ,Rn) (i = 1, . . . , n) such
that the condition (7) hold, the inequalities (10) and (11) are fulfilled on
the sets R2n and E(Ñm0 ,Rn), respectively, but the problem (1), (2) is not
solvable.

The conditions for the solvability of the problem (1), (3) follows from
the theorems and corollaries given above if we assume ξi(y1, . . . , yn) ≡ ci
(i = 1, . . . , n).

We have the following results for the solvability of the problem (1), (3).

Theorem 4. Let the inequalities (4) be fulfilled on the set R2n, where
(pjil)

n
i,l=1 ∈ E(Nm0 ,Rn×n) (j = 1, 2), and qi(k, · ) ∈ C(R+,R+) (i =

1, . . . , n; k = 1, . . . ,m0) are nondecreasing functions satisfying the con-
dition (5). Moreover, let there exist a matrix-functions Qj = (qjil)

n
i,l=1 ∈

E(Ñm0 ,Rn×n) (j = 1, 2) such that the condition (7) hold, and the system
of difference inequalities appearing in the Definition 1 has no nontrivial
nonnegative solution satisfying the condition

yi(ki) = 0 (i = 1, . . . , n).

Then the problem (1), (3) is solvable.

Corollary 5. Let the inequalities (4) be fulfilled on the set R2n, respectively,
where (pjil)

n
i,l=1 ∈ E(Nm0 ,Rn×n) (j = 1, 2), and qi(k, · ) ∈ C(R+,R+)

(i = 1, . . . , n; k = 1, . . . ,m0) are nondecreasing functions satisfying the
condition (5). Moreover, let the module of every characteristic value of the
matrices Hj = (hjim)ni,j=1 (j = 1, 2) be less then 1, where

hjim =
(1
2

sin−1 π

4m0 + 2

) 2
ν ∥qjim∥Nm0

(j = 1, 2; i,m = 1, . . . , n).

Then the problem (1), (3) is solvable.
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Corollary 6. Let the inequalities (8) be fulfilled on the set R2n, where
ηjil ∈ R+ (j = 1, 2; i ̸= l; i, l = 1, . . . , n), −1 < ηjii < 0 (j = 1, 2;
i = 1, . . . , n), qi(k, · ) ∈ C(R+,R+) (i = 1, . . . , n; k = 1, . . . ,m0) are
nondecreasing functions satisfying the condition (5). Moreover, let the real
part of every characteristic value of the matrix (η1il + η2il)

n
i,l=1 be negative.

Then the problem (1), (3) is solvable.

Theorem 5. Let the inequalities (9) be fulfilled on the set R2n, where
(pjil)

n
i,l=1 ∈ E(Nm0 ,Rn×n) (j = 1, 2). Moreover, let there exists a matrix-

functions Qj = (qjil)
n
i,l=1 ∈ E(Ñm0 ,Rn×n) (j = 1, 2) such that the condition

(7) hold, and the system of difference inequalities, appearing in the Definition
1, has no nontrivial nonnegative solution satisfying the condition (13), where
ξ = (ξ0i)

n
i=1. Then the problem (1), (3) has one and only one solution.

Corollary 7. Let the inequalities (10) be fulfilled on the set R2n, where
(pjil)

n
i,l=1 ∈ E(Nm0 ,Rn×n) (j = 1, 2). Moreover, let the module of every

characteristic value of the matrices H = (hjim)ni,j=1 (j = 1, 2), appearing in
the Corollary 5, be less then 1. Then the problem (1), (3) has one and only
one solution.

Corollary 8. Let the inequalities (8) be fulfilled on the set R2n, where
ηjil ∈ R+ (j = 1, 2; i ̸= l; i, l = 1, . . . , n), −1 < ηjii < 0 (j = 1, 2;
i = 1, . . . , n). Moreover, let the real part of every characteristic value of the
matrix (η1il + η2il)

n
i,l=1 be negative. Then the problem (1), (3) has one and

only one solution.
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