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110 years have passed since the birthday of the outstanding Georgian scientist, a
public figure and a statesman, academician Viktor Kupradze. Mathematicians and
mechanicians throughout the world are well familiar with his name. Academician
Viktor Kupradze made a tremendous contribution to the theory of differential and
integral equations, problems of mathematical physics, the theory of elasticity and
applied mathematics.

Viktor Kupradze was born on 2 November 1903 in village Kela in Georgia, in
a railway worker’s family. Little Viktor went to the specialized school in Kutaisi,
where a comparatively extended course in mathematics was taught. Viktor’s turn
for mathematics attracted the attention of his teacher and, following his advice, in
1922 Kupradze became a student of the physico-mathematical faculty of the Tbil-
isi State University. In 1927 he graduated from the University with honours and as
nominee of professors Andria Razmadze and Nikoloz Muskhelishvili, founders of
the worldwide known Georgian mathematical school, was left at the University to
be prepared for research work. He became an assistant of A. Razmadze in math-
ematical analysis and an assistant of N. Muskhelishvili in theoretical mechanics.
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He also delivered lectures at the Tbilisi Polytechnical Institute. The scientific su-
pervisor of Viktor Kupradze, professor N. Muskhelishvili wrote in the testimonial:
“The post-graduate student has mastered quite well the main academic disciplines.
He has invariably shown the ability to independent, creative and critical thinking. I
can say with confidence that under proper conditions he will become an outstand-
ing specialist in applied mathematics”.

In 1930–1933 he was a post-graduate student at the Academy of Sciences of
the USSR in Leningrad (St. Petersburg), where his supervisors were the prominent
Russian scientists Alexei Krilov and Vladimir Smirnov.

In the period from 1933 to 1935 Kupradze worked as scientific secretary at the
Steklov Mathematical Institute of the Academy of Sciences of USSR. In 1935 he
defended his doctor’s thesis (skipping the candidate thesis) on the topic: “Bound-
ary Value Problems of the Electromagnetic Wave Theory”. In the same year
Kupradze returned to Tbilisi where he was appointed director of the Tbilisi Math-
ematical Institute (now Andrea Razmadze Mathematical Institute). During the
Great Patriotic War (the World War II) V. Kupradze served in the Soviet Army,
participated in the cruel battles for Crimean Peninsula. Due to his fluent German,
he was the Executive secretary of Editorial Board of the military newspaper “Zol-
datenvaarheit” published in German. In 1943 he was demobilized and appointed
pro-rector of the Tbilisi State University, responsible for research work.

From 1944 to 1953 Kupradze was the Minister of Education of Georgia.
In 1946 he was elected Full Member of the Academy of Sciences of Georgia.
In 1954–1958 he held the position of the rector of Tbilisi State University.
In 1962 the Georgian Mathematical Society was re-founded and V. Kupradze

was elected its second president. The Society was first founded in 1923 by Andrea
Razmadze, who was the president until he passed away in 1929.

In 1963 Kupradze was elected academician-secretary of the department of math-
ematics and physics of the Academy of Sciences of Georgia, where he worked
fruitfully till 1981. At the same time he headed the chair of differential and inte-
gral equations of the Tbilisi State University. From 1947 to 1985 Kupradze was a
member of Presidium of the Georgian Academy of Sciences.

V. Kupradze widely participated also in the public life of Georgia and the for-
mer USSR. In 1947 he took part in the Congress of Asiatic and African Peoples
held in Delhi. From 1954 to 1963 he was Chairman of the Supreme Soviet (Par-
liament) of Georgia. In 1955 he was sent to the USA (New York) as a member of
Soviet delegation to the 10-th Session of the UN General Assembly. V. Kupradze
was actively involved in the international scientific cooperation. Being member of
various reputable organizations such as the National Committee of Soviet Mathe-
maticians, National Committee on Theoretical and Applied Mathematics, Bureau
of the Scientific Council on Plasticity and Strength of the Academy of Sciences of
the USSR. V. Kupradze played a significant role in strengthening scientific con-
tacts between the scientists of different countries. He was a member of the edi-
torial boards of domestic and international scientific journals, including “Uspekhi
Matematicheskikh Nauk”, “Differentsial’nye Uravneniya”, “Journal of Thermal
Stresses” etc.
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Special tribute must be given to V. Kupradze as an excellent teacher, thesis ad-
viser, and lecturer with a considerable personal charisma. For over 40 years he
had been the head of the chair of differential and integral equations at Tbilisi State
University and brought up several generations of Georgian mathematicians. He
had many disciples and followers throughout the countries he visited. Attracted
by Kupradze’s charisma, many of his pupils became famous scientists and fruit-
fully continue mathematical scientific and academic activities both in Georgia and
abroad.

V. Kupradze passed away on 25 April 1985, about 28 years ago, but all those
people who knew him will cherish the memory of his warm, unforgettable person-
ality and his profound intelligence.

The mathematical heritage of V. Kupradze is very rich. He began his scientific
activities in the late twenties of the 20th century. His fruitful and tireless work
actually has lasted about 55 years. V. Kupradze’s contributions to mathematics
and mechanics can be divided into six large groups:

• Problems related to the justification of Sommerfeld’s Radiation Condi-
tions and boundary value problems (BVP) for the Helmholtz equation;

• Diffraction and scattering of electro-magnetic waves;
• Mathematical problems of the theory of elasticity (BVPs of statics and

steady state oscillations, and initial boundary value problems of general
dynamics);

• Theory of one- and multi-dimensional singular integral equations and their
applications;

• Investigation of refined models of the theory of elasticity (Thermoelastic-
ity, Cosserat model etc.);

• Problems of numerical simulation and approximate solutions of BVPs of
mathematical physics, Method of Fundamental Solutions.

A short account of V. Kupradze’s contribution to the listed issues reads as fol-
lows.

1. Sommerfeld’s radiation principle originally formulated in 1912 by the out-
standing German physicist and mathematician A. Sommerfeld, concerns the exis-
tence and uniqueness of a solution to boundary value problems for the Helmholtz
equation,

∆u(x) + k2u(x) = 0, x ∈ Ω, (1)
where ∆ is the Laplace operator, k2 is a real valued constant, called the wavenum-
ber, and Ω is an unbounded domain in the n-dimensional Euclidean space Rn,
n = 2, 3, . . . . The basic Dirichlet and Neumann boundary value problems, when
either the traces of the solution itself or of its normal derivative are prescribed on
the boundary Γ := ∂Ω, have unique solutions only under special constraints on
the growth of u(x) at infinity

u(x) = O
(
|x|

1−n
2
)

as |x| → ∞, (2)

∂u(x)
∂r

± ikr = O
(
|x|

1−n
2
)

as r := |x| → ∞. (3)
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In 1934, V. Kupradze managed to substantiate this principle mathematically. He
reduced these problems to Fredholm type boundary integral equations and showed
the existence of a solution under sufficiently general conditions. Ten years later,
the same result was obtained by H. Weyl. Moreover, Kupradze predicted and later
I. Vekua and F. Rellich proved that the condition (2) is not independent and follows
from the radiation condition (3).

2. Electromagnetic wave diffraction problems. A series of V. Kupradze’s
investigations are devoted to the diffraction of electromagnetic sinusoidal waves
around an arbitrary plane contour, described by the Maxwell’s equations{

curlH + iωεE = 0
curlE − iωµH = 0

in Ω ⊂ R2 (4)

with corresponding boundary and transmission conditions.
These problems were previously solved by A. Sommerfeld, V. Sternberg, H. Fre-

udental and other researchers for special domains with particular geometry. V. Kup-
radze made essential use of the method of integral equations.

He reduced the diffraction problems to equivalent boundary integral equations
and proved their unique solvability.

For these results, in 1938 Viktor Kupradze was awarded the prize at the All-
Union Competition of Young Scientists. It was included into the well-known
V. Smirnov’s university course on higher mathematics and translated into nearly
all languages of the world.

3. Basic boundary value problems of statics and stationary oscillations of
the elasticity theory. The approach developed for the Helmholtz equation, Viktor
Kupradze generalized to investigate the system of stationary oscillation equations
of elasticity

µ∆U(x) + (λ+ µ) grad divU(x) + %ω2U(x) = 0, x ∈ Ω, (5)

where U(x) := (U1(x), U2(x)U3(x))> is the displacement vector, λ and µ are
Lamé constants, % is the density of the elastic material, while ω is the oscillation
frequency. On the boundary of the domain Ω (occupied by an elastic body) there
is prescribed either the displacement vector

U+(x) = F (x), x ∈ ∂Ω, (6)

or the stress vector

(TU)+(x) := 2µ
∂U(x)
∂n

+

+ λn(x) divU + µn(x)× curlU(x) = G(x), x ∈ ∂Ω. (7)

For the system (5) endowed with the boundary condition either (6) or (7),
V. Kupradze proved the uniqueness of a classical solution. Then he constructed
solutions of three types, which he called a simple-, a double- and an antenna-layer
potential. He investigated the fundamental properties of these potentials and de-
rived jump formulas; Theorems analogous to the Lyapunov–Tauber theorem were
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proved, stating that the normal derivative of a regular harmonic double-layer po-
tential is continuous up to the domain boundary (in contrast to the double layer
potential and the normal derivative of a single-layer potential, which are discon-
tinuous at the boundary). Furthermore, he proved an important fact that the above-
mentioned boundary value problems are solvable under quite general conditions.

One of the first significant results obtained by V. Kupradze jointly with S. Sobo-
lev concerns the wave propagation on the elastic body-fluid interface. The exis-
tence of a wave of a new type was established by mathematical means.

The basic boundary value problems of statics and steady-state oscillations of the
elasticity theory with the first and second type boundary conditions, V. Kupradze
reduced to equivalent systems of singular integral equations. In particular, he
investigated the mentioned BVPs for homogeneous and piecewise-homogeneous
elastic bodies showed that the corresponding boundary singular integral operators
are of normal type.

From the 40s investigation of two- and three-dimensional problems of the elas-
ticity theory held an ever growing place in the scientific activities of V. Kupradze
and his followers. Building up a strong research team, he was extending, to-
gether with his disciples, the potential method to the basic boundary value and
nonstandard transmission problems of the mathematical theory of elasticity. He
constructed the matrix of fundamental solutions of the system of steady state elas-
tic oscillations explicitly (now called “Kupradze’s matrix”) and formulated the
radiation conditions in the elasticity theory (known as the “Sommerfeld–Kupradze
principle”) which in the three-dimensional case read as follows,

U = U (p) + U (s),

∆U (p) + k2
1U

(p) = 0, curlU (p) = 0, k2
1 =

%ω2

λ+ 2µ
,

∆U (s) + k2
2U

(s) = 0, divU (s) = 0, k2
2 =

%ω2

µ
,

∂U (p)(x)
∂r

− ik1U
(p)(x) = O

(
|x|−1

)
as r = |x| → ∞,

∂U (s)(x)
∂r

− ik2U
(s)(x) = O

(
|x|−1

)
as r = |x| → ∞,

(8)

where U (p) and U (s) are the so-called longitudinal (potential) and transverse (so-
lenoidal) parts of the displacement vector U . These conditions have a crucial role
in the proof of uniqueness theorems for exterior BVPs.

4. Multidimensional singular integral equations and their applications.
In 1935, in his doctoral thesis V. Kupradze developed the method of potentials
for three-dimensional problems of diffraction. During the subsequent 40 years
V. Kupradze, and his collaborators developed and worked out the theory of singu-
lar integral equations on manifolds, generalizing results of S. Mikhlin and G. Gi-
raud for multidimensional singular integral equations. They successfully applied
the theory of singular potentials and newly created theory of singular integral equa-
tions to the analysis of boundary value problems of statics and steady state oscilla-
tions, as well as initial boundary value problems of general dynamics of the theory
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of elasticity. By the same approach, basic problems of some refined models of the
theory of elasticity (anisotropic elasticity, thermoelasticity, couple-stress elasticity
etc.) have been thoroughly studied. These results are exposed in the fundamental
monograph “Three Dimensional Problems of the Mathematical Theory of Elas-
ticity and Thermoelasticity” (V. Kupradze, T. G. Gegelia, M. O. Basheleishvili,
T. V. Burchuladze; North-Holland Publ. Comp., Amsterdam, 1979). This mono-
graph became a companion desk book for scientists working in the field.

5. Approximate solutions of boundary value problems of mathematical
physics. In the early 1960s, by modifying and generalizing Picone’s method
V. Kupradze found new effective effective of constructing approximate solutions
for a wide class of boundary value problems of mathematical physics. The method
can be used for plane and spatial, basic and mixed boundary value problems of stat-
ics and oscillation theory in the case of homogeneous and piecewise-homogeneous,
isotropic and anisotropic bodies. In the scientific literature this method is referred
to as “Method of Fundamental Solutions” (MFS).

The main idea of the MFS is to distribute the singularity poles {yk}∞k=1 of the
fundamental solution Γ(x− y) of the differential operator outside the domain un-
der consideration, construct the set of functions {Γ(x− yk)}∞k=1, prove its density
properties in appropriate function spaces, and then approximate the solution by a

linear combination of the fundamental solutions,
N∑

k=1

CkΓ(x− yk) with unknown

coefficients Ck which are to be determined by satisfying the corresponding bound-
ary conditions. Starting from 1970s, the MFS gradually became a useful technique
for solving a large variety of physical and engineering problems.

The level of present-day computing facilities makes V. Kupradze’s methods
of constructing effective solutions even more important and enjoys ever growing
popularity among mathematicians and engineers.

The theory and the methods developed by V. Kupradze are widely and success-
fully applied to many theoretical and practical spheres of mathematical physics
and engineering even nowadays. That means that Viktor Kupradze as a celebrated
scientist is still alive – as an intellectual and spiritual bridge from the 20th century
to the 21st one.

R. Duduchava
Head of the Department of Mathematical Physics
A. Razmadze Mathematical Institute
of I. Javakhishvili Tbilisi State University
Tbilisi, Georgia

D. Natroshvili
Head of the Department of Mathematics
of the Georgian Technical University
Tbilisi, Georgia
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Viktor Kupradze’s Scientific Works and Articles

1. On the definition of Green, Neumann and Klein functions for some simple
domains. (Georgian) Izv. Tbiliss. Univ. 9 (1929), 219–240.

2. To the question on distribution of elastic waves at the boundary of two
elastic media with different elastic properties (with S. L. Sobolev). (Rus-
sian) Trudy Seismologich. Inst. Acad, Nauk SSSR, 1930, No. 10, 1–23.

3. Über die Fortpflanzung der elastischen Schwingungen in Festen Medien.
(German) Trudy Mezhdunarodn. Seismicheskoi Conf. v Leningrade, L.,
1930, 131–137.

4. On Mathie–Hankel’s functions. (Russian) Trudy Fiz.-Mat. Inst. im. V. A.
Steklova Acad. Nauk SSSR 4 (1933), 77–86.

5. Difrazione della onde elastiche sopra un contorno ellittico. Atti della reale
Accademia Nazionale dei Lincei, ser. XI, XVIII (1933), fas. 3-4, 130–
139.

6. Integral equations for electromagnetic waves. (Russian) Doklady AN SSSR
1 (1934), No. 4, 161–165; In german: Integralgleichunger für elektromag-
netische Wellen. Doklady AN SSSR 1 (1934), No. 4, 166.

7. The method of integral equations in diffraction theory. (Russian) Mat.
Sbornik 41 (1934), No. 4, 561–581 (German summary).

8. Some problems of diffraction in the theory of elasticity. (Russian) Trudy
Fiz.-Mat. Inst. im. V.A. Steklov AN SSSR 5 (1934), 295–350.

9. On A. Zommerfeld’s “radiation principle”. (Russian) Doklady AN SSSR 1
(1934), No. 2, 52–58; In German: Über das “Ausstrahlungsprinzip” von
A. Sommerfeld. Doklady AN SSSR 1 (1934), No. 2, 55–58.

10. Solution of boundary value problems of Helmholtz equations in extraor-
dinary cases. (Russian) Doklady AN SSSR 2 (1934), No. 9, 521–526; In
German: Lösung von Randwertproblemen für Helmholtz’sche Gleichun-
gen in den ausgenommenen Fällen. Doklady AN SSSR 2 (1934), No. 9,
524–526.

11. The existence and uniqueness theorems in the diffraction theory. (Rus-
sian) Doklady AN SSSR 1 (1934), No. 5, 235–240; In German: Exis-
tenzbeweis und Eindeuting keitstheorem in der Diffraktionstheorie. Dok-
lady AN SSSR 1 (1934), No. 5, 238–240.

12. The method of integral equations in the diffraction theory. (Russian) Mat.
Sbornik 41 (1935), No. 4, 561–581.

13. Generalized “radiation principle” in the theory of elasticity. (Russian)
Doklady AN SSSR 2 (1935), No. 1, 14–19; In German: Das verallde-
menterte “Ausstrahlungsprinzip” in der Elastizitätstheorie. Doklady AN
SSSR 2 (1935), No. 1, 17–19.
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14. Basic problems of the mathematical theory of diffraction (Stationary pro-
cesses). (Russian) L.-M., Central Publishing Company of technical Liter-
ature, 1935, pp. 111.

15. The uniqueness theorem in stationary boundary value problems of the the-
ory of elasticity. (Russian) Doklady AN SSSR 2 (1935), No. 2, 100–102;
In German: Das Eindeutigkeitstheorem in den Randwertaufgaben der sta-
tionarein Elastizitätstheorie. Doklady AN SSSR 2 (1935), No. 2, 102–104.

16. On Some singular integral equations of mathematical physics. (Russian)
Uspekhi Mat. Nauk, 1936, No. 2, 196–237.

17. Distribution of electromagnetic waves in an inhomogeneous medium.
(Russian) Doklady AN SSSR 1 (1936), No. 1, 6–8.

18. The uniqueness theorem in boundary value problems of the stationary the-
ory of elasticity. (Russian) Trudy Tbiliss. Univ. 2 (1936), 256–272.

19. To the investigation of electromagnetic oscillations in a plane inhomoge-
neous field. (Russian) Doklady AN SSSR XVI (1937), No. 3, 173–176.

20. Distribution of electromagnetic waves in an inhomogeneous medium.
(Russian) Trudy Tbiliss. Mat. Inst. 1 (1937), 115–123 (German sum-
mary).

21. The solution of general problem of diffraction of electromagnetic waves.
(Russian) Trudy Tbiliss. Mat. Inst. 2 (1937), 143–162 (German sum-
mary); Doklady AN SSSR XVI (1937), No. 1, 31–34.

22. Zur Frage der Ausbreitung elektromagnetischer Wellen in einem inhomo-
genen ebenen Medium. Composito Mathematica 6 (1938), fac. 2, 228–
234.

23. Some new applications of the resolvent theory to the boundary value prob-
lems of the potential theory. (Russian) Doklady AN SSSR XXIII (1939),
No. 1, 7–14.

24. Zur Frage der Ausbreitung elektromagnetischer Wellen in einem inhomo-
genen ebenen Medium. Compositio Math. 6 (1939), 228–234.

25. On the solution of the Dirichlet problem for multiply-connected domains.
(Russian) Mitt. Georg. Abt. Akad. Wiss. USSR [Soobshchenia Gruzin-
skogo Filiala Akad. Nauk SSSR] 1 (1940), 569–571.

26. Duality theorem in radiotelegraphy. (Russian) Mitt. Georg. Abt. Akad.
Wiss. USSR [Soobshchenia Gruzinskogo Filiala Akad. Nauk SSSR] 1
(1940), No. 8, 573–576.

27. Eindeutigkeitssatz in der Theorie der Fortpflanzung elektromagnetischer
harmonischer Schwingungen im inhomogenen dreidimensionalen Raum
(with D. Awazaschwili). (Russian) With complete German translation
Mitt. Georg. Abt. Akad. Wiss. USSR [Soobshchenia Gruzinskogo Fil-
iala Akad. Nauk SSSR] 1 (1940), 35–41.
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28. On the theory of integral equations with the principal Cauchy value inte-
grals. (Russian) Mitt. Akad. Wiss. Georgischen SSR [Soobshch. Akad.
Nauk Gruzin. SSR] 2 (1941), 23–28, 227–232.

29. On the theory of integral equations with integrals in the sense of Cauchy’s
principal values. (Russian) Bull. Acad. Sci. Georgian SSR [Soobshch.
Akad. Nauk Gruzin. SSR] 2 (1941), 587–596.

30. On a problem of equivalence in the theory of singular integral equations.
(Russian) Bull. Acad. Sci. Georgian SSR [Soobshch. Akad. Nauk Gruzin.
SSR] 2 (1941), 793–798.

31. Zur Theorie der Integralgleichungen mit dem Integral im Sinne des Cau-
chyschen Hauptwertes. (Russian) Bull. Acad. Sci. URSS. Sér. Math.
[Izvestia Akad. Nauk SSSR] 5 (1941), 255–262.

32. Duality theorem in wireless telegraphy. (Russian) Izv. Gruz. Industr. Inst.
im. S. M. Kirova, 1941, Book 14, 103–108.

33. On one composition formula of singular integrals. (Russian) Trudy Tbiliss.
Univ. XXIII (1942), 159–164.

34. To the theory of systems of singular integral equations. (Russian) Izv.
Gruz. Industr. Inst. im. S. M. Kirova, 1943, No. 15, 2–13.

35. A Letter to Editorial Board [dealing with the paper On some fundamental
properties of metaharmonic functions. (Russian) Bull. Acad. Sci. Geor-
gian SSR [Soobshch. Akad. Nauk Gruzin. SSR] 4 (1943), 281–288]. Bull.
Acad. Sci. Georgian SSR [Soobshch. Akad. Nauk Gruzin. SSR] 4 (1943),
No. 7, 733–734.

36. The Noether theorems for systems of singular integral equations. (Rus-
sian) Izv. Gruz. Industr. Inst. im. S. M. Kirova, 1943, No. 1(15), 315–321.

37. Certain new theorems on the equation of vibrations and their applications
to boundary problems. (Russian) Trav. Univ. Tbilissi 26A, (1945), 1–11.

38. Solution of a fundamental boundary problem in the displacements for vi-
brations of an elastic medium. (Russian) Soobshch. Akad. Nauk Gruzin.
SSR. 9 (1948), 99–106.

39. Proof of theorems on the existence for the basic dynamical boundary value
problems of the theory of elasticity. (Russian) Scientific Session of Tbilisi
State University (May 31 – June 5, 1948). Program of work and theses of
reports. Tbilisi Univ. Press, Tbilsi, 1948, p. 5.

40. A space problem on the oscillation of an elastic body with given displace-
ments on the boundary. (Russian) Doklady Akad. Nauk SSSR (N.S.) 67
(1949) 233–236.

41. The spatial dynamical problem of the theory of elasticity with given dis-
placements on the boundary. (Russian) Soobshch. Akad. Nauk Gruzin.
SSR. 10 (1949), 3–8.
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42. The spatial dynamical problem of the theory of elasticity with given
stresses on the boundary. (Russian) Soobshch. Akad. Nauk Gruzin. SSR.
10 (1949), 257–262.

43. Boundary problems of the theory of vibrations and integral equations.
(Russian) Gosudarstv. Izdat. Tehn.-Teor. Lit., Moscow–Leningrad, 1950,
280 pp.

44. On the boundary value problems of the steady vibrations of elastic bodies.
(Russian) Uspehi Matem. Nauk (N.S.) 5 (1950), No. 3(37), 190–193.

45. Efficient solution of some problems of the theory of elasticity. (Russian)
Enlarged Scientific Session of A. Razmadze Mathematical Institute (Jan-
uary 26–28, 1950). Program of the Work and Theses of Reports. Izdat.
Akad. Nauk Gruz. SSR, Tbilisi, 1950, p. 14.

46. Some new remarks to the theory of singular integral equations. (Russian)
Trudy Tbil. Univ. 42 (1951), 1–23.

47. Fundamental problems in the mathematical theory of diffraction (steady
state processes). Translated by C. D. Benster. NBS Rep. 2008, U. S.
Department of Commerce, National Bureau of Standards, Los Angeles,
Calif., 1952.

48. Boundary problems of the theory of steady elastic vibrations. (Russian)
Uspehi Matem. Nauk (N.S.) 8 (1953), No. 3(55), 21–74.

49. New integral equations of the theory of elasticity of anisotropic bodies
(with M. O. Basheleishvili). (Russian) Soobshch. Akad. Nauk Gruzin.
SSR 15 (1954), 327–334.

50. New integral equations of the anisotropic theory of elasticity and their ap-
plication to the solution of boundary problems (with M. O. Basheleishvili).
(Russian) Soobsc. Akad. Nauk Gruzin. SSR 15 (1954), 415–422.

51. Randwertaufgaben der Schwingungstheorie und integralgleichongen. Veb
Deutscher verlag der Wissenschaften, Berlin, 1956, 239 pp.

52. On some new works in the mathematical theory of elasticity at the Tbilisi
University. (Russian) Trudy III Vsesojuznogo Mat. s’ezda, Moscow, 1956.
Review reports. M., Izd. AN SSSR 3 (1958), 453–462.

53. On boundary problems in the theory of elasticity for piece-wise inhomo-
geneous bodies. (Russian) Soobshch. Akad. Nauk Gruzin. SSR 22 (1959),
129–136.

54. Boundary problems in the theory of elasticity for piecewise non-homoge-
neous bodies. Soobshch. Akad. Nauk Gruzin. SSR 22 (1959), 265–271.

55. Theory of boundary problems for non-homogeneous elastic bodies. Fun-
damental theorem of equivalence. (Russian) Soobshch. Akad. Nauk
Gruzin. SSR 22 (1959), 401–408.
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56. On boundary problems in the theory of elasticity for piecewise-inhomo-
geneous bodies. (Russian) Soobshch. Akad. Nauk Gruzin. SSR 22 (1959),
521–528.

57. New boundary value problems of elasticity. (Russian) Trudy Tbil. Univ.
76 (1959), 1–41.

58. On the boundary value problems of the theory of elasticity for piecewise
inhomogeneous media. (Russian). Trudy Vsesojuznogo Soveshchania po
Differents. Uravn. (Yerevan, November, 1958), pp. 102–106, Izd. Akad.
Nauk Arm. SSR, Yerevan, 1960.

59. Singular integral equations and boundary-value problems of elasticity the-
ory. (Russian) Tbiliss. Gos. Univ. Trudy Ser. Meh.-Mat. Nauk 84 (1962)
63–75.

60. The method of singular integral equations in the spatial theory of elastic-
ity. (Russian) Trudy Vsesojuzn. s’ezda po teoretich. i prikl. mekhanike,
1960. M.-L., Izd. AN SSSR, 1962, 374–383.

61. On one method of an approximate solution of some problems of diffrac-
tion. (Russian). The 2nd All-Union Symposium in Wave Diffraction Vtoroy
Vsesojuzn. Simpoz. po difraktsii voln (Gorkii, June 7–13, 1962), pp. 5–7,
Annotatsii dokladov. Izd. AN SSSR, Moscow, 1962.

62. An approximate method of solving certain boundary-value problems (with
M. A. Aleksidze). (Russian) Soobshch. Akad. Nauk Gruzin. SSR 30
(1963), 529–536.

63. Potential-theoretic methods in the theory of elasticity. (Russian) Gosu-
darstv. Izdat. Fiz.-Mat. Lit., Moscow, 1963, 472 pp.

64. A general mixed boundary-value problem in elasticity theory and potential
theory (with T. V. Burchuladze). (Russian) Soobshch. Akad. Nauk Gruzin.
SSR 32 (1963), 27–34.

65. Progress in Solid Mechanics. Vol.III. Dynamical problems in elasticity
by V. D. Kupradze. Edited by I. N. Sneddon and R. Hill North-Holland
Publishing Co., Amsterdam; Interscience Publishers John Wiley & Sons,
Inc. New York, 1963.

66. The method of functional equations for the approximate solution of certain
boundary-value problems (with M. A. Aleksidze). (Russian) Zh. Vychisl.
Mat. i Mat. Fiz. 4 (1964), 683–715.

67. On an approximate solution of limiting problems of mathematical physics.
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îâäæñéâ. øãâê ãæçãèâãå ìñŽïëêæï àŽêðëèâĲæïŽåãæï áæîæýèâï ïŽïŽä-
ôãîë ŽéëùŽêæï àŽêäëàŽáâĲŽï ïëĲëèâãæï ûëêæŽê ïæãîùââĲöæ ŽîŽàèñãæ äâ-
áŽìæîâĲæï öâéåýãâãŽöæ. àŽêýæèñèæŽ ŽéëùŽêâĲæ (ïñïðæ áŽ úèæâîæ ŽéëêŽýï-
êâĲæï Žäîæå) èæìöæùæï ŽîââĲæïŽåãæï âãçèæáâï ïæãîùâöæ áŽ èæìöæùæï éîŽ-
ãŽèïŽýâëĲŽäâ ïŽäôãîæå.
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1. Introduction

One of the fundamental issues in analysis is that of correlating the regu-
larity of a geometric ambient to the well-posedness of boundary value prob-
lems arising naturally in that setting. For example, the treatment of elliptic
boundary value problems formulated on scales of Sobolev/Besov spaces for
differential operators with smooth coefficients is rather complete in the set-
ting of C∞ manifolds. See, e.g., [7], [10], [17]. By way of contrast, there are
many interesting open questions formulated in the presence of less regular
structures (see [8]).

Very often, a basic result which is used to jump-start the theory is the
classical Lax–Milgram lemma. However, while this requires very little regu-
larity for the objects involved, one is forced to stay within the constraints of
Hilbert space structures, which enter typically through the considerations
of L2 (and various L2-based) spaces.

In this paper we explore the extent to which it is possible to depart from
this basic case and consider Lp-based Sobolev spaces with p not necessarily
equal to 2. We do so without having to strengthen the original assumptions
pertaining to the nature of the coefficients (which are assumed to be only
bounded and measurable), and this naturally imposes limitations on the pa-
rameters intervening in the spaces involved. On the geometric side, the main
novelty is the fact that we succeed in formulating our main well-posedness
results in the rather general setting of Lipschitz manifolds. Not only does
this category of manifolds encompass many particular cases of great inter-
est for applications, but this also constitutes the minimally smooth setting
where our problems may be formulated and solved. As such, our results are
sharp from a multitude of perspectives.

The organization of the paper is as follows. In Section 2 we consider
weighted Sobolev spaces of arbitrary smoothness in Euclidean Lipschitz do-
mains and prove that Stein’s extension operator continues to work in this
setting. In turn, this is used to establish a very useful interpolation re-
sult (cf. Theorem 2.6). In Section 3 we study the trace theorem for such
weighted Sobolev spaces, while in Section 4 we construct a boundary ex-
tension operator (which serves as an inverse from the right for the trace
mapping). In Section 5 we treat boundary value problems for elliptic sys-
tems with bounded measurable coefficients in Euclidean Lipschitz domains.
Our main well-posedness result in this regard is contained in Theorem 5.1.
By means of counterexamples this is shown to be sharp. The scope of the
theory developed up to this point is enlarged in Section 6 through the con-
sideration of the class of weakly Lipschitz domains. Finally, in Section 7,
we further generalize these results to the setting of compact Lipschitz mani-
folds with boundary. This portion of our paper may be regarded as a natural
continuation of the work initiated in [4].
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2. Weighted sobolev spaces and Stein’s Extension Operator

We shall also work with the following weighted version of classical Sobolev
spaces, which have been previously considered in [12].

Definition 2.1. If p ∈ [1,∞], a ∈ (−1/p, 1− 1/p) and m ∈ N0 are given
and Ω is a nonempty, proper, open subset of Rn, consider the weighted
Sobolev space Wm,p

a (Ω), defined as the space of locally integrable functions
u in Ω for which ∂αu ∈ L1

loc(Ω) (with derivatives taken in the sense of
distributions) whenever α ∈ Nn

0 has |α| ≤ m, and

‖u‖W m,p
a (Ω) :=

( ∑

|α|≤m

∫

Ω

|(∂αu)(x)|p dist(x, ∂Ω)ap dx

)1/p

< ∞. (2.1)

Finally, in the case when Ω is understood from the context, we shall employ
the notation

Wm,p
a (Rn) :=

{
u ∈ L1

loc(Rn) : ∂αu ∈ L1
loc(Rn) whenever |α| ≤ m, and

‖u‖W m,p
a (Rn) :=

∑

|α|≤m

( ∫

Rn

|(∂αu)(x)|p dist(x, ∂Ω)ap dx

)1/p

< ∞
}

. (2.2)

We wish to stress that Wm,p
a (Rn) is not Wm,p

a (Ω) corresponding to Ω =
Rn (which, incidentally, is not a permissible choice since Ω is assumed to
be a proper subset of Rn). Instead, the named space should always be
understood in the sense of (2.2).

Hence, the case when a = 0 in Definition 2.1 describes the standard
Sobolev spaces (Lp-based, of order m) defined intrinsically in the open set
Ω. In such a scenario, we omit including a(= 0) in the notation for these
spaces and simply write Wm,p(Ω).

Fix a Lipschitz domain Ω in Rn and recall from [1, Theorem 3.22, p. 68]
that, since Ω satisfies the so-called segment condition, the inclusion operator

C∞
b (Ω) ↪→ Wm,p(Ω) has dense range, if p ∈ [1,∞), m ∈ N0. (2.3)

On the other hand, in the weighted case, given any Lipschitz domain Ω,

C∞
b (Ω) ↪→ Wm,p

a (Ω) has dense range,

if p ∈ (1,∞), m ∈ N0, and a ∈ (−1/p, 1− 1/p).
(2.4)

This is proved much as in (2.3), the new key technical ingredient being the
fact that, given any Lipschitz domain Ω ⊆ Rn,

dist( · , ∂Ω)ap is a Muckenhoupt Ap-weight in Rn

whenever p ∈ (1,∞) and a ∈ (−1/p, 1− 1/p).
(2.5)

See [15] for more details in somewhat similar circumstances.
Let L n denote the Lebesgue measure in Rn.
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Definition 2.2. Assume that p ∈ (1,∞) and a ∈ (−1/p, 1 − 1/p) are
given, and that Ω is a nonempty, proper, open subset of Rn. In this context,
let Lp(Ω, dist( · , ∂Ω)ap L n) denote the weighted Lebesgue space consisting
of L n-measurable functions whose p-th power is absolutely integrable with
respect to the weighted measure dist( · , ∂Ω)ap L n. Also, for each m ∈
N0, define the weighted Sobolev space of negative order W−m,p

a (Ω) as the
subspace of the space of distributions D ′(Ω) given by

W−m,p
a (Ω) :=

{
u ∈ D ′(Ω) : there exist

{fα}|α|≤m ⊂ Lp
(
Ω, dist( · , ∂Ω)ap L n

)

such that u =
∑

|α|≤m

∂αfα in D ′(Ω)
}

. (2.6)

Equip this space with the norm

‖u‖W−m,p
a (Ω) :=

:= inf
u=

∑
|α|≤m

∂αfα

( ∑

|α|≤m

∫

Ω

|fα(x)|p dist(x, ∂Ω)ap dx

)1/p

. (2.7)

Finally, introduce

W̊m,p
a (Ω) := the completion of C∞

c (Ω) in Wm,p
a (Ω), (2.8)

and endow this space with the norm inherited from Wm,p
a (Ω).

The scales of spaces introduced above enjoy a number of useful properties,
some of which are discussed in the proposition below.

Proposition 2.3. Let p ∈ (1,∞), a ∈ (−1/p, 1 − 1/p), and m ∈ N0 be
given, and suppose Ω is a nonempty open subset of Rn. Then Wm,p

a (Ω),
W̊m,p

a (Ω), W−m,p
a (Ω) are reflexive Banach spaces and

(
W̊m,p

a (Ω)
)∗ = W−m,p ′

−a (Ω), (2.9)

where 1/p + 1/p ′ = 1.

Proof. Fix a, p as in the statement and let N be the number of multi-
indices α ∈ Nn

0 satisfying |α| ≤ m. Define the injection j : Wm,p
a (Ω) →

[Lp
(
Ω, dist( · , ∂Ω)ap L n

)
]N by setting j(u) := {∂αu}|α|≤m. Then j is an

isometry identifying Wm,p
a (Ω) with a closed subspace of

[Lp(Ω, dist( · , ∂Ω)ap L n)]N . Since the latter is a reflexive Banach space,
it follows that so is Wm,p

a (Ω). Having established this, it follows from (2.8)
that W̊m,p

a (Ω) is also a reflexive Banach space. Finally, that W−m,p
a (Ω) is

a reflexive Banach space will follow from what we have just established,
once we justify the duality formula (2.9). This, in turn, is a consequence of
the aforementioned isometric embedding of Wm,p

a (Ω) into a direct sum of
weighted Lebesgue spaces, the Hahn–Banach theorem, and Riesz represen-
tation formula. ¤
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Our next goal is to discuss the action of Stein’s extension operator in the
context of weighted Sobolev spaces. This requires some preparations and
we begin by recalling that the function ψ : [1,∞) → R given by

ψ(λ) :=
e

πλ
· Im{

e−e−iπ/4·(λ−1)1/4}
, ∀λ ≥ 1, (2.10)

has, according to [16, Lemma 1, p. 182], the following properties:

ψ ∈ C 0([1,∞)), (2.11)
∞∫

1

ψ(λ) dλ = 1, (2.12)

∞∫

1

λkψ(λ) dλ = 0, ∀ k ∈ N, (2.13)

ψ(λ) = O(λ−N ), ∀N ∈ N as λ →∞. (2.14)

In particular, (2.14) guarantees that |ψ| decays at infinity faster than the
reciprocal of any polynomial.

On a different topic, recall from [16, Theorem 2, p. 171] that for any
closed set F ⊆ Rn there exists a function ρreg : Rn → [0,∞) such that

ρreg ∈ C∞(Rn \ F ), ρreg ≈ dist( · , F ) on Rn, (2.15)

and, with N0 := N ∪ {0},
|∂αρreg(x)| ≤ Cα

[
dist(x, F )

]1−|α|
, ∀α ∈ Nn

0 and ∀x ∈ Rn \ F. (2.16)

To proceed, let Ω be a graph Lipschitz domain in Rn and denote by
C∞

b (Ω) the vector space of restrictions to Ω of functions from C∞
c (Rn).

Also, if ρreg stands for the regularized distance function associated with Ω,
we set ρ := Cρreg, where C > 0 is a fixed constant chosen large enough so
that

ρ(z − sen) > 2s, ∀ z ∈ ∂Ω and ∀ s > 0, (2.17)
where {ej}1≤j≤n denotes the standard orthonormal basis in Rn (hence,
en := (0, . . . , 0, 1) ∈ Rn). The above normalization condition on ρ ensures
that

x + λρ(x)en ∈ Ω, ∀x ∈ Rn \ Ω and ∀λ ≥ 1. (2.18)
Let us also note that in the current case (i.e., when F := Ω where Ω is a
graph Lipschitz domain in Rn), there holds

ρ ∈ Lip(Rn), (2.19)

where Lip(Rn) stands for the set of Lipschitz functions in Rn.
The role of ρ is to permit us to define Stein’s extension operator (cf. [16,

(24), p. 182]) acting on u ∈ C∞
b (Ω) according to

(EΩ→Rn u)(x) :=

∞∫

1

u
(
x + λρ(x)en

)
ψ(λ) dλ, ∀x ∈ Rn. (2.20)
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Incidentally, the fact that

EΩ→Rn u ∈ Lip(Rn) and (EΩ→Rn u)
∣∣
Ω

= u, ∀u ∈ C∞
b (Ω), (2.21)

is a direct consequence of (2.19), (2.20) and (2.12).
We are now in a position to state the following extension result.

Theorem 2.4. Let Ω be a bounded Lipschitz domain in Rn. Then there
exists a linear mapping

EΩ→Rn : C∞(Ω) −→ Lipc (Rn) (2.22)

with the property that for each m ∈ N0 the mapping EΩ→Rn extends to a
bounded linear operator

EΩ→Rn : Wm,p
a (Ω) −→ Wm,p

a (Rn)

such that (EΩ→Rn u)
∣∣
Ω

= u, ∀u ∈ Wm,p
a (Ω),

(2.23)

provided
either p ∈ (1,∞) and a ∈ (−1/p, 1− 1/p),

or p = 1 and a = 0.
(2.24)

Proof. In the case when Ω is a graph Lipschitz domain, it has been proved in
[3] that Stein’s extension operator (2.20) does the job. This result may then
be adjusted to the case when Ω is an arbitrary bounded Lipschitz domain.
One way to see this is to glue together the extension operators constructed
for various graph Lipschitz domains via arguments very similar to those in
[16, Section 3.3, p. 189–192]. Another, perhaps more elegant argument is
to change formula (2.20) to

(EΩ→Rnu)(x) :=

∞∫

1

u
(
x + λρ(x)h(x)

)
ψ(λ) dλ, ∀x ∈ Rn, (2.25)

where h ∈ C∞
c (Rn,Rn) is a suitably chosen vector field. In particular, it is

assumed that h is transversal to ∂Ω in a uniform fashion, i.e., that for some
constant κ > 0 there holds

ν · h ≥ κ H n−1-a.e. on ∂Ω, (2.26)

where ν is the outward unit normal to Ω, and H n−1 is the (n − 1)-
dimensional Hausdorff measure in Rn. The vector field h is a replacement
of en and this permits us to avoid considering a multitude of special local
systems of coordinates. ¤

We conclude this section by discussing an important interpolation for-
mula for weighted Sobolev spaces of arbitrary order in Lipschitz domains
in Theorem 2.6 below. As a preamble, we first record the following folklore
interpolation result. Here and elsewhere [ · , · ]θ denotes the usual complex
interpolation bracket.
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Lemma 2.5. Assume that X0, X1 and Y0, Y1 are two compatible pairs
of Banach spaces such that {Y0, Y1} is a retract of {X0, X1} (here and else-
where the “extension” and “restriction” operators are denoted by E and R,
respectively). Then for each θ ∈ (0, 1) one has

[Y0, Y1]θ = R
(
[X0, X1]θ

)
. (2.27)

Here is the theorem advertised earlier, asserting that our class of weighted
Sobolev spaces is stable under complex interpolation. In this regard, we wish
to stress that the extension result from Theorem 2.4 plays a key role.

Theorem 2.6. Let Ω be a Lipschitz domain in Rn and assume that, for
i ∈ {0, 1}, we have 1 < pi < ∞ and −1/pi < ai < 1 − 1/pi. Fix θ ∈ (0, 1)
and suppose that p ∈ (0,∞) and a ∈ R are such that 1/p = (1−θ)/p0 +θ/p1

and a = (1− θ)a0 + θa1. Then for each m ∈ N0 there holds
[
Wm,p0

a0
(Ω),Wm,p1

a1
(Ω)

]
θ

= Wm,p
a (Ω). (2.28)

Proof. The outline of the proof is as follows. First, from the well-known
interpolation results for Lebesgue spaces with change of measure (cf. [2,
Theorem 5.5.3, p. 120]) it follows that formula (2.28) holds in the particular
case when Ω = Rn and m = 0. Making use of [14, Theorem 3.3] we then
allow m ∈ N0 arbitrary via convolution with an appropriate Bessel potential.
With this in hand, (2.28) follows from (2.23) in Theorem 2.4 and the abstract
retract-type result from Lemma 2.5. ¤

3. The Trace Theorem for weighted Sobolev Spaces

For each k ∈ N0 ∪ {∞}, we denote by C k
b (Rn

+) the restrictions to Rn
+ of

compactly supported functions of class C k in Rn. Recall that L n denotes
the n-dimensional Lebesgue measure in Rn and, for each x ∈ Rn

+, abbreviate
δ(x) := dist(x, ∂Rn

+). Next, for each p ∈ (1,∞) and each a ∈ (− 1
p , 1− 1

p

)
,

define the weighted Lebesgue space

Lp(Rn
+, δapL n) = Lp(Rn

+, δapdx) = Lp(Rn
+, xap

n dx) (3.1)

as the space of L n-measurable functions f : Rn
+ → R such that

‖f‖Lp(Rn
+,δapL n) :=

( ∫

Rn
+

|f |pδap dL n

)1/p

< ∞. (3.2)

Moving on, given p ∈ (1,∞) and a ∈ (− 1
p , 1− 1

p ), define the homogeneous
weighted Sobolev space (of order one) in Rn

+ by setting

Ẇ 1,p
a (Rn

+) :=
{

u ∈ L1
loc(Rn

+) : ∂ju ∈ Lp(Rn
+, δapdx), 1 ≤ j ≤ n

}
, (3.3)

where each ∂ju above is understood in the sense of distributions.
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Finally, for p ∈ [1,∞] and s ∈ (0, 1), define the homogeneous Besov norm
‖ · ‖Ḃp,p

s (Rn−1) as

‖f‖Ḃp,p
s (Rn−1) :=

( ∫

Rn−1

∫

Rn−1

|f(x′)− f(y′)|p
|x′ − y′|n−1+sp

dx′ dy′
)1/p

. (3.4)

After this preamble, we are ready to deal with the main technical step
in establishing the well-definiteness and boundedness of the trace operator
for weighted Sobolev spaces in the upper half-space.

Proposition 3.1. Let p ∈ (1,∞), pick a ∈ (− 1
p , 1 − 1

p ), and set s :=
1− a− 1/p ∈ (0, 1). Then for every u ∈ C 1

b (Rn
+) there holds

∥∥u|∂Rn
+

∥∥
Ḃp,p

s (Rn−1)
≤

≤ Cp,a,n

∥∥∂nu
∥∥a+1/p

Lp(Rn
+,δapdx)

∥∥∇n−1u
∥∥1−a−1/p

Lp(Rn
+,δapdx)

, (3.5)

where ∇n−1u := (∂1u, . . . , ∂n−1u), and the constant Cp,a,n ∈ (0,∞) is given
by

Cp,a,n =
[
22p+a−2+1/p · pap+2 · (ap + 1)−a−1/p×

× (p(1− a)− 1)a−2−ap+1/p · ωn−2

]1/p

. (3.6)

In particular, Cp,a,n satisfies

a ∈ (−1, 0] =⇒ Cp,a,n −→ (−a)−1
( 2

a + 1

)a+1

ωn−2 as p → 1+, (3.7)

and

a ∈ [0, 1) =⇒ Cp,a,n →∞ as p →∞. (3.8)

As a consequence of (3.5), for every u ∈ C 1
b (Rn

+) there holds

‖u|∂Rn
+
‖Ḃp,p

s (Rn−1) ≤
≤ Cp,a,n ‖∇u‖Lp(Rn

+,δapdx) = Cp,a,n ‖u‖Ẇ 1,p
a (Rn

+). (3.9)

Proof. Identifying ∂Rn
+ ≡ Rn−1, by definition we have

∥∥u|∂Rn
+

∥∥p

Ḃp,p
s (Rn−1)

=
∫

x′∈Rn−1

∫

y′∈Rn−1

|u(x′, 0)− u(y′, 0)|p
|x′ − y′|n−1+sp

dy′ dx′. (3.10)

Fix x′, y′ ∈ Rn−1 and let λ ∈ (0,∞) be a fixed constant to be determined
later. By the triangle inequality and the fact that p ∈ (1,∞), we write

|u(x′, 0)− u(y′, 0)|p ≤ 22(p−1)(I1 + I2 + I3), (3.11)
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where

I1 :=
∣∣∣u(x′, 0)− u

(
x′, λ|x′ − y′|)

∣∣∣
p

,

I2 :=
∣∣∣u

(
x′, λ|x′ − y′|)− u

(
y′, λ|x′ − y′|)

∣∣∣
p

,

I3 :=
∣∣∣u

(
y′, λ|x′ − y′|)− u(y′, 0)

∣∣∣
p

.

(3.12)

Using this notation, we now have
∥∥u|∂Rn

+

∥∥p

Ḃp,p
s (Rn−1)

≤

≤ 22(p−1)
3∑

j=1

∫

x′∈Rn−1

∫

y′∈Rn−1

Ij

|x′ − y′|n−1+sp
dy′ dx′. (3.13)

From here, we wish to estimate the individual contributions from I1, I2, and
I3. In this vein, consider first

∫

x′∈Rn−1

∫

y′∈Rn−1

I1

|x′ − y′|n−1+sp
dy′ dx′ =

=
∫

x′∈Rn−1

∫

y′∈Rn−1

|u(x′, 0)− u(x′, λ|x′ − y′|)|p
|x′ − y′|n−1+sp

dy′ dx′. (3.14)

Invoking the integral version of the (one-dimensional) mean value theorem
in the nth component then gives

∫

x′∈Rn−1

∫

y′∈Rn−1

|u(x′, 0)− u (x′, λ|x′ − y′|)|p
|x′ − y′|n−1+sp

dy′ dx′ =

=
∫

x′∈Rn−1

∫

y′∈Rn−1

1
|x′ − y′|n−1+sp

×

×
∣∣∣∣

1∫

0

λ|x′ − y′| (∂nu)
(
x′, (1− t)λ|x′ − y′|) dt

∣∣∣∣
p

dy′ dx′ ≤

≤ λp

∫

x′∈Rn−1

∫

y′∈Rn−1

1
|x′ − y′|n−1+p(s−1)

×

×
( 1∫

0

∣∣(∂nu)
(
x′, tλ|x′ − y′|)∣∣ dt

)p

dy′ dx′, (3.15)

after changing t 7→ 1− t and bringing the absolute value inside the integral.
For each fixed x′ ∈ Rn−1, we will use polar coordinates to write y′ = x′+ρω,
where ω ∈ Sn−2 and ρ ∈ (0, +∞). Then, since y′ ∈ Rn−1, this implies
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dy′ = ρn−2dρ dω. Thus,
∫

x′∈Rn−1

∫

y′∈Rn−1

I1

|x′ − y′|n−1+sp
dy′ dx′ ≤

≤ λp

∫

x′∈Rn−1

∫

ω∈Sn−2

∞∫

0

ρn−2

ρn−1+p(s−1)

( 1∫

0

∣∣(∂nu)(x′, λρt)
∣∣ dt

)p

dρ dω dx′ =

= λp ωn−2

∫

x′∈Rn−1

∞∫

0

1
ρ1+p(s−1)

( 1∫

0

∣∣(∂nu)(x′, λρt)
∣∣ dt

)p

dρ dx′, (3.16)

where ωn−2 represents the area of the unit sphere in Rn−1. Let us make the
change of variables θ := (λρ)t. This entails dθ = (λρ) dt and the interval
of integration changes from [0, 1] to [0, λρ]. Therefore, the last integral in
(3.16) may be written as

λp ωn−2

∫

x′∈Rn−1

∞∫

0

ρ−1+p(1−s)

( λρ∫

0

∣∣(∂nu)(x′, θ)
∣∣ 1
λρ

dθ

)p

dρ dx′ =

= ωn−2

∫

x′∈Rn−1

∞∫

0

ρ−1−sp

( λρ∫

0

∣∣(∂nu)(x′, θ)
∣∣ dθ

)p

dρ dx′. (3.17)

Make another change of variables by letting η := λρ. This yields dη = λ dρ
and the interval of integration changes from [0, λρ] to [0, η]. Consequently,
the last integral above becomes

ωn−2

∫

x′∈Rn−1

∞∫

0

(η

λ

)−1−sp
( η∫

0

∣∣(∂nu)(x′, θ)
∣∣ dθ

)p 1
λ

dη dx′ =

= λsp ωn−2

∫

x′∈Rn−1

{ ∞∫

0

η−1−sp

( η∫

0

∣∣(∂nu)(x′, θ)
∣∣ dθ

)p

dη

}
dx′. (3.18)

At this point we wish to apply Hardy’s inequality inside the curly brackets.
Recall (cf., e.g., [16, p. 272, A.4]) that this states that for q ∈ [1,∞),
r ∈ (0,∞), and f : [0,∞] −→ [0,∞] measurable,

∞∫

0

η−1−r

( η∫

0

f(θ) dθ

)q

dη ≤
(q

r

)q
∞∫

0

f(θ)q θq−r−1 dθ. (3.19)

Since u ∈ C 1
b (Rn

+) it follows that |(∂nu)(x′, · )| is measurable and non-
negative. Moreover, s ∈ (0, 1) hence r := sp ∈ (0,∞). Thus, we are indeed
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in a position to use Hardy’s inequality with q := p ∈ (1,∞). Doing so gives

λsp ωn−2

∫

x′∈Rn−1

∞∫

0

η−1−sp

( η∫

0

∣∣(∂nu)(x′, θ)
∣∣ dθ

)p

dη dx′ ≤

≤ λsp ωn−2

sp

∫

x′∈Rn−1

∞∫

0

|(∂nu)(x′, θ)|p θpa dθ dx′ =

= λsp ωn−2

sp

∫

Rn
+

∣∣(∂nu)(x)
∣∣p δ(x)ap dx, (3.20)

where the last equality is due to Fubini. Putting everything together, we
have established

∫

x′∈Rn−1

∫

y′∈Rn−1

I1

|x′ − y′|n−1+sp
dy′ dx′ ≤

≤ λsp ωn−2

sp

∫

Rn
+

∣∣(∂nu)(x)
∣∣p δ(x)ap dx. (3.21)

By interchanging the roles of x′ and y′, a similar argument shows
∫

x′∈Rn−1

∫

y′∈Rn−1

I3

|x′ − y′|n−1+sp
dy′ dx′ ≤

≤ λsp ωn−2

sp

∫

Rn
+

∣∣(∂nu)(x)
∣∣p δap dx. (3.22)

At this stage, we are left with estimating the contribution from I2. With
this goal in mind, apply the integral version of the mean value theorem in
Rn−1 in order to write

∫

x′∈Rn−1

∫

y′∈Rn−1

I2

|x′ − y′|n−1+sp
dy′ dx′ =

=
∫

x′∈Rn−1

∫

y′∈Rn−1

|u(x′, λ|x′ − y′|)− u(y′, λ|x′ − y′|)|p
|x′ − y′|n−1+sp

dy′ dx′ =

=
∫

x′∈Rn−1

∫

y′∈Rn−1

1
|x′ − y′|n−1+sp

∣∣∣∣
1∫

0

((
x′, λ|x′ − y′|)− (

y′, λ|x′ − y′|)
)
×

× (∇u)
(
t
(
x′, λ|x′ − y′|) + (1− t)

(
y′, λ|x′ − y′|)

)
dt

∣∣∣∣
p

dy′ dx′ =
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=
∫

x′∈Rn−1

∫

y′∈Rn−1

1
|x′ − y′|n−1+sp

×

×
∣∣∣∣

1∫

0

(x′ − y′, 0) · (∇u)
(
tx′ + (1− t)y′, λ|x′ − y′|) dt

∣∣∣∣
p

dy′ dx′ ≤

≤
∫

x′∈Rn−1

∫

y′∈Rn−1

1
|x′ − y′|n−1+sp

×

×
( 1∫

0

|x′ − y′|
∣∣∣(∇n−1u)

(
tx′ + (1− t)y′, λ|x′ − y′|)

∣∣∣ dt

)p

dy′ dx′, (3.23)

where the last step is based on the Cauchy–Schwarz inequality. In turn, the
last expression in (3.23) may be dominated by

∫

x′∈Rn−1

∫

y′∈Rn−1

1
|x′ − y′|n−1+p(s−1)

×

×
[ 1∫

0

∣∣∣(∇n−1u)
(
tx′ + (1− t)y′, λ|x′ − y′|)

∣∣∣ dt

]p

dy′ dx′ =

=
∫

x′∈Rn−1

∫

y′∈Rn−1

[ 1∫

0

( 1
|x′ − y′|n−1+p(s−1)

)1/p

×

×
∣∣∣(∇n−1u)

(
tx′ + (1− t)y′, λ|x′ − y′|)

∣∣∣ dt

]p

dy′ dx′. (3.24)

We proceed by invoking the generalized Minkowski inequality which permits
us to estimate the last expression above by

[ 1∫

0

( ∫

y′∈Rn−1

∫

x′∈Rn−1

1
|x′ − y′|n−1+p(s−1)

×

×
∣∣∣(∇n−1u)

(
y′ + t(x′ − y′), λ|x′ − y′|)

∣∣∣
p

dx′ dy′
)1/p

dt

]p

. (3.25)

Introducing z′ := x′ − y′, for each fixed y′ ∈ Rn−1, and then using Fubini
further transforms this expression into

[ 1∫

0

( ∫

z′∈Rn−1

∫

y′∈Rn−1

1
|z′|n−1+p(s−1)

×

×
∣∣∣(∇n−1u)

(
y′ + tz′, λ|z′|)

∣∣∣
p

dy′ dz′
)1/p

dt

]p

. (3.26)



28 Kevin Brewster and Marius Mitrea

Let us perform another change of variables by letting ξ′ := y′ + tz′ for
fixed t ∈ [0, 1] and fixed z′ ∈ Rn−1. This implies dξ′ = dy′ and (3.26) now
becomes

[ 1∫

0

( ∫

z′∈Rn−1

∫

ξ′∈Rn−1

1
|z′|n−1+p(s−1)

×

×
∣∣∣(∇n−1u)

(
ξ′, λ|z′|)

∣∣∣
p

dξ′ dz′
)1/p

dt

]p

=

=
∫

z′∈Rn−1

∫

ξ′∈Rn−1

1
|z′|n−1+p(s−1)

∣∣∣(∇n−1u)
(
ξ′, λ|z′|)

∣∣∣
p

dξ′ dz′. (3.27)

From here, pass to polar coordinates in the variable z′. Specifically, set z′ :=
(ρω)/λ where ρ ∈ (0,∞) and ω ∈ Sn−2. This entails dz′ = ρn−2/λn−1 dρ dω,
so we may write (3.27) as

∫

z′∈Rn−1

∫

ξ′∈Rn−1

1
|z′|n−1+p(s−1)

∣∣(∇n−1u)
(
ξ′, λ|z′|)

∣∣p dξ′ dz′ =

= λ1−nλn−1+p(s−1)

∞∫

0

∫

Sn−2

∫

ξ′∈Rn−1

ρn−2

ρn−1+p(s−1)

∣∣(∇n−1u)
(
ξ′, ρ

)∣∣p dξ′ dω dρ =

= λp(s−1) ωn−2

∞∫

0

∫

ξ′∈Rn−1

∣∣(∇n−1u)
(
ξ′, ρ

)∣∣pρap dξ′ dρ =

= λp(s−1) ωn−2

∫

Rn
+

∣∣(∇n−1u)(x)
∣∣p δ(x)ap dx, (3.28)

where the last equality uses Fubini.
At this stage, combining (3.28), (3.27), (3.26), (3.25), (3.24), and (3.23)

establishes
∫

x′∈Rn−1

∫

y′∈Rn−1

I2

|x′ − y′|n−1+sp
dy′ dx′ ≤

≤ λp(s−1) ωn−2

∫

Rn
+

∣∣(∇n−1u)(x)
∣∣p δ(x)ap dx. (3.29)

In concert, (3.29), (3.22), (3.21), and (3.13), then yield

∥∥u|∂Rn
+

∥∥p

Ḃp,p
s (Rn−1)

≤ 22(p−1)

(
λsp 2 ωn−2

sp
×

×
∫

Rn
+

∣∣(∂nu)(x)
∣∣p δ(x)ap dx+λp(s−1) ωn−2

∫

Rn
+

∣∣(∇n−1u)(x)
∣∣p δ(x)ap dx

)
=
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=
22p−1 ωn−2

sp
‖∂nu‖p

Lp(Rn
+,δapdx) λsp+

+ 22p−2 ωn−2 ‖∇n−1u‖p
Lp(Rn

+,δapdx) λp(s−1) = Aλsp + B λp(s−1), (3.30)

where we have set

A :=
22p−1 ωn−2

sp
‖∂nu‖p

Lp(Rn
+,δapdx) ∈ [0,∞) (3.31)

and
B := 22p−2 ωn−2 ‖∇n−1u‖p

Lp(Rn
+,δapdx) ∈ [0,∞). (3.32)

We need to consider several cases for the constants A and B. If A = 0
and B ∈ [0,∞), then ‖∂nu‖Lp(Rn

+,δapdx) = 0 which forces u to be constant in
the last component; i.e, for each fixed x′ ∈ Rn−1, there exists Cx′ ∈ R such
that u(x′, t) = Cx′ for every t ∈ (0,∞). Since u ∈ C 1

b (Rn
+) (in particular, u

has compact support), this implies that Cx′ = 0 for every x′ ∈ Rn−1. Hence,
u ≡ 0 on the closure of the upper half-space and (3.5) is trivially valid in
this case. The case when B = 0 and A ∈ [0,∞) is handled in a similar
fashion. Finally, when A ∈ (0,∞) and B ∈ (0,∞) define f : (0,∞) → R by
setting

f(x) := Axsp + B xp(s−1) = A xp(1−a)−1 + B x−ap−1, ∀x ∈ (0,∞).

We wish to minimize f . To this end, we begin by noting that f ∈C∞((0,∞))
and

lim
x→∞

f(x) = lim
x→∞

(Axp(1−a)−1 + B x−ap−1) = ∞,

lim
x→0+

f(x) = lim
x→0+

(Axp(1−a)−1 + B x−ap−1) = ∞.
(3.33)

Moreover, since −2− ap ∈ (−p− 1,−1) implies −2− ap < 0, we have

f ′(x) = 0 ⇐⇒ x−ap−2
[
(p(1− a)− 1)Axp − (ap + 1) B

]
= 0 ⇐⇒

⇐⇒ (p(1− a)− 1)Axp − (ap + 1) B = 0. (3.34)

Solving the latter equation for x and denoting this solution as λ gives

λ =
[ (ap + 1)B
(p(1− a)− 1)A

]1/p

∈ (0,∞) (3.35)

is the only local extreme point of f . To determine whether λ is a local
maximum or local minumum for f , consider the second derivative of f , i.e.,

f ′′(x) =
(
p(1− a)− 1

)(
p(1− a)− 2

)
Axp(1−a)−3+

+ (ap + 1)(ap + 2) B x−ap−3. (3.36)

Evaluating f ′′ at λ then gives (after some elementary algebra)

f ′′(λ)=B1−a−3/p Aa+3/p
(
p(1−a)−1

)a+3/p (ap + 1)1−a−3/p p>0. (3.37)

As such, by the second derivative test, λ is a local minimum for f . Combin-
ing (3.33) with the fact that λ is the only local extreme point for f gives that
λ is a global minimum for f . Recall that ‖u|∂Rn

+
‖Ḃp,p

s (Rn−1) does not depend
on λ. Therefore, we may minimize the right-hand side of (3.30) by choosing
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λ as in (3.35). After a somewhat lengthy but elementary computation, this
choice yields

∥∥u|∂Rn
+

∥∥p

Ḃp,p
s (Rn−1)

≤

≤ 22p−2+a+1/p ωn−2
pap+2

(ap + 1)a+1/p

(
p(1− a)− 1

)a−2−ap+1/p×

× ∥∥∂nu
∥∥p(a+1/p)

Lp(Rn
+,δapdx)

∥∥∇n−1u
∥∥p(1−a−1/p)

Lp(Rn
+,δapdx)

, (3.38)

as desired. ¤

We are now ready to state and prove the main result in this section.

Theorem 3.2. Assume that Ω is a bounded Lipschitz domain in Rn and
abbreviate δ(x) := dist(x, ∂Ω) for each x ∈ Rn. Also, let p ∈ (1,∞), pick
a ∈ (− 1

p , 1 − 1
p ), and set s := 1 − a − 1/p ∈ (0, 1). Then the restriction to

the boundary operator

C∞(Ω) 3 u 7−→ u
∣∣
∂Ω
∈ C 0(∂Ω) (3.39)

extends to a mapping, henceforth called the trace operator,

Tr : W 1,p
a (Ω) −→ Bp,p

s (∂Ω) (3.40)

which is well-defined, linear, and bounded. Concretely, Tr satisfies the esti-
mate

‖Tr u‖Bp,p
s (∂Ω) ≤ C ‖u‖W 1,p

a (Ω), ∀u ∈ W 1,p
a (Ω), (3.41)

where the constant C ∈ (0,∞) depends only on Ω, n, p, and a.
Furthermore, the kernel of the trace operator (3.40) may be described as

{
u ∈ W 1,p

a (Ω) : Tru = 0 in Bp,p
s (∂Ω)

}
= W̊ 1,p

a (Ω). (3.42)

Proof. Via a localization argument (involving a partition of unity consisting
of smooth, compactly supported functions), and by locally flattening the
boundary of Ω via bi-Lipschitz maps (which preserve both the category of
Besov spaces and the class of weighted Sobolev spaces presently considered),
matters may be reduced to treating the case when Ω = Rn

+ and when the
Besov and Sobolev spaces in question are homogeneous. In such a scenario,
the desired conclusions in the first part of the statement follow from (3.9)
and a density argument (cf. (2.4)).

The right-to-left inclusion in (3.42) is clear, so we focus on the opposite
one. Specifically, pick u ∈ W 1,p

a (Ω) such that Tru = 0 in Bp,p
s (∂Ω), with

the goal of showing that u ∈ W̊ 1,p
a (Ω). Let ũ be the extension of u to Rn

taken to be zero outside Ω. Then ũ ∈ Lp(Rn, δap dx) and we claim that

∂j(ũ) = ∂̃ju in D ′(Rn), ∀ j ∈ {1, . . . , n}. (3.43)
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To this end, fix an arbitrary j ∈ {1, . . . , n} and arbitrary ϕ ∈ C∞c (Rn).
Then,

〈∂j(ũ), ϕ〉 = −〈ũ, ∂jϕ〉 =

= −
∫

Rn

ũ(x)(∂jϕ)(x) dx = −
∫

Ω

u(x)(∂jϕ)(x) dx. (3.44)

From (2.4) we know that C∞
b (Ω) ⊆ W 1,p

a (Ω) densely. Hence, there exists
a sequence {uk}k∈N ⊂ C∞

b (Ω) convergent to u in W 1,p
a (Ω). This makes it

possible to write
∫

Ω

u(x)(∂jϕ)(x) dx = lim
k→∞

∫

Ω

uk(x)(∂jϕ)(x) dx, (3.45)

hence, with σ denoting the surface measure on ∂Ω, and ν = (νj)1≤j≤n

standing for the outward unit normal to Ω, we have

〈∂j(ũ), ϕ〉 = − lim
k→∞

∫

Ω

uk(x)(∂jϕ)(x) dx =

= lim
k→∞

[ ∫

Ω

(∂juk)(x)ϕ(x) dx−
∫

∂Ω

ukϕνj dσ

]
=

=
∫

Ω

(∂ju)(x)ϕ(x) dx− lim
k→∞

∫

∂Ω

ukϕνj dσ =

=
∫

Rn

(∂̃ju)(x)ϕ(x) dx− lim
k→∞

∫

∂Ω

(
uk|∂Ω

)
ϕνj dσ =

= 〈∂̃ju, ϕ〉 − lim
k→∞

∫

∂Ω

Truk ϕνj dσ. (3.46)

As far as the last limit above is concerned, note that
∣∣∣∣
∫

∂Ω

Truk ϕνj dσ

∣∣∣∣ ≤ ‖ϕ‖Lp ′ (∂Ω)‖Tr uk‖Lp(∂Ω) ≤

≤ ‖ϕ‖Lp ′ (∂Ω)‖Truk‖Bp,p
s (∂Ω) −→ 0 as k →∞, (3.47)

since, by the continuity of the trace operator, Truk → Tru = 0 in Bp,p
s (∂Ω)

as k →∞. Now, (3.43) follows from (3.46). In turn, (3.43) proves that

ũ ∈ W 1,p
a (Rn). (3.48)

Moreover, using a partition of unity there is no loss of generality in assuming
that

supp ũ is contained in a neighborhood O of a point x∗ ∈ ∂Ω,

near which ∂Ω coincides with a Lipschitz graph.
(3.49)
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In particular, we may assume that there is a truncated circular cone Γ with
vertex at the origin with the property that

x + Γ ⊆ Ω, ∀x ∈ O ∩ ∂Ω. (3.50)

To proceed, select η ∈ C∞c (Rn) such that

supp η ⊆ Γ, 0 ≤ η ≤ 1,

∫

Rn

η dL n = 1, (3.51)

and, for each ε > 0, define ηε : Rn → R by ηε(x) := ε−n η(x/ε) for all
x ∈ Rn. Finally, for every ε ∈ (0, 1/2), define

uε :=
[
ũ ∗ ηε

]∣∣∣
Ω
.

Then, clearly, uε ∈ C∞
b (Ω), and we claim that

∃ ε∗ > 0 such that supp uε ⊆ Ω, ∀ ε ∈ (0, ε∗). (3.52)

Indeed,

supp uε = supp(ũ∗ηε) ⊆ supp(ũ)+supp ηε ⊆ (O∩Ω)+ε supp η ⊆ Ω, (3.53)

where the last inclusion (which uses the fact that supp η ⊆ Γ) is valid for
ε > 0 small enough.

From (3.52) we may therefore conclude that uε ∈ C∞
c (Ω) for ε > 0 small,

and the proof of the membership u ∈ W̊ 1,p
a (Ω) is finished once we show that

uε → u in W 1,p
a (Ω) as ε → 0+. (3.54)

Since distributional derivatives commute with restrictions to Ω, the claim in
(3.54) follows from the usual approximation to the identity argument bear-
ing in mind (3.43), (2.5), and the fact that the Hardy–Littlewood maximal
operator is bounded on weighted Lp spaces when the weight in question
belongs to the Muckenhoupt Ap class. ¤

4. The Boundary Extension Theorem for weighted Sobolev
Spaces

The bulk of this section is devoted to proving the extension result stated
in Theorem 4.1 below. In the last part we make use of this theorem in order
to establish an interpolation formula which plays a basic role.

Theorem 4.1. Let Ω ⊆ Rn be a bounded Lipschitz domain, let p ∈
(1,∞), a ∈ (− 1

p , 1− 1
p

)
, and set s := 1−a−1/p ∈ (0, 1). Then there exists

a mapping
Ex : Bp,p

s (∂Ω) −→ W 1,p
a (Ω) (4.1)

that is linear, bounded, and satisfies

Tr(Ex(f)) = f, ∀ f ∈ Bp,p
s (∂Ω). (4.2)
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Proof. We first focus on the case when Ω = Rn
+. To this end, let η ∈

C∞(Rn) be a function such that supp η ⊆ B(0, 4), η ≡ 1 on B(0, 2), and
0 ≤ η ≤ 1 on Rn. Next, define the kernel

k : Rn
+ × Rn

+ −→ R (4.3)

by setting

k(x, y) := η
(x− y

xn

)[ ∫

Rn−1

η
(x− (z′, 0)

xn

)
dz′

]−1

, (4.4)

∀x = (x1, . . . , xn) ∈ Rn
+, ∀ y ∈ Rn

+.

We claim that k is a well-defined, non-negative function belonging to C∞(Rn
+×

Rn
+). Indeed, for each fixed point x = (x′, xn) ∈ Rn

+, we have

x− (z′, 0)
xn

∈(0, 2) ⇐⇒ |x−(z′, 0)|<2xn ⇐⇒ z′∈Bn−1(x′,
√

3 xn). (4.5)

Since L n−1
(
Bn−1(x′,

√
3 xn)

)
= cnxn−1

n (where Bn−1 is an (n − 1)-dime-
nsional ball) and η ≡ 1 on B(0, 2), we have a strictly positive lower bound
for the integral in the right-hand side of (4.4), namely

∫

Rn−1

η
(x− (z′, 0)

xn

)
dz′ ≥ cnxn−1

n . (4.6)

In particular, it is meaningful to discuss the reciprocal of this number, for
which we have

[ ∫

Rn−1

η
(x− (z′, 0)

xn

)
dz′

]−1

≤ cnx1−n
n . (4.7)

Having established this, the well-definedness and non-negativity of k follow
immediately. Also, by design,

∫

Rn−1

k
(
x, (y′, 0)

)
dy′ = 1, ∀x ∈ Rn

+. (4.8)

Concerning the regularity of k, this follows from the regularity of η and the
Leibniz rule, which give that for every multi-index α

∂α
x k(x, y) =

=
∑

β+γ=α

α!
β!γ!

∂β
x

{
η
(x− y

xn

)}
∂γ

x

{[ ∫

Rn−1

η
(x− (z′, 0)

xn

)
dz′

]−1
}

, (4.9)
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then, finally, invoking the chain rule. For the last step, it helps to notice
that

∫

Rn−1

η
(x− (z′, 0)

xn

)
dz′ =

∫

Rn−1

η
(x′ − z′

xn
, 1

)
dz′ =

= (−xn)n−1

∫

Rn−1

η(w′, 1) dw′ = c xn−1
n , (4.10)

where c := (−1)n−1
∫

Rn−1

η(w′, 1) dw′ is a real constant. Hence, on the one

hand,

∂γ
x

{[ ∫

Rn−1

η
(x− (z′, 0)

xn

)
dz′

]−1
}

= c ∂γ
x(x1−n

n ) =

=





c
( |γ|−1∏

j=0

(1− n− j)
)
x1−n−|γ|

n , if γ = (0, . . . , 0, γn),

0, otherwise.

(4.11)

On the other hand, we have

∂β
x

[
η
(x− y

xn

)]
=

=
∑

|δ|≤|β|
(∂δη)

(x− y

xn

) P β,δ
2|β|−|β|(x1 − y1, . . . , xn − yn, xn)

x2|β|
n

, (4.12)

where, generally speaking, P β,δ
r (t1, . . . , tn, tn+1) is a homogeneous polyno-

mial of degree r in the variables t1, . . . , tn+1; that is,

P β,δ
r (t) =

∑

|γ|=r

aβ,δ
γ tγ , t = (t1, . . . , tn, tn+1) ∈ Rn+1 , (4.13)

where the aβ,δ
γ ’s are real-coefficients. Indeed, staring from the observation

that, for each j ∈ {1, . . . , n} and for each differentiable function F , there
holds

∂xj

[
F

(x− y

xn

)]
=

n∑

k=1

(∂kF )
(x− y

xn

) δjkxn − (xk − yk)δjn

x2
n

, (4.14)

formula (4.12) may be justified by induction on the length of the multi-index
β ∈ Nn

0 .
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In particular, from (4.12) we see that for each x = (x′, xn) ∈ Rn
+ and

y ∈ Rn
+ we have

x− y

xn
∈ supp

(
∂δη

)
=⇒

=⇒ |x− y| ≤ 4xn

=⇒
∣∣∣P β,δ

2|β|−|β|(x1 − y1, . . . , xn − yn, xn)
∣∣∣ ≤ Cn,β,δ x2|β|−|β|

n

=⇒
∣∣∣∣∂β

x

[
η
(x− y

xn

)]∣∣∣∣ ≤ C x−|β|n χ|x−y|<4xn
. (4.15)

Collectively, (4.9), (4.11), and (4.15) imply that the function k satisfies
∣∣(∂α

x k)(x, y)
∣∣ ≤ Cn,α x1−n−|α|

n χ|x−y|<4xn
, (4.16)

∀x = (x′, xn) ∈ Rn
+, ∀ y ∈ Rn

+, ∀α ∈ Nn
0 .

As a consequence,
∣∣k(x, y)

∣∣ ≤ cn x1−n
n χ|x−y|<4xn

, ∀ (x, y) ∈ Rn
+ × Rn

+ (4.17)

and
∣∣(∇xk)(x, y)

∣∣ ≤ cn x−n
n χ|x−y|<4xn

, ∀x = (x′, xn) ∈ Rn
+, ∀ y ∈ Rn

+. (4.18)

Moving on, consider the mapping E taking functions defined on ∂Rn
+ ≡

Rn−1 to functions defined in Rn
+ according to the formula

(E f)(x) :=
∫

Rn−1

k
(
x, (y′, 0)

)
f(y′) dy′, ∀x∈Rn

+, ∀ f ∈C 0
c (Rn−1). (4.19)

Then, for each f ∈ C 0
c (Rn−1), we may employ (4.17) to conclude that E f is

well-defined. Also, thanks to (4.16), we have that E f inherits the regularity
of k, i.e., E f ∈ C∞(Rn

+).
We claim that for each p ∈ (1, +∞) and a ∈ ( − 1

p , 1 − 1
p

)
, there exists

Cn,p,a ∈ (0, +∞) such that for each f ∈ C 0
c (Rn−1)

∫

Rn
+

∣∣[∇(E f)](x)
∣∣p xap

n dx ≤ Cn,p,a

∫

Rn−1

∫

Rn−1

|f(y′)− f(z′)|p
|y′ − z′|n−1+sp

dy′dz′, (4.20)

where, as usual, s := 1− a− 1/p ∈ (0, 1).
To justify (4.20), fix an arbitrary f ∈ C 0

c (Rn−1) and observe that (4.19)
implies that for each fixed z′ ∈ Rn−1

∣∣[∇(E f)](x)
∣∣ ≤

∫

Rn−1

∣∣(∇xk)(x, (y′, 0))
∣∣ ∣∣f(y′)− f(z′)

∣∣ dy′, ∀x ∈ Rn
+. (4.21)
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In turn, from (4.21), (4.18), and Hölder’s inequality we obtain that for each
x = (x′, xn) ∈ Rn

+ and each z′ ∈ Rn−1

∣∣[∇(E f)](x)
∣∣ ≤ C

(
x−n

n

∫

|x−(y′,0)|<4xn

|f(y′)− f(z′)| dy′
)p

≤ Cx−np
n · x(p−1)(n−1)

n

∫

|x−(y′,0)|<4xn

∣∣f(y′)− f(z′)
∣∣p dy′. (4.22)

At this stage, average the most extreme sides of (4.22) in z′∈Bn−1(x, 4xn)⊆
Rn−1 in order to obtain

∣∣[∇(E f)](x)
∣∣p ≤

≤ Cx2−2n−p
n

∫

|x−(z′,0)|<4xn

∫

|x−(y′,0)|<4xn

∣∣f(y′)− f(z′)
∣∣p dy′ dz′ (4.23)

for each x = (x′, xn) ∈ Rn
+. Consequently,
∫

Rn
+

∣∣[∇(E f)](x)
∣∣p xap

n dx ≤

≤ C

∫

Rn−1

∫

Rn−1

∣∣f(y′)−f(z′)
∣∣p

[ ∫

|x−(z′,0)|<4xn

|x−(y′,0)|<4xn

xap−p−2n+2
n dx

]
dy′ dz′. (4.24)

Observe that on the domain of integration of the inner-most integral we have
|x′− z′| < √

15 xn and |x′− y′| < √
15 xn, hence also |y′− z′| < 2

√
15 xn by

the triangle inequality. Bearing this in mind and using Fubini’s theorem,
we may estimate this inner-most integral by writing

∫

|x−(z′,0)|<4xn

|x−(y′,0)|<4xn

xap−p−2n+2
n dx ≤

≤
∞∫

|y′−z′|/(2
√

15)

( ∫

|x′−z′|<√15 xn

1 dx′
)

xap−p−2n+2
n dxn ≤

≤ Cn

∞∫

|y′−z′|/(2
√

15)

xap−p−n+1
n dxn =

Cn,a,p

|y′ − z′|n+p−ap−2
, (4.25)

where Cn,a,p > 0 is a finite constant, given that ap − p − n + 1 < −1. At
this stage, (4.20) follows from (4.24) and (4.25).
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Moving on, we claim that for each radius R ∈ (0, +∞) there exists a
constant Cn,p,a,R ∈ (0, +∞) with the property that

∫

Rn
+∩B(0,R)

|(E f)(x)|p xap
n dx ≤

≤ Cn,p,a,R

∫

Rn−1

|f(y′)|p dy′, ∀ f ∈ C 0
c (Rn−1). (4.26)

This estimate follows from a similar argument to that used in the verification
of (4.20) (making use of (4.17) in place of (4.18)).

The final property of the operator E we wish to establish is that for each
f ∈ C 0

c (Rn−1)

E f extends continuously to Rn
+ and

[
(E f)|∂Rn

+

]
(x′) = f(x′), ∀x′ ∈ Rn−1 ≡ ∂Rn

+.
(4.27)

To this end, fix f ∈ C 0
c (Rn−1) along with some x′∗ ∈ Rn−1. Also, let some

arbitrary ε > 0 be fixed. Since f is continuous at (x′∗, 0), there exists δ > 0
such that if y′ ∈ Rn−1 satisfies |x′∗ − y′| < δ then |f(x′∗)− f(y′)| < ε. Then
for each x = (x′, xn) ∈ Rn

+ we may estimate

∣∣(E f)(x)− f(x′∗)| =
∣∣∣∣

∫

Rn−1

k
(
x, (y′, 0)

)(
f(y′)− f(x′∗)

)
dy′

∣∣∣∣

≤
∫

Rn−1

∣∣k(x, (y′, 0))
∣∣ |f(y′)− f(x′∗)| dy′

≤ Cn

∫
−

|x′−y′|<√15 xn

∣∣f(y′)− f(x′∗)
∣∣ dy′ , (4.28)

where the equality is based on (4.8), while for the last inequality we have
used (4.17) and that the set {y′ ∈ Rn−1 : |x − (y′, 0)| < 4xn} is contained
in the set {y′ ∈ Rn−1 : |x′ − y′| < √

15 xn}. Thus,
∣∣(E f)(x)− f(x′∗)

∣∣ ≤ ε if |x′ − x′∗| < δ/2 and xn < δ/(2
√

15), (4.29)

and the claims in (4.27) readily follow from this. In particular, TrE f = f .
This completes the discussion in the case when Ω = Rn

+.
The general situation when Ω is an arbitrary bounded Lipschitz domain

may then be reduced to the case just treated via a smooth localization and
by locally flatenning the boundary via bi-Lipschitz maps (as we have done
in the past). Given that

(
C∞

c (Rn)
)∣∣

∂Ω
is dense in Bp,p

s (∂Ω), the a priori
bounds established in the first part of the proof may be used to conclude
that all desired properties of the extension operator hold in this degree of
generality. ¤
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In the last part of this section we once again revisit the issue of how
weighted Sobolev spaces behave under complex interpolation. Our first
result in this regard reads as follows.

Theorem 4.2. Let Ω ⊆ Rn be a bounded Lipschitz domain. Then
{
W̊ 1,p

a (Ω)
}

1<p<∞,−1/p<a<1−1/p
,

{
W−1,p

a (Ω)
}

1<p<∞,−1/p<a<1−1/p

(4.30)

are complex interpolation scales, in the following precise sense. Suppose
that, for j ∈ {0, 1}, we have 1 < pj < ∞ and −1/pj < aj < 1 − 1/pj.
Also, fix θ ∈ (0, 1) and assume that p ∈ (0,∞) and a ∈ R are such that
1/p = (1− θ)/p0 + θ/p1 and a = (1− θ)a0 + θa1. Then

[
W̊ 1,p0

a0
(Ω), W̊ 1,p1

a1
(Ω)

]
θ

= W̊ 1,p
a (Ω), (4.31)

[
W−1,p0

a0
(Ω),W−1,p1

a1
(Ω)

]
θ

= W−1,p
a (Ω). (4.32)

In the proof of the above theorem the following abstract interpolation
result with constraints is going to be useful. For a proof, see [10, Theo-
rem 14.3, p. 97] (cf. also [8]).

Lemma 4.3. Let Xj, Yj, Zj, j = 0, 1, be Banach spaces such that
X0 ∩ X1 is dense in both X0 and X1, and similarly for Z0, Z1. Suppose
that Yj ↪→ Zj, j = 0, 1 and there exists a linear operator D such that
D : Xj → Zj boundedly for j = 0, 1. Define the spaces

Xj(D) := {u ∈ Xj : Du ∈ Yj}, j = 0, 1, (4.33)

equipped with the graph norm, i.e. ‖u‖Xj(D) := ‖u‖Xj + ‖Du‖Yj , j = 0, 1.
Finally, suppose that there exist continuous linear mappings K : Zj → Xj

and R : Zj → Yj with the property D ◦ K = I + R on the spaces Zj for
j = 0, 1. Then

[
X0(D), X1(D)

]
θ

=
{

u ∈ [X0, X1]θ : Du ∈ [Y0, Y1]θ
}

, θ ∈ (0, 1). (4.34)

We shall also need the well-known duality formula for the complex me-
thod of interpolation (see, for instance, [2]).

Lemma 4.4. Let X0, X1 be a compatible couple of reflexive Banach
spaces and let θ ∈ (0, 1). Then

(
[X0, X1]θ

)∗ = [X∗
0 , X∗

1 ]θ. (4.35)

We are prepared to present the

Proof of Theorem 4.2. Formula (4.31) follows from Theorem 4.1 and Lem-
ma 4.3, used with

Xj := W 1,pj
aj

(Ω), Yj := 0, and Zj := Bpj ,pj
sj

(∂Ω) (4.36)

(as usual, sj := 1− aj − 1/pj), for j = 0, 1, and where

D := Tr, K := Ex, and R := 0. (4.37)
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That D ◦K = I +R on Zj for j = 0, 1 makes the object of (4.2), and (4.34)
becomes precisely (4.31), in light of (3.42). Finally, (4.32) is a consequence
of (4.31), Lemma 4.4, and Proposition 2.3. ¤

5. Boundary Problems for Elliptic Systems with Bounded
Measurable Coefficients in Euclidean Lipschitz Domains

The goal here is to prove the following sharp well-posedness result.

Theorem 5.1. Let Ω ⊆ Rn be a bounded, connected, Lipschitz domain
and assume that

A =
(
aαβ

jk

)
1≤j,k≤n

1≤α,β≤M
, aαβ

jk ∈ L∞(Ω), (5.1)

is a coefficient tensor satisfying the strong Legendre-Hadamard ellipticity
condition

Re
[ n∑

j, k=1

M∑

α, β=1

aαβ
jk (x) ζα

j ζβ
k

]
≥ c |ζ|2, (5.2)

∀ ζ =
(
ζα
j

)
1≤j≤n
1≤α≤M

∈ CnM , for a.e. x ∈ Ω,

for some c ∈ (0,∞). Associated with the coefficient tensor A consider the
M ×M second order system in divergence form

Lu :=
( n∑

j=1

∂j

( n∑

k=1

M∑

β=1

aαβ
jk ∂kuβ

))

1≤α≤M

, u = (uβ)1≤β≤M . (5.3)

Then there exists some ε > 0 such that whenever

p ∈ (2− ε, 2 + ε), a ∈ (−1/p, 1− 1/p) ∩ (−ε, ε), s := 1− a− 1/p, (5.4)

the Poisson boundary value problem with Dirichlet boundary data,




u ∈ W 1,p
a (Ω),

Lu = f ∈ W−1,p
a (Ω),

Tru = g ∈ Bp,p
s (∂Ω),

(5.5)

is well-posed. That is, assuming p, a, s are as in (5.4), for each f ∈W−1,p
a (Ω)

and g ∈ Bp,p
s (∂Ω) there exists a unique solution u of (5.5), which also

satisfies the estimate

‖u‖W 1,p
a (Ω) ≤ C

(
‖f‖W−1,p

a (Ω) + ‖g‖Bp,p
s (∂Ω)

)
, (5.6)

where C ∈ (0, +∞) is independent of f and g.

To set the stage, we first record a useful preliminary result in the propo-
sition below. General abstract stability results of this type have been es-
tablished in [9].
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Proposition 5.2. Suppose I is a convex Euclidean set and (Xq)q∈I ,
(Yq)q∈I are two complex interpolation scales of Banach spaces. In addition,
assume that T is an operator such that

T : Xq −→ Yq linearly and boundedly for each q ∈ I, and
∃ q∗ ∈ I such that T : Xq∗ −→ Yq∗ is an isomorphism.

(5.7)

Then there exists a neighborhood O of q∗ such that T : Xq → Yq is an
isomorphism for every q ∈ O.

We may now turn our attention to presenting the

Proof of Theorem 5.1. For starters, from the discussion in Section 2 we
know that

W−1,p
a (Ω) =

{
u ∈ D ′(Ω) : ∃h0, h1, . . . , hn ∈ Lp(Ω, δapdx)

such that u = h0 +
n∑

j=1

∂jhj in D ′(Ω)
}

, (5.8)

and the norm on this space is equivalent to

‖u‖W−1,p
a (Ω) = inf

{ n∑

j=0

‖hj‖Lp(Ω,δapdx) : h0, h1, . . . , hn ∈ Lp(Ω, δapdx)

such that u = h0 +
n∑

j=1

∂jhj in D ′(Ω)
}

.

Granted these, it follows that

L : W 1,p
a (Ω) −→ W−1,p

a (Ω) linearly and boundedly,

whenever p ∈ (1,∞) and a ∈ (−1/p, 1− 1/p).
(5.9)

In addition, from the Lax–Milgram Lemma (which, in turn, makes use of
the strong ellipticity condition on L) we deduce that

L : W̊ 1,2(Ω) −→ W−1,2(Ω) isomorphically. (5.10)

Our next claim is that there exists ε > 0 such that

L : W̊ 1,p
a (Ω) −→ W−1,p

a (Ω) isomorphically

whenever p ∈ (2− ε, 2 + ε) and a ∈ (−1/p, 1− 1/p) ∩ (−ε, ε).
(5.11)

This follows from (5.9), (5.10), and Proposition 5.2.
Having proved (5.11), the final step is to show that, for p, a as above

and with s := 1− a− 1/p, the boundary value problem (5.5) is well-posed.
Uniqueness is clear from (5.11) and (3.42). For existence, let f ∈ W−1,p

a (Ω)
and g ∈ Bp,p

s (∂Ω) be given. From Theorem 4.1, we know that v := Exg ∈
W 1,p

a (Ω) satisfies Trv = g. Moreover, since the operator Ex is bounded, we
have

‖v‖W 1,p
a (Ω) ≤ C ‖g‖Bp,p

s (∂Ω) , (5.12)
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where C ∈ (0,∞) is independent of g. Consider the function f̃ := f −Lv ∈
W−1,p

a (Ω) and note that

‖f̃‖W−1,p
a (Ω) ≤ C

(
‖f‖W−1,p

a (Ω) + ‖g‖Bp,p
s (∂Ω)

)
, (5.13)

where C ∈ (0,∞) is independent of f and g. Since L : W̊ 1,p
a (Ω) → W−1,p

a (Ω)
is an isomorphism and f̃ ∈ W−1,p

a (Ω), it follows that w := L−1(f̃) ∈
W̊ 1,p

a (Ω) and Lw = f̃ . Finally, take u := v + w ∈ W 1,p
a (Ω) and compute

Lu = Lv + f̃ = Lv + (f − Lv) = f (5.14)

and

Tru = Tr(Exg) + Tr
(
L−1(f̃)

)
= g + Trw = g + 0 = g. (5.15)

This finishes the existence of a function u satisfying the boundary value
problem. ¤

Theorem 5.1 is sharp, in the sense that the membership of p to a small
neighborhood of 2 is a necessary condition, even when Ω ⊆ Rn is a bounded
C∞ domain, and when a = 0 (i.e., in the unweighted case), if the coefficients
of the system L are merely bounded and measurable.

When n ≥ 3, M = n, a counterexample may be produced by altering a
construction of E. De Giorgi from [5]. Specifically, consider Ω := {x ∈ Rn :
|x| < 1} and, for each γ ∈ [0, n

2 ) and α, β ∈ {1, . . . , n}, let Aαβ be the n×n
matrix whose (i, j)-entry is

aαβ
ij (x) := δαβδij+

+
γ(n− γ)(n− 2)2

(n− 2γ)2(n− 1)2
[
δiα +

n

n− 2
xixα

|x|2
] [

δjβ +
n

n− 2
xjxβ

|x|2
]

(5.16)

for each x ∈ Ω \ {0}. Obviously, aαβ
ij ∈ L∞(Ω,L n) and a straightforward

calculation shows that
n∑

α,β=1

n∑

i,j=1

aαβ
ij (x)ζα

i ζβ
j =

= |ζ|2 +
γ(n− γ)(n− 2)2

(n− 2γ)2(n− 1)2
( n∑

i=1

ζi
i +

n

n− 2

n∑

i,α=1

ζα
i

xixα

|x|2
)2

(5.17)

for each ζ =
(
ζα
i

)
1≤α,i≤n

∈ Rn2
and x ∈ Ω \ {0}. Given our assumptions on

γ, it follows that the strong ellipticity condition holds:
n∑

α,β=1

n∑

i,j=1

aαβ
ij (x)ζα

i ζβ
j ≥ |ζ|2 L n-a.e. in Ω, (5.18)

∀ ζ =
(
ζα
i

)
1≤α,i≤n

∈ Rn2
.
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Now, the fact that γ < n/2 ensures that the function

u(x) :=
x

|x|γ − x, ∀x ∈ Ω \ {0}, (5.19)

belongs to W 1,2(Ω). Since by design u
∣∣
∂Ω

= 0, we deduce that actually
u ∈ W̊ 1,2(Ω). Furthermore, if

f := (f1, . . . , fn) with fi := −
n∑

α=1

n∑

j=1

∂αaαj
ij for 1 ≤ i ≤ n, (5.20)

then clearly
f ∈

⋂
1<p<∞

W−1,p(Ω), (5.21)

while a direct computation shows that
n∑

α,β=1

∂α

(
Aαβ(x)∂βu

)
= f in D ′(Ω). (5.22)

However, on the one hand u ∈ W 1,p(Ω) if and only if p < n/γ, while on
the other hand n/γ ↘ 2 as γ ↗ n/2. By duality, (note that L is formally
self-adjoint), the same type of conclusion holds for p < 2.

6. The Setting of Weakly Lipschitz Domains

A careful inspection of the arguments in the proof of Theorem 5.1 reveals
that we may relax the assumption on the domain Ω, originally assumed to
be a Lipschitz domain. Specifically, it suffices to ask that Ω ⊂ Rn is a a
bounded, open set, with the property that for every x0 ∈ ∂Ω there exist an
open neighborhood U of x0 in Rn and a mapping F = (F1, . . . , Fn) : U → Rn

with the following properties:

(i) F (U) is open and F : U → F (U) is a bi-Lipschitz map;

(ii) Ω ∩ U = {x ∈ U : Fn(x) > 0}.
In the sequel, we shall refer to such a set Ω as being a weakly Lipschitz
domain. This is done in order to distinguish the latter from the more
familiar category of “strongly” Lipschitz domains considered so far.

Note that if the bi-Lipschitzianity assumption for F is strengthened by
demanding that F is a C 1-diffeomorphism, then the resulting class becomes
precisely the category of bounded C 1 domains in Rn. This is easily seen by
invoking the standard Implicit Function Theorem for C 1 functions. How-
ever, when dealing with the case when F is only bi-Lipschitz, the nature of
the Implicit Function Theorem changes drastically and, as a result, the class
of weakly Lipschitz domains is much larger than that of strongly Lipschitz
domains. To shed light on this issue, we next discuss some concrete exam-
ples. In fact, since the bi-Lipschitz image of a strongly Lipschitz domain
is a weakly Lipschitz domain, it suffices to show that the class of strongly
Lipschitz domains is not stable under bi-Lipschitz homeomorphisms.
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We start with an interesting example from (pp. 7–9 in) [6], where this is
attributed to Zerner. Concretely, consider the bi-Lipschitz homeomorphism

F : R2 −→ R2, F (x1, x2) := (x1, ϕ(x1) + x2), (6.1)

where ϕ : R→ R is the Lipschitz function

ϕ(t) :=





3|t| − 1
22k−1

for
1

22k+1
≤ |t| ≤ 1

22k
,

−3|t|+ 1
22k

for
1

22k+2
≤ |t| ≤ 1

22k+1
.

(6.2)

As is also visible from the picture below, the graph of ϕ is a zigzagged of
lines of slopes ±3:

ϕ

−2k t−2
−2k

2−2
−2k−1 −2k−1

2

If one now considers the bounded Lipschitz domain Ω ⊂ R2,

Ω :=
{

(x1, x2) : 0 < x1 < 1, 0 < x2 < x1

}
, (6.3)

then F (Ω), depicted below

0

η(Ω)

x1

x2
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fails to be a strongly Lipschitz domain, since the cone property is violated
at the origin.

In fact, the construction described above can be refined to show that
bi-Lipschitz functions may fail to map even bounded C∞ planar domains
into strongly Lipschitz domains. Concretely, pick x0 ∈ Ω and let ϕ : S1 →
(0,∞) be the Lipschitz function uniquely determined by the requirement
that G : R2 → R2, defined by G(x) := ϕ((x−x0)/|x−x0|)(x−x0) if x 6= x0

and G(x0) := 0, maps ∂B(x0, r) onto ∂Ω (for some fixed, sufficiently small
r > 0). Then F ◦G maps the bounded, C∞ domain B(x0, r) onto the domain
shown in the picture above. There are many other interesting examples of
strongly Lipschitz domains Ω ⊂ Rn and bi-Lipschitz maps F : Rn → Rn

with the property that F (Ω) fails to be strongly Lipschitz. A large category
of such examples can be found within the class of conical domains. In
order to be more specific, let Sn−1 stand for the unit sphere in Rn and
denote by Sn−1

+ its upper hemisphere. Pick a bi-Lipschitz homeomorphism
ψ : Sn−1 → Sn−1 along with an arbitrary Lipschitz function ϕ : Sn−1 →
(0,∞), and set

F : Rn −→ Rn, F (rω) := rϕ(ω)ψ−1(ω), r ≥ 0, ω ∈ Sn−1, (6.4)

Ω :=
{

rω : ω ∈ Sn−1
+ , 0 < r < ϕ(ω)

}
. (6.5)

Using |r1ω1 − r2ω2|2 = |r1 − r2|2 + r1r2|ω1 − ω2|2 for every ω1, ω2 ∈ Sn−1,
r1, r2 ≥ 0, and the fact that the inverse of (6.4) is F−1(rω) = rϕ(ω)−1ψ(ω),
it can be easily checked that F above is bi-Lipschitz. However, while Ω ⊂ Rn

is clearly a strongly Lipschitz domain in Rn,

F (Ω) =
{

ρw : w ∈ ψ(Sn−1
+ ), 0 < ρ < ϕ(ω)

}
, (6.6)

may fail to be a strongly Lipschitz domain. In fact, near 0 ∈ ∂F (Ω),
the surface ∂F (Ω) may fail to be the graph of any real-valued function
of n − 1 variables, in any system of coordinates which is a rigid motion of
the standard one (i.e., ∂F (Ω) is a non-Lipschitz cone). A concrete example,
which can be produced using the above recipe, is Maz’ya’s so-called two-
brick domain:

P
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A moment’s reflection shows that, indeed, near the point P , the boundary
of the above domain is not the graph of any function (as it fails the vertical
line test) in any system of coordinates isometric to the original one.

Moreover, images of bounded strongly Lipschitz domains via bi-Lipschitz
maps can also develop spiral-like singularities, such as

F (Ω) =
{

rei(θ−ln r) : 0 < θ < π/4, 0 < r < 1
}
⊂ R2 ≡ C,

Ω :=
{

reiθ : 0 < r < 1, 0 < θ < π/4
}

, F (reiθ) := rei(θ−ln r).
(6.7)

Another interesting example of the phenomenon described above is as
follows. Let

Ω̃ :=
[
(0, 1)× (−1, 0)

] ∪
[ ∞⋃

k=1

(3 · 2−k−2, 5 · 2−k−2)× [0, 2−k−2)
]

(6.8)

be the planar domain in the picture below:

It is not difficult to see that the uniformity of the cone condition is violated
in any neighborhood of the origin, so Ω̃ is not a strongly Lipschitz domain.
Nonetheless, on p. 19 of [11], Maz’ya has constructed a bi-Lipschitz map
F : R2 → R2 with the property that Ω̃ = F ((0, 1)× (0, 1)).

In the next section we shall actually take this analysis a step further and
indicate that well-posedness results in the spirit of those established so far
continue to hold in the setting of Lipschitz manifolds with boundary, which
is even more general (as all weakly Lipschitz domains in Rn fall into the
latter category).

7. The Setting of Lipschitz Manifolds with Boundary

For the convenience of the reader, here we collect some basic rudiments
of analysis on Lipschitz manifolds.

A compact topological manifold with boundary M of dimension n is a
compact, Hausdorff topological space M with the property that for every
x ∈ M there exists an open set U in M , x ∈ U , and a mapping φ : U → Rn

such that φ(U) is a relatively open subset of Rn
+ and φ : U → φ(U) is a

homeomorphism. We shall call (U, φ) a coordinate chart (about x). An atlas
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on M is a finite family A = {Ui, φi}i∈I such that M =
⋃
i∈I

Ui and (Ui, φi)

is a coordinate chart for each i ∈ I.
Define the interior Ω of M as the collection of points x for which there

is a coordinate chart (U, φ) about x with the property that φ(U) is an open
subset of Rn

+. Then set ∂Ω := M \ Ω and call it the boundary of M .
A compact topological manifold with boundary M is called a compact

Lipschitz manifold with boundary if there exists an atlas (called Lipschitz
atlas) A = {Ui, φi}i∈I such that for any i, j ∈ I the transition map φi◦φ−1

j :
φj(Ui∩Uj) −→ φi(Ui∩Uj) is by-Lipschitz (with respect to the usual metric
in Rn). Two atlases are called equivalent provided their union is an atlas. A
Lipschitz structure on M is the equivalence class of a certain Lipschitz atlas,
called structural atlas. In what follows, given a compact Lipschitz manifold
with boundary M , we shall always assume that a Lipschitz structure on M
has been fixed. Any Lipschitz atlas compatible with this structure will be
referred to as a structural atlas.

Given a compact Lipschitz manifold with boundary M , equipped with a
structural atlas A = {Ui, φi}i∈I , call a set S ⊆ M of zero measure in M if
φi(Ui ∩ S) has measure zero in Rn with respect to the usual n-dimensional
Lebesgue measure for every (Ui, φi) ∈ A . Accordingly, a property is said
to hold almost everywhere (a.e.) on M provided the set of points where it
fails has zero measure in M .

A real-valued function defined a.e. on M is called measurable if it is so in
any coordinate chart of a structural atlas. Furthermore, the class Lp(M ),
1 ≤ p ≤ ∞, of real valued functions Lp-integrable on M is introduced in a
similar fashion.

Next we introduce the singular set of M relative to a structural atlas
A = {Ui, φi}i∈I as being

Sing(M ; A ) :=
{

x ∈ M : there exist i, j ∈ I with x ∈ Ui ∩ Uj

and such that φi ◦ φ−1
j : φj(Ui ∩ Uj) → φi(Ui ∩ Uj)

is not differentiable at φj(x)
}

. (7.1)

A basic observation is that the singular set of a compact, boundaryless,
Lipschitz manifold, relative to any structural atlas, has measure zero. In
the sequel, points in Sing(M ; A ) will be called singular points (relative to
A ), whereas points in Reg(M ; A ) := M \ Sing(M ; A ) will be referred to
as regular points (relative to A ).

Definition 7.1. Let (Mj ,Aj) be two compact Lipschitz manifolds with
boundary, j = 1, 2. A continuous mapping f : M1 → M2 will be called
differentiable at x ∈ M1 provided the following properties are valid:

(i) x is a regular point of M1, relative to some structural atlas A1;

(ii) f(x) is a regular point of M2 relative to some structural atlas A2;
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(iii) there exist (Uj , φj) ∈ Aj , j = 1, 2, with x ∈ U1, f(x) ∈ U2, such
that the function φ2 ◦ f ◦ φ−1

1 : φ1(U1 ∩ f−1(U2)) → φ2(U2) is
differentiable at φ1(x).

We continue to assume that (Mj ,Aj), j = 1, 2, are two compact Lips-
chitz manifolds with boundary. A continuous map f : M1 → M2 will be
called Lipschitz if for any two coordinate charts (Uj , φj) ∈ Aj , j = 1, 2,
the composition φ2 ◦ f ◦ φ−1

1 : φ1(U1 ∩ f−1(U2)) −→ φ2(U2) is a Lipschitz
function. Also, call f bi-Lipschitz, if f is a homeomorphism and both f and
f−1 are Lipschitz. Is important to observe that a Lipschitz function maps
sets of zero measure into sets of zero measure.

As a consequence of definitions and the celebrated theorem of Radema-
cher, according to which Lipschitz functions between Euclidean spaces are
differentiable almost everywhere, we have the following result.

Proposition 7.2. Assume that Mj, j = 1, 2, are compact Lipschitz
manifolds with boundary and that f : M1 → M2 is a Lipschitz function. In
addition, assume that

f−1(Sing(M2; A2)) has zero measure in M1,
for any structural atlas A2 of M2.

(7.2)

(We note that this condition is automatically verified if f is bi-Lipschitz, or
if M2 is a C 1 manifold.) Then f is differentiable almost everywhere in M1.

Moving on, if x ∈ M , two mappings f, g from a neighborhood of x into
R are called equivalent at x (and we denote this by f

x∼ g) if there exists V
open small neighborhood of x such that f |V = g|V . Classes of equivalence
modulo x∼ will be called germs at x. We shall pay special attention to
germs of differentiable functions at a regular point x, relative to a structural
atlas A , which will be denoted by Diffx(M ; A ). A continuous mapping
γ : (−ε, ε) → M , ε > 0, with γ(0) = x and such that there exists (U, φ) ∈ A
for which x ∈ U and φ ◦ γ is differentiable at 0, will be called path (through
x). For such a path γ we define a linear mapping d

dγ : Diffx(M ; A ) → R
called derivation along γ (at x) by

d

dγ
([f ]) :=

d

dt
(f ◦ γ)(t)

∣∣∣
t=0

,

for any [f ] ∈ Diffx(M ; A ). Let {ek}1≤k≤n denote the standard orthonormal
basis in Rn. If (U, φ) ∈ A is such that x ∈ U then, for each k = 1, 2, . . . , n,
the derivation along φ−1(φ(x)+ tek) at x ∈ Reg(M ; A ) is denoted by d

dφk
.

Note that

d

dφk
([f ]) =

∂(f ◦ φ−1)
∂xk

(φ(x)), k = 1, 2, . . . , n. (7.3)
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Once a structural atlas A has been fixed, we can define the tangent space
at x ∈ M to the manifold M by setting

TxM :=
{ d

dγ
: γ path through x

}
if x ∈ Reg(M ;A ), (7.4)

and
TxM := {0} if x ∈ Sing(M ;A ). (7.5)

It is not difficult to check that TxM is a vector space and that in fact
dim (TxM ) = n (i.e., the same as the dimension of M ) at any regular point
x, relative to A . In fact, for (U, φ) ∈ A a basis in TxM at any regular
point x ∈ U is given by { d

dφk
}n

k=1. Now, the tangent bundle is

TM :=
⊔

x∈M

TxM . (7.6)

We wish to emphasize that the tangent bundle TM depends on the choice
of a structural atlas only up to a set of zero measure in M .

Going further, let f : M1 → M2 be a continuous function between two
compact Lipschitz manifolds with boundary M1 and M2 which is differen-
tiable almost everywhere. We then define the gradient of f as the mapping
Grad f : TM1 → TM2 defined almost everywhere in the following way. At
almost every differentiability point x ∈ M1 of f , GradM fx is defined as the
mapping of TxM1 into Tf(x)M2 given by

GradM fx

( d

dγ

)
:=

d

d(f ◦ γ)
, (7.7)

for any path γ through x (note that f ◦ γ is a path through f(x) for al-
most every x). Let us also note that if (U, φ = (φ1, . . . , φn)) ∈ A then
GradcM φj( d

dφk
) = δjk

d
dt for every 1 ≤ j, k ≤ n, where we have denoted by

d
dt the standard derivation on R and, as before, δjk stands for the Kronecker
symbol.

Assume next that the compact Lipschitz manifold with boundary M is
oriented and equipped with a (Lipschitz) Riemannian metric. Being ori-
ented is defined essentially as in the smooth case. That is, an orientation
has been specified in TxM for a.e. x ∈ M such that there exists a struc-
tural atlas A which contains only positive coordinate charts. Recall that
a chart (U, φ) ∈ A is called positive if the ordered n-tuple ( d

dφ1
, . . . , d

dφn
)

is a positively oriented basis of TxM for a.e. x ∈ U . Also, by a Lipschitz
Riemannian structure, we mean that at almost any point x ∈ M some in-
ner product 〈 · , · 〉x has been specified on the tangent space TxM with the
following properties:

(i) 〈 · , · 〉x varies measurably with x, that is, if A is a structural atlas
consisting of positive charts and (U, φ) ∈ A , then the functions

gU
ij(x) :=

〈 d

dφi
,

d

dφj

〉
x
, x ∈ U, 1 ≤ i, j ≤ n, (7.8)
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are measurable on U ;

(ii) there exist a structural atlas A and two finite constants C1, C2 > 0
such that for any (U, φ) ∈ A , for a.e. x ∈ U , and any path γ
through x such that φ ◦ γ is differentiable at 0, there holds

C1

∥∥(φ ◦ γ)′(0)
∥∥2

Rn ≤
〈 d

dγ
,

d

dγ

〉
x
≤ C2

∥∥(φ ◦ γ)′(0)
∥∥2

Rn (7.9)

(here and elsewhere, ‖ · ‖Rn refers to the Euclidean norm in Rn).
This latter condition implies that the matrix GU (x) := (gU

ij(x))1≤i,j≤n is
symmetric, bounded and positive definite in an uniform manner, for a.e.
x ∈ U . In fact,

C1‖v‖2Rn ≤ 〈GU (x)v, v〉Rn ≤ C2‖v‖2Rn , (7.10)

for any v ∈ Rn and a.e. x ∈ U.

Proposition 7.3. Any compact Lipschitz manifold with boundary M
has a Lipschitz Riemannian metric.

Proof. A Lipschitz Riemannian metric on M can be constructed by locally
transferring the Euclidean metric from Rn in a standard fashion, and then
gluing everything together via a Lipschitz partition of unity. ¤

The inner product on the tangent space TxM induces a natural pointwise
inner product 〈 · , · 〉Λ`TxM on Λ`TxM , the `-th exterior power of the tangent
bundle for each 0 ≤ ` ≤ n, at a.e. x ∈ M . In particular, there exists a
unique form, denoted by dVM , of maximal degree, normalized to one (in the
norm | · |Λ`TxM associated with the above inner product) a.e. on M and
which is positively oriented. We shall refer to this n-form as the volume
element on M . In turn, this gives rise to a Borel regular measure LM

on M , uniquely determined by the requirement that if f is a scalar-valued
continuous function on M which is supported an open subset O of M then

∫

O

f dLM =
∑

j

∫

φj(Uj∩O)

(φ−1
j )∗(θjf dVM ), (7.11)

where {θj}j is a Lipschitz partition of unity on M subordinated to (a finite)
open cover (Uj)j of M , with the property that (Uj , φj) ∈ A for each j.

Proposition 7.4. Consider a compact, oriented Lipschitz manifold with
boundary M equipped with a Lipschitz Riemannian metric. Also, fix a posi-
tive structural atlas A and denote by dVM the volume element on M . Then
for every (U, φ) ∈ A one has

(φ−1)∗(dVM ) =

=
[

det
(〈 d

dφi
,

d

dφj

〉
φ−1( · )

)

i,j

]1/2

dVRn a.e. on φ(U), (7.12)
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where dVRn = dx1 ∧ · · · ∧ dxn is the volume element in Rn, and if C1, C2

are as in (7.9) then

C
n/2
1 ≤

[
det

(〈 d

dφi
,

d

dφj

〉
x

)

i,j

]
≤ C

n/2
2 , for a.e. x ∈ U. (7.13)

Proof. Formula (7.4) is a consequence of definitions and straightforward
linear algebra, whereas (7.13) follows from (7.9). ¤

Recall that Ω denotes the interior of the compact Lipschitz manifold with
boundary M , and that ∂Ω := M \Ω. Fix an atlas {(Ui, φi)}i∈I for M and
pick a Lipschitz partition of unity {ξi}i∈I subordinate to the open cover
{Ui}i∈I of M . For 1 < p < ∞ and a ∈ (−1/p, 1− 1/p), we then define the
weighted Sobolev space W 1,p

a (Ω) as the collection of all locally integrable
functions u : Ω → C such that

‖u‖W 1,p
a (Ω) :=

∑

i∈I

∥∥(ξiu) ◦ φ−1
i

∥∥
Lp(Rn

+, xap
n dx)

+

+
∑

i∈I

∥∥∇[
(ξiu) ◦ φ−1

i

]∥∥
Lp(Rn

+, xap
n dx)

< +∞. (7.14)

Assuming that 1 < p ′ < ∞ is such that 1/p + 1/p ′ = 1, we also define

W−1,p
a (Ω) :=

(
W̊ 1,p ′
−a (Ω)

)∗
. (7.15)

Moving on, recall that for the range of indices 1 < p < ∞ and 0 < s < 1, the
membership to the Besov space Bp,p

s (Rn−1) is defined via the requirement

‖f‖Bp,p
s (Rn−1) := ‖f‖Lp(Rn−1)+

+
( ∫

Rn−1

∫

Rn−1

|f(x′)− f(y′)|p
|x′ − y′|n−1+sp

dx′dy′
)1/p

< +∞. (7.16)

One natural and convenient way of defining Besov spaces Bp,p
s (∂Ω), for

1 < p < ∞ and s ∈ (0, 1), on the boundary ∂Ω of the Lipschitz manifold
M is to transport the corresponding scale from Rn−1 to ∂Ω via a partition
of unity and bi-Lipschitz pull-back in local coordinate charts.

Some of the most useful properties for these weighted Sobolev spaces
for us in this paper are collected in the theorem below. We agree to let
Lip denote Lipschitz functions and Lip0 Lipschitz functions with compact
support.

Theorem 7.5. Let Ω denote the interior of the compact Lipschitz man-
ifold with boundary M , and set ∂Ω := M \ Ω. Also, assume that

1 < p < ∞, −1/p < a < 1− 1/p, s := 1− a− 1/p ∈ (0, 1). (7.17)

Then the following assertions are true.
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(i) When equipped with the norm (7.14), the space W 1,p
a (Ω) becomes

complete (hence Banach). Also, W 1,p
a (Ω) is a module over Lip(Ω)

and

Lip(Ω) ↪→ W 1,p
a (Ω) densely. (7.18)

(ii) The restriction to the boundary operator, Lip(M ) 3 u 7→ u|∂Ω ∈
Lip(∂Ω) extends to a well-defined, linear, bounded mapping

Tr : W 1,p
a (Ω) −→ Bp,p

s (∂Ω) (7.19)

referred to in the sequel as the trace operator. Furthermore, this
trace operator has a continuous right inverse, that is, there exists
an extension operator

Ext : Bp,p
s (∂Ω) −→ W 1,p

a (Ω) (7.20)

which is linear and bounded, and such that Tr ◦Ext = I, the identity.

(iii) There holds

Lip0 (Ω) ↪→ {
u ∈ W 1,p

a (Ω) : Tru = 0
}

densely. (7.21)

(iv) If we define

W̊ 1,p
a (Ω) := the closure of Lip0 (Ω) in W 1,p

a (Ω) (7.22)

then

W̊ 1,p
a (Ω) =

{
u ∈ W 1,p

a (Ω) : Tru = 0
}
. (7.23)

(v) The spaces W 1,p
a (Ω), W̊ 1,p

a (Ω), and W−1,p
a (Ω), are all reflexive.

(vi) Assume that 1 < p ′ < ∞ is such that 1/p + 1/p ′ = 1. Then every
functional Λ ∈ (

W 1,p ′
−a (Ω, )

)∗ can be described as follows. For each
u ∈ W 1,p ′

−a (Ω)

〈Λ, u〉 =
∑

i∈I

( ∫

φi(Ui)

f i
0(x)

(
(ξiu) ◦ φ−1

i

)
(x)

√
g(x) dx+

+
n∑

j=1

∫

φi(Ui)

f i
j(x)∂xj

(
(ξiu) ◦ φ−1

i

)
(x)

√
g(x) dx

)
, (7.24)

where {(Ui, φi)}i∈I is a finite atlas for M , and {ξi}i∈I ⊂ Lip(M )
is a partition of unity subordinate to the open cover {Ui}i∈I of M .

Furthermore, for each i ∈ I, the functions f i
j , 0≤j≤n, appearing

in (7.24) belong to Lp(φi(Ui), xap
n dx) and the norm ‖Λ‖

(W 1,p ′
−a (Ω))∗

is equivalent to the infimum of the sum of the norms of f i
j ’s over all

possible choices of the atlas, local charts, and partitions of unity.
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(vii) The scales W 1,p
a (Ω), W̊ 1,p

a (Ω), W−1,p
a (Ω), are stable under complex

interpolation. More specifically, if 1 < pi < ∞, −1/pi < ai <
1 − 1/pi, i ∈ {0, 1}, and θ ∈ (0, 1), 1/p = (1 − θ)/p0 + θ/p1 and
a = (1− θ)a0 + θa1, then

[
W 1,p0

a0
(Ω),W 1,p1

a1
(Ω)

]
θ

= W 1,p
a (Ω), (7.25)

[
W̊ 1,p0

a0
(Ω), W̊ 1,p1

a1
(Ω)

]
θ

= W̊ 1,p
a (Ω), (7.26)

[
W−1,p0

a0
(Ω),W−1,p1

a1
(Ω)

]
θ

= W−1,p
a (Ω), (7.27)

where [ · , · ]θ denotes the usual complex interpolation bracket.

Proof. All the claims can then be deduced from their Euclidean counterpart
(dealt with in earlier sections), via a standard localization argument and by
making bi-Lipschitz changes of coordinates in local coordinate charts. ¤

Recall that Ω denotes the interior of M and that ∂Ω := M \ Ω. Un-
raveling definitions to the point that well-known Euclidean results can be
invoked, it is not difficult to show that the gradient induces a well-defined
and bounded operator

GradM : W 1,p
a (Ω) −→ Lp(Ω, δapLM )⊗ TM (7.28)

whenever p ∈ (1,∞) and a ∈ (−1/p, 1−1/p). We denote the (sign) opposite
of the adjoint of this operator by DivM , and refer to it as the divergence
operator on the Lipschitz manifold M . Hence,

DivM : Lp(Ω, δapLM )⊗ TM −→ W−1,p
a (Ω) (7.29)

is a bounded operator if p ∈ (1,∞) and a ∈ (−1/p, 1 − 1/p). Finally, we
define the Laplace–Beltrami operator ∆M on the Lipschitz manifold M as
the composition

∆M := DivM ◦GradM . (7.30)
Hence, whenever p ∈ (1,∞) and a ∈ (−1/p, 1 − 1/p), this induces a linear
and bounded mapping

∆M : W 1,p
a (Ω) −→ W−1,p

a (Ω). (7.31)

Moreover, the adjoint of (7.31) is

∆M : W 1,p ′
−a (Ω) −→ W−1,p ′

−a (Ω), (7.32)

where 1/p ′+1/p = 1, and ∆M in (7.31) is an isomorphism when p = 2 and
a = 0.

One final comment pertains to the nature of the Laplace–Beltrami opera-
tor ∆M in local coordinates. Specifically, for each (U, φ) ∈ A , organize the
functions introduced in (7.8) as a matrix GU := (gU

ij)1≤i,j≤n and denote by
(gjk

U )1≤j,k≤n the inverse of the matrix GU . Also, set gU := det GU so that,
according to Proposition 7.4, the volume element in dVM has the property
that

(φ−1)∗(dVM ) =
√

gU dx1 · · · dxn in φ(U). (7.33)
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Then, in the local coordinates associated with the chart (U, φ), the Laplace–
Beltrami operator ∆M can be described as

∆M =
1√
gU

n∑

j,k=1

∂j

(
gj,k

U

√
gU ∂k ·

)
, (7.34)

where, as customary, we have identified d/dφi with ∂i for each i ∈ {1, . . . , n}.
We are now ready to discuss the following sharp well-posedness result in

the setting of compact Lipschitz manifolds with boundary.

Theorem 7.6. Let Ω denote the interior of the compact Lipschitz man-
ifold with boundary M , and set ∂Ω := M \Ω. Then there exists ε > 0 such
that whenever

p ∈ (2− ε, 2 + ε), a ∈ (−1/p, 1− 1/p) ∩ (−ε, ε), s := 1− a− 1/p, (7.35)

the Poisson boundary value problem with Dirichlet boundary data for the
Laplace–Beltrami operator





u ∈ W 1,p
a (Ω),

∆M u = f ∈ W−1,p
a (Ω),

Tr u = g ∈ Bp,p
s (∂Ω)

(7.36)

is well-posed.

Proof. This follows by arguing as in the proof of Theorem 5.1, making use
of the functional analytic theory for weighted Sobolev spaces from Theo-
rem 7.5. ¤

Theorem 7.6 is, once again, sharp (in that having p near 2 is a neces-
sary condition). This follows from an example given by N. Meyers in [13,
Section 5]. Specifically, take

Ω :=
{
x = (x1, x2) ∈ R2 : x2

1 + x2
2 < 1

}
(7.37)

and consider the coefficient matrix given by

a11(x1, x2) = 1− (1− µ2)x2
2(x

2
1 + x2

2)
−1,

a12(x1, x2) = A21(x1, x2) = (1− µ2)x1x2(x2
1 + x2

2)
−1,

a22(x1, x2) = 1− (1− µ2)x2
1(x

2
1 + x2

2)
−1,

∀ (x, y) ∈ Ω \ {(0, 0)},

(7.38)

where µ ∈ (0, 1) is a fixed parameter. Define the scalar operator Lu :=∑
j,k=1,2

∂j

(
ajk(x1, x2)∂ku

)
in Ω. Note that the ajk’s belong to L∞(Ω, L 2)

and a direct calculation shows that
∑

j,k=1,2

ajk(x1, x2)ξjξk = |ξ|2 − (1− µ2)
(x1ξ2 − x2ξ1)2

|x|2 ≥ µ2|ξ|2, (7.39)
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for each ξ = (ξ1, ξ2) ∈ R2 and x = (x1, x2) ∈ Ω \ {0}. Hence, L is elliptic.
To proceed, introduce the function

v(x1, x2) := x1(x2
2 + x2

2)
(µ−1)/2 ∈ L∞(Ω,L 2) ∩ C∞(

Ω \ {0}). (7.40)

A straightforward calculation shows that Lv = 0 near the origin. Also, fix
φ ∈ C∞

c (Ω) so that φ ≡ 1 near the origin, and set u := φ v. It follows that

u ∈ W̊ 1,2(Ω), f := Lu ∈ C∞
c (Ω),∣∣(∇u)(x)

∣∣ ≈ |x|µ−1 near 0 ∈ Ω.
(7.41)

Consequently,

u ∈ W 1,p(Ω) ⇐⇒ p <
2

1− µ
. (7.42)

In particular, the fact that 2/(1 − µ) ↘ 2 as µ ↘ 0 shows that that for
each p > 2 there exists µ ∈ (0, 1) with the property that the operator
L : W̊ 1,p(Ω) → W−1,p(Ω) fails to be an isomorphism. By duality, (note
that L is formally self-adjoint), the same type of conclusion holds for p < 2.

Acknowledgement

The second-named author has been supported in part by the Simons
Foundation grant # 281566.

References

1. R. A. Adams and J. J. F. Fournier, Sobolev spaces. Second edition. Pure and Ap-
plied Mathematics (Amsterdam), 140. Elsevier/Academic Press, Amsterdam, 2003.
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Abstract. We introduce a Weierstrass type transform associated with
the Whittaker integral transform, which we refer to as Weierstrass–Whitta-
ker integral transform. We examine some properties of the transform and
show, in particular, that it is helpful in solving of a generalized non-statio-
nary heat equation with an initial condition.
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îâäæñéâ. øãâê àŽêãéŽîðŽãå ãŽæâîöðîŽïæï ðæìæï àŽîáŽóéêŽï, îëéâèæù
áŽçŽãöæîâĲñèæŽ ñŽæåâçâîæï æêðâàîŽèñî àŽîáŽóéêŽïåŽê áŽ îëéâèïŽù øãâê
ãñûëáâĲå ãŽæâîöðîŽï-ñŽæåâçâîæï æêðâàîŽèñî àŽîáŽóéêŽï. øãâê ãïûŽã-
èëĲå Žé àŽîáŽóéêæï äëàæâîå åãæïâĲŽï áŽ, çâîúëá, ãŽøãâêâĲå, îëé æï ïŽïŽî-
àâĲèëŽ àŽêäëàŽáëâĲñèæ ŽîŽïðŽùæëêŽîñèæ ïæåĲëàŽéðŽîâĲèëĲæï àŽêðë-
èâĲæï ŽéëïŽýïêâèŽá ïŽûõæïæ ìæîëĲæå.
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1. Introduction

The Whittaker functions Mµ,ν and Wµ,ν of first and second order have
acquired an increasing significance due to their frequent use in applications
of mathematics to physical and technical problems (cf., e.g., [2]). Moreover,
they are closely related to the confluent hypergeometric functions which play
an important role in various branches of applied mathematics and theoreti-
cal physics. For instance, this is the case in fluid mechanics, electromagnetic
diffraction theory and atomic structure theory. This justifies a continuous
effort in studying properties of these functions and in gathering information
about them, as well as the integral equations and transforms generated by
them.

For a somehow much more detailed account of several significant re-
sults on the Whittaker and Weierstrass type transforms, over the last half-
century, we refer to [1, 3–7,11–14].

Let us consider the integral transform

[Wf ](τ) =

+∞∫

0

e−
xτ
2 Wµ,ν(xτ)f(x)e−(x+ 1

x )xα dx, τ > 0, (1.1)

where α > 0. The main purpose of this work is to define an integral trans-
form associated with the Whittaker integral transform (1.1) – which will be
called Weierstrass–Whittaker transform – and to study some of its proper-
ties and possible applications. We define such integral transform by

[Wtf ](x) =

+∞∫

0

Kt(x, y)f(y)e−(y+ 1
y )yα dy, (1.2)

where Kt(x, y) is the heat kernel associated with the Whittaker transform
(to be also studied later) and which is defined as

Kt(x, y) =

+∞∫

0

e−4ν2τte−
yτ
2 Wµ,ν(yτ)e−

xτ
2 Wµ,ν(xτ)e−(τ+ 1

τ )τα dτ

for t, x, y > 0.
The integral transform Wtf is a variant of the usual Weierstrass trans-

form [9] and solves the heat type problem




∂t[Wtf ](x) = −Lx[Wtf ](x),

lim
t→0

[Wtf ](x) = f(x),
t, x > 0,

where

Lx = 4τ3x2 d2

dx2
+ 4τ4x2 d

dx
+ τ3x2(τ2 − 1) + 4µτ2x + τ.
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2. The Whittaker Integral Transform

In this section, we study some of the mapping properties of the integral
transform (1.1) which may, in fact, be viewed as an operator acting from
L2(R+, e−(x+ 1

x )xα dx) into L2(R+, e−(τ+ 1
τ )τα dτ).

So, we consider the weighted Hilbert spaces L2(R+, e−(x+ 1
x )xα dx) en-

dowed with the inner product

〈f, g〉
L2(R+,e−(x+ 1

x
)xα dx)

=

+∞∫

0

f(x)g(x)e−(x+ 1
x )xα dx (2.1)

which generates the associated norm

‖f‖
L2(R+,e−(x+ 1

x
)xα dx)

=
( +∞∫

0

|f(x)|2e−(x+ 1
x )xα dx

)1/2

. (2.2)

In order to prove the convergence of the integral transform (1.1), we have
the following auxiliary result.

Theorem 2.1. Let f ∈ L2(R+, e−(x+ 1
x )xα dx) and

α > max
{
2|ν| − 2, 0

}
.

The integral transform (1.1) is absolutely convergent and the following uni-
form estimate

∣∣[Wf ](τ)
∣∣ ≤ Cµ,ν(τ)‖f‖

L2(R+,e−(x+ 1
x

)xα dx)
. (2.3)

holds.

Proof. Invoking the Cauchy–Schwarz inequality and relation (2.19.24.7) in
[8], we have

∣∣[Wf ](τ)
∣∣ ≤

+∞∫

0

∣∣e− xτ
2 Wµ,ν(xτ)f(x)e−(x+ 1

x )xα
∣∣ dx ≤

≤
( +∞∫

0

e−
xτ
2 Wµ,ν(xτ)e−

xτ
2 Wµ,ν(xτ)e−(x+ 1

x )xα dx

)1/2

×

×
( +∞∫

0

|f(x)|2e−(x+ 1
x )xα dx

)1/2

≤

≤
( +∞∫

0

e−
xτ
2 Wµ,ν(xτ)e−

xτ
2 Wµ,ν(xτ)xα dx

)1/2

‖f‖
L2(R+,e−(x+ 1

x
)xα dx)

=

= Cµ,ν(τ) ‖f‖
L2(R+,e−(x+ 1

x
)xα dx)

, (2.4)
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where

Cµ,ν(τ) = τ−
α+1

2

(
Γ(−2ν)Γ(α + 2ν + 2)Γ(2 + α)
Γ( 1

2 − µ− ν)Γ(5
2 − µ + α + ν)

×

× 3F 2
(1

2
+ µ + ν, 2 + α + 2ν, 2 + α; 1 + 2ν,

5
2

+ α + ν − µ; 1
)
+

+
Γ(2ν)Γ(α− 2ν + 2)Γ(2 + α)

Γ( 1
2 − µ + ν)Γ( 5

2 − µ + α + ν)
×

× 3F 2
(1

2
− µ + ν, 2 + α, 2 + α− 2ν; 1− 2ν,

5
2

+ α− ν − µ;−1
))1/2

,

with τ > 0, and where 3F 2 denotes the generalized hypergeometric function.
Hence, besides the estimation in question, the convergence of the integral
transform (1.1) is also obtained. ¤

We now concentrate on the image of the integral transform for the ele-
ments considered above. Namely, for that elements, in the next result we
obtain that Wf ∈ L2(R+, e−(τ+ 1

τ )τα dτ).

Theorem 2.2. Let α > max{2|ν| − 2, 0}.
If f ∈ L2(R+, e−(x+ 1

x )xα dx), then the Whittaker integral transform
[Wf ](τ) belongs to the space L2(R+, e−(τ+ 1

τ )τα dτ).

Proof. From the definition of the norm in L2(R+, e−(τ+ 1
τ )τα dτ), taking into

account that f ∈ L2(R+, e−(x+ 1
x )xα dx) and using (2.4), we obtain

‖Wf‖2
L2(R+,e−(τ+ 1

τ
)τα dτ)

=

+∞∫

0

∣∣[Wf ](τ)
∣∣2e−(τ+ 1

τ )τα dτ ≤

≤
+∞∫

0

(Cµ,ν(τ))2‖f‖2
L2(R+,e−(x+ 1

x
)xα)

e−(τ+ 1
τ )τα dτ =

= C∗µ,ν‖f‖2
L2(R+,e−(x+ 1

x
)xα dx)

+∞∫

0

τ−(α+1)e−(τ+ 1
τ )τα dτ ≤

≤
(
Γ(0, 1) +

1
e

)
C∗µ,ν‖f‖2

L2(R+,e−(x+ 1
x

)xα dx)
, (2.5)

where

C∗µ,ν =
Γ(−2ν)Γ(α + 2ν + 2)Γ(2 + α)
Γ( 1

2 − µ− ν)Γ( 5
2 − µ + α + ν)

×

× 3F 2
(1

2
+ µ + ν, 2 + α + 2ν, 2 + α; 1 + 2ν,

5
2

+ α + ν − µ; 1
)
+

+
Γ(2ν)Γ(α− 2ν + 2)Γ(2 + α)

Γ( 1
2 − µ + ν)Γ( 5

2 − µ + α + ν)
×
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× 3F 2
(1

2
− µ + ν, 2 + α, 2 + α− 2ν; 1− 2ν,

5
2

+ α− ν − µ;−1
)
, (2.6)

and
+∞∫

0

τ−(α+1)e−(τ+ 1
τ )τα dτ =

=

1∫

0

τ−(α+1)e−(τ+ 1
τ )τα dτ +

+∞∫

1

τ−(α+1)e−(τ+ 1
τ )τα dτ ≤

≤
1∫

0

τ−1e−
1
τ e−τ dτ +

+∞∫

1

τ−αe−(τ+ 1
τ )τα dτ ≤

≤
1∫

0

τ−1e−
1
τ dτ +

+∞∫

1

e−(τ+ 1
τ ) dτ ≤

≤
1∫

0

τ−1e−
1
τ dτ +

+∞∫

1

e−τ dτ = Γ(0, 1) +
1
e

, (2.7)

with Γ(a, x) denoting the incomplete Gamma function. ¤

3. The Heat Kernel Related to the Whittaker Integral
Transform

In order to introduce in a formal way the Weierstrass–Whittaker trans-
form (1.2), we need first to study the heat kernel associated with the Whit-
taker transform. Therefore, we will introduce in this section the heat kernel
associated with the Whittaker integral transform. Moreover, we will define
and examine some of its properties.

Let us introduce the Hilbert space HK(R+), defined as the subspace of
L2(R+, e−(x+ 1

x )xα dx) formed by all functions f such that

Wf ∈ L2(R+, e−(τ+ 1
τ )τα dτ).

HK(R+) is endowed with the inner product

〈f, g〉HK =

+∞∫

0

[Wf ](τ)[Wg](τ)e−(τ+ 1
τ )τα dτ (3.1)

and, consequently, the norm of HK(R+) is given by

‖f‖HK =
√
〈f, f〉HK =

( +∞∫

0

∣∣[Wf ](τ)
∣∣2e−(τ+ 1

τ )τα dτ

)1/2

. (3.2)
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Proposition 3.1. Let α > max{2|ν| − 2, 0}. For t > 0, we introduce
Kt(x, y) defined on ]0, +∞[× ]0, +∞[ by

Kt(x, y) =

+∞∫

0

e−4ν2τte−
xτ
2 Wµ,ν(xτ)e−

yτ
2 Wµ,ν(yτ)e−(τ+ 1

τ )τα dτ. (3.3)

For all y ∈ ]0,+∞[ , the function

x 7→ Kt(x, y)

belongs to HK(R+).

Proof. Invoking the Cauchy–Schwarz inequality and the relation (2.19.24.7)
in [8], we will be able to prove first the fact that the kernel belongs to
L2(R+, e−(x+ 1

x )xα dx). Indeed,

‖Kt‖2
L2(R+,e−(x+ 1

x
)xα dx)

=

+∞∫

0

|Kt(x, y)|2e−(x+ 1
x )xα dx =

=

+∞∫

0

(+∞∫

0

e−4ν2τte−
xτ
2 Wµ,ν(xτ)e−

yτ
2 Wµ,ν(yτ)e−(τ+ 1

τ )ταdτ

)2

e−(x+ 1
x )xαdx ≤

≤
+∞∫

0

( +∞∫

0

(e−
xτ
2 Wµ,ν(xτ))2e−(τ+ 1

τ )τα dτ

)
×

×
( +∞∫

0

(
e−

yτ
2 Wµ,ν(yτ)

)2
e−(τ+ 1

τ )τα dτ

)
e−(x+ 1

x )xα dx ≤

≤
+∞∫

0

( +∞∫

0

(e−
xτ
2 Wµ,ν(xτ))2τα dτ

)
e−(x+ 1

x )xα dx×

×
( +∞∫

0

(
e−

yτ
2 Wµ,ν(yτ)

)2
τα dτ

)
=

= (C∗µ,ν)2y−(α+1)

+∞∫

0

x−(α+1)e−(x+ 1
x )xα dx ≤

≤
(
Γ(0, 1) +

1
e

)
(C∗µ,ν)2y−(α+1), (3.4)

where C∗µ,ν is given by (2.6).
In order to prove that Kt ∈ HK(R+), we still need to prove that WKt ∈

L2(R+, e−(τ+ 1
τ )τα dτ).
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For α > max{2|ν| − 2, 0}, we obtain the following estimate by using the
Cauchy–Schwarz inequality:

|WKt| =
∣∣∣∣

+∞∫

0

e−
xτ
2 Wµ,ν(xτ)Kt(x, y)e−(x+ 1

x )xα dx

∣∣∣∣ ≤

≤
( +∞∫

0

(e−
xτ
2 Wµ,ν(xτ))2e−(x+ 1

x )xα dx

)1/2

×

×
( +∞∫

0

|Kt(x, y)|2e−(x+ 1
x )xα dx

)1/2

≤

≤
( +∞∫

0

(
e−

xτ
2 Wµ,ν(xτ)

)2
xα dx

)1/2

‖Kt‖
L2(R+,e−(x+ 1

x
)xα dx)

=

= (C∗µ,ν)1/2τ−
α+1

2 ‖Kt‖
L2(R+,e−(x+ 1

x
)xα dx)

.

Taking into account the previous inequality, we have

‖WKt‖2
L2(R+,e−(τ+ 1

τ
)τα dτ)

=

+∞∫

0

∣∣WKt(x, y)
∣∣2e−(τ+ 1

τ )τα dτ ≤

≤ C∗µ,ν‖Kt‖2
L2(R+,e−(x+ 1

x
)xα dx)

+∞∫

0

τ−(α+1)e−(τ+ 1
τ )τα dτ ≤

≤
(
Γ(0, 1) +

1
e

)
C∗µ,ν‖Kt‖2

L2(R+,e−(x+ 1
x

)xα dx)
. (3.5)

Therefore, we have just proved that, for y > 0, the function x 7→ Kt(x, y)
belongs to HK(R+). ¤

In order to obtain some important results related to the heat kernel
and the Weierstrass transform, we need to introduce a new Hilbert space
which we denote by H∗

K(R+). Towards this end, we need first to guarantee
the following result (which will ensure that the above-mentioned new space
definition will be coherent with our purposes).

Lemma 3.2. If f ∈ HK(R+), then
+∞∫

0

[Wf ](τ)e−
xτ
2 Wµ,ν(xτ)e−(τ+ 1

τ )τα dτ (3.6)

belongs to HK(R+).

Proof. Having in mind the definition of HK(R+), under the above hypoth-
esis, we realize that we have to prove that both the element in (3.6) and its
image under W must belong to L2(R+, e−(x+ 1

x )xα dx).
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For start, we will directly prove that for all elements f ∈ HK(R+) we
have

+∞∫

0

[Wf ](τ)e−
xτ
2 Wµ,ν(xτ)e−(τ+ 1

τ )τα dτ ∈ L2
(
R+, e−(x+ 1

x )xα dx
)
.

Indeed,
+∞∫

0

∣∣∣∣
+∞∫

0

[Wf ](τ)e−
xτ
2 Wµ,ν(xτ)e−(τ+ 1

τ )τα dτ

∣∣∣∣
2

e−(x+ 1
x )xα dx ≤

≤
+∞∫

0

( +∞∫

0

(
[Wf ](τ)

)2
e−(τ+ 1

τ )τα dτ

)
×

×
( +∞∫

0

(
e−

xτ
2 Wµ,ν(xτ)

)2
e−(τ+ 1

τ )τα dτ

)
e−(x+ 1

x )xα dx ≤

≤
+∞∫

0

( +∞∫

0

(
[Wf ](τ)

)2
e−(τ+ 1

τ )τα dτ

)
×

×
( +∞∫

0

(
e−

xτ
2 Wµ,ν(xτ)

)2
τα dτ

)
e−(x+ 1

x )xα dx ≤

≤ C∗µ,ν‖Wf‖
L2(R+,e−(τ+ 1

τ
)τα dτ)

+∞∫

0

x−α−1e−(x+ 1
x )xα dx ≤

≤ C∗µ,ν‖Wf‖
L2(R+,e−(τ+ 1

τ
)τα dτ)

+∞∫

0

x−α−1e−xxα dx ≤

≤ C∗µ,ν

(
Γ(0, 1) +

1
e

)
‖Wf‖

L2(R+,e−(τ+ 1
τ

)τα dτ)
. (3.7)

From the previous inequality, taking into account the definition of the
Whittaker integral transform (1.1), we have the following inequality related
with the Whittaker transform:
∣∣∣∣W

[ +∞∫

0

[Wf ](τ)e−
xτ
2 Wµ,ν(xτ)e−(τ+ 1

τ )τα dτ

]∣∣∣∣
2

=

=
∣∣∣∣

+∞∫

0

e−
xτ′
2 Wµ,ν(xτ ′)

( +∞∫

0

[Wf ](τ)e−
xτ
2 Wµ,ν(xτ)×

× e−(τ+ 1
τ )τα dτ

)
e−(x+ 1

x )xα dx

∣∣∣∣
2

≤
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≤
+∞∫

0

(
e−

xτ′
2 Wµ,ν(xτ ′)e−(x+ 1

x )xα

)2

×

×
( +∞∫

0

[Wf ](τ)e−
xτ
2 Wµ,ν(xτ)e−(τ+ 1

τ )τα dτ

)2

dx ≤

≤ C∗µ,ν‖Wf‖
L2(R+,e−(τ+ 1

τ
)τα dτ)

+∞∫

0

(
e−

xτ′
2 Wµ,ν(xτ ′)

)2
x2αx−α−1 dx ≤

≤ (C∗µ,ν)2(τ ′)−α‖Wf‖
L2(R+,e−(τ+ 1

τ
)τα dτ)

. (3.8)

Therefore, for f ∈ HK , we have

W

( +∞∫

0

[Wf ](τ)e−
xτ
2 Wµ,ν(xτ)e−(τ+ 1

τ )τα dτ

)
∈ L2

(
R+, e−(τ ′+ 1

τ′ )(τ ′)α dτ ′
)

i.e.,

+∞∫

0

e−
xτ′
2 Wµ,ν(xτ ′)

( +∞∫

0

[Wf ](τ)e−
xτ
2 Wµ,ν(xτ)e−(τ+ 1

τ )τα dτ

)
e−(x+ 1

x )xαdx

∈ L2
(
R+, e−(τ ′+ 1

τ′ )(τ ′)α dτ ′
)
.

Indeed, from (3.8), we get

+∞∫

0

∣∣∣∣
[
W

( +∞∫

0

[Wf ](τ)e−
xτ
2 Wµ,ν(xτ)e−(τ+ 1

τ )τα dτ

)]
(τ ′)

∣∣∣∣
2

×

× e−(τ ′+ 1
τ′ )(τ ′)α dτ ′ ≤

≤ (C∗µ,ν)2‖Wf‖
L2(R+,e−(τ+ 1

τ
)τα dτ)

+∞∫

0

e−(τ ′+ 1
τ′ )(τ ′)α(τ ′)−α dτ ′ ≤

≤ (C∗µ,ν)2‖Wf‖
L2(R+,e−(τ+ 1

τ
)τα dτ)

. ¤

Having in mind Lemma 3.2, we are now in a position to define H∗
K(R+) as

the space of elements f ∈ HK(R+) which admit the integral representation

f(x) =

+∞∫

0

[Wf ](τ)e−
xτ
2 Wµ,ν(xτ)e−(τ+ 1

τ )τα dτ. (3.9)

We will now exhibit a significative result based on the representation of
the elements of the space H∗

K(R+) and the definition of the heat kernel.
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Lemma 3.3. Let Kt ∈ H∗
K(R+). Then, the Whittaker type transform

(1.1) of the heat kernel is given by

[WKt](τ, x) = e−4ν2τte−
xτ
2 Wµ,ν(xτ). (3.10)

Proof. From Proposition 3.1, we find that Kt ∈ HK(R+). Taking into
account the definition of heat kernel (3.3) and since Kt ∈ H∗

K(R+), we get
[WKt](τ, x) = e−4ν2τte−

xτ
2 Wµ,ν(xτ). ¤

4. Properties of the Weierstrass–Whittaker Transform

In this section, we shall define the above-mentioned Weierstrass–Whitta-
ker transform in a formal way, and derive some of its properties.

Definition 4.1. The Weierstrass transform associated with the Whit-
taker integral transform and called Weierstrass–Whittaker transform, is de-
fined in L2(R+, e−(y+ 1

y )yα dy) by

[Wtf ](x) =

+∞∫

0

Kt(x, y)f(y)e−(y+ 1
y )yα dy. (4.1)

For the classical Weierstrass transform, one can see [9].

Proposition 4.2. Let α > max{0, 2ν−2}. For all t > 0, the Weierstrass
type transform Wtf is a bounded operator from L2(R+, e−(y+ 1

y )yα dy) into
L2(R+, e−(x+ 1

x )xα dx) and, for all f ∈ L2(R+, e−(y+ 1
y )yα dy), we have

‖Wtf‖2
L2(R+,e−(x+ 1

x
)xα dx)

≤

≤ (C∗µ,ν)2
(
Γ(0, 1) +

1
e

)2

‖f‖2
L2(R+,e

−(y+ 1
y

)
yα dy)

. (4.2)

Proof. The absolutely convergence of the integral (4.1) follows from the
Cauchy–Schwarz inequality and Proposition 3.1. Indeed,

∣∣[Wtf ](x)
∣∣ ≤

+∞∫

0

|Kt(x, y)| |f(y)|e−(y+ 1
y )yα dy ≤

≤
( +∞∫

0

|Kt(x, y)|2e−(y+ 1
y )yα dy

)1/2( +∞∫

0

|f(y)|2e−(y+ 1
y )yα dy

)1/2

≤

≤
( +∞∫

0

(C∗µ,ν)2x−(α+1)y−(α+1)e−(y+ 1
y )yα dy

)1/2

‖f‖
L2(R+,e

−(y+ 1
y

)
yα dy)

≤

≤ C∗µ,ν

(
Γ(0, 1) +

1
e

) 1
2
x−

α+1
2 ‖f‖

L2(R+,e
−(y+ 1

y
)
yα dy)

. (4.3)
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Then, for all f ∈ L2(R+, e−(y+ 1
y )yα dy) and using the relation (4.3), we

have

‖Wtf‖2
L2(R+,e−(x+ 1

x
)xα dx)

=

+∞∫

0

|[Wtf ](x)|2e−(x+ 1
x )xα dx ≤

≤ (C∗µ,ν)2
(
Γ(0, 1) +

1
e

)
‖f‖2

L2(R+,e
−(y+ 1

y
)
yα dy)

+∞∫

0

x−(α+1)e−(x+ 1
x )xα dx ≤

≤ (C∗µ,ν)2
(
Γ(0, 1) +

1
e

)2

‖f‖2
L2(R+,e

−(y+ 1
y

)
yα dy)

. ¤

Proposition 4.3. Let α>max{0, 2ν−2}. For all t > 0, the Weierstrass–
Whittaker transform Wtf belongs to the space HK(R+).

Proof. From the previous proposition we have

Wtf ∈ L2
(
R+, e−(x+ 1

x )xα dx
)
.

Now, in order to prove that Wtf belongs to the space HK(R+), we need to
show that W [Wtf ] ∈ L2(R+, e−(τ+ 1

τ )τα dτ).
From the definition of the Whittaker type transform, we obtain

∣∣[W [Wtf ]
]
(τ)

∣∣ ≤
+∞∫

0

e−
xτ
2 |Wµ,ν(xτ)| |Wtf(x)|e−(x+ 1

x )xα dx

and by using (4.3) and taking into account the Cauchy–Schwarz inequality,
we have

∣∣[W [Wtf ]
]
(τ)

∣∣ ≤
(
Γ(0, 1) +

1
e

) 1
2
C∗µ,ν‖f‖

L2(R+,e
−(y+ 1

y
)
yα dy)

×

×
+∞∫

0

e−
xτ
2 |Wµ,ν(xτ)|x−α+1

2 e−(x+ 1
x )xα dx ≤

≤
(
Γ(0, 1) +

1
e

) 1
2
C∗µ,ν‖f‖

L2(R+,e
−(y+ 1

y
)
yα dy)

×

×
( +∞∫

0

(
e−

xτ
2 Wµ,ν(xτ)

)2
e−(x+ 1

x )xα dx

)1/2

×

×
( +∞∫

0

x−(α+1)e−(x+ 1
x )xα dx

)1/2

≤

≤ τ−
α+1

2

(
Γ(0, 1) +

1
e

)
(C∗µ,ν)

3
2 ‖f‖

L2(R+,e
−(y+ 1

y
)
yα dy)

.
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Having in mind the previous inequality, we obtain the following estimate:

∥∥W [Wtf ]
∥∥2

L2(R+,e−(τ+ 1
τ

)τα dτ)
=

+∞∫

0

∣∣W [Wtf ](τ)
∣∣2e−(τ+ 1

τ )τα dτ ≤

≤
(
Γ(0, 1) +

1
e

)2

(C∗µ,ν)3‖f‖2
L2(R+,e

−(y+ 1
y

)
yα dy)

+∞∫

0

τ−(α+1)e−(τ+ 1
τ )τα dτ ≤

≤
(
Γ(0, 1) +

1
e

)3

(C∗µ,ν)3‖f‖2
L2(R+,e

−(y+ 1
y

)
yα dy)

. (4.4)

Hence, it follows that the composition of the Whittaker type transform
(1.1) with the Weierstrass–Whittaker transform (4.1) belongs to the space
L2(R+, e−(τ+ 1

τ )τα dτ) and therefore Wtf ∈ HK(R+). ¤

The just used composition of integral transformations can be described
in an even more detailed way if we invoke the representation of the elements
of the space H∗

K(R+) and the definition of the Weierstrass–Whittaker trans-
form, as we shall see in the next result.

Lemma 4.4. Let Wtf ∈ H∗
K(R+). For all t > 0, we have

[
W [Wtf ]

]
(τ) = e−4ν2τt[Wf ](τ). (4.5)

Proof. From the definition of Weierstrass–Whittaker transform, the defi-
nition of inner product in HK(R+), Proposition 3.1, Proposition 4.3 and
Lemma 3.3, we deduce

[Wtf ](x) =

+∞∫

0

Kt(x, y)f(y)e−(y+ 1
y )yα dy =

=

+∞∫

0

[WKt](τ)W [f ](τ)e−(τ+ 1
τ )τα dτ =

=

+∞∫

0

e−4ν2τte−
xτ
2 Wµ,ν(xτ)[Wf ](τ)e−(τ+ 1

τ )τα dτ.

Since Wtf ∈ H∗
K(R+), invoking (3.9), we find

[
W [Wtf ]

]
(τ) = e−4ν2τt[Wf ](τ). (4.6)

¤

5. The Weierstrass–Whittaker Transform as a Solution
of a Heat Type Equation

In this last section we will show that the Weierstrass–Whittaker trans-
form Wtf solves a non-stationary heat type equation (cf. (5.2)). To this
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end, first of all, we need to prove that the kernel Kt(x, y) is a solution of a
variant of the heat equation.

We start by recalling that the Whittaker function is an eigenfunction of
a second order differential operator. More precisely,

AzWµ,ν(z) = 4ν2Wµ,ν(z),

where

Az = 4z2 d2

dz2
− z2 + 4µz + 1. (5.1)

From the differential properties of the Whittaker function, the absolute
and uniform convergence of the integral (1.3) and its derivatives with respect
to t and x, we directly arrive at the following result.

Corollary 5.1. The kernel Kt(x, y) satisfies the non-stationary heat type
equation

∂tu(t, x, y) = −Lxu(t, x, y), t, x, y > 0, (5.2)

where

Lx = 4τ3x2 d2

dx2
+ 4τ4x2 d

dx
+ τ3x2(τ2 − 1) + 4µτ2x + τ. (5.3)

is a second order differential operator which satisfies

Lx

(
e−

xτ
2 Wµ,ν(xτ)

)
= 4ν2τe−

xτ
2 Wµ,ν(xτ). (5.4)

Furthermore, the kernel Kt(x, y) is also a solution of the non-stationary
heat type equation

∂tu(t, x, y) = −Lyu(t, x, y), t, x, y > 0, (5.5)

where

Ly = 4τ3y2 d2

dy2
+ 4τ4y2 d

dy
+ τ3y2(τ2 − 1) + 4µτ2y + τ (5.6)

is a second order differential operator which satisfies

Ly

(
e−

yτ
2 Wµ,ν(yτ)

)
= 4ν2τe−

yτ
2 Wµ,ν(yτ). (5.7)

Theorem 5.2. Let f ∈ HK(R+). For all t > 0 and for all Wtf ∈
H∗

K(R+), the function Wtf solves the generalized heat equation (5.2), with
the initial condition lim

t→0
[Wtf ](x) = f(x) in HK(R+).

Proof. Propositions 3.1 and 4.2 guarantee the necessary differential proper-
ties of Wtf , and from the differential properties of the Whittaker function
we deduce that the function Wtf is a solution of (5.2).
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We will now prove the initial condition. From the definition of the norm
of HK(R+) (cf. (3.2)) and using Lemma 4.4, we have

‖Wtf − f‖2
L2(R+,e−(x+ 1

x
)xα dx)

=

=

+∞∫

0

∣∣∣
[
W [Wtf ]

]
(τ)− [Wf ](τ)

∣∣∣
2

e−(τ+ 1
τ )τα dτ =

=

+∞∫

0

∣∣e−4ν2τt − 1
∣∣2∣∣[Wf ](τ)

∣∣2e−(τ+ 1
τ )τα dτ. (5.8)

Since 4ν2τt > 0, we realize that the right-hand side of (5.8) is estimated by
+∞∫
0

|[Wf ](τ)|2e−(τ+ 1
τ )τα dτ . Then, we can pass to the limit → 0 through

equation (5.8) and the desired result is obtained. ¤
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Abstract. The paper deals with the three-dimensional Dirichlet bo-
undary-value problem (BVP) of piezo-elasticity theory for anisotropic in-
homogeneous solids and develops the generalized potential method based
on the localized parametrix method. Using Green’s integral representa-
tion formula and properties of the localized layer and volume potentials we
reduce the Dirichlet BVP to the localized boundary-domain integral equa-
tions (LBDIE) system. The equivalence between the Dirichlet BVP and the
corresponding LBDIE system is studied. We establish that the obtained lo-
calized boundary-domain integral operator belongs to the Boutet de Monvel
algebra and with the help of the Wiener–Hopf factorization method we in-
vestigate corresponding Fredholm properties and prove invertibility of the
localized operator in appropriate function spaces.
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îâäæñéâ. êŽöîëéæ âúôãêâĲŽ èëçŽèæäâĲñèæ ìŽîŽéâðîæóïæï éâåëáæï àŽê-
ãæåŽîâĲŽï ìæâäë-áîâçŽáëĲæï åâëîææï áæîæýèâï ïŽéàŽêäëéæèâĲæŽêæ Žéë-
ùŽêæïåãæï ŽîŽâîåàãŽîëãŽêæ Žêæäëðîëìñèæ ïýâñèâĲæï öâéåýãâãŽöæ. àîæ-
êæï æêðâàîŽèñîæ ûŽîéëáàâêæï òëîéñèæïŽ áŽ èëçŽèæäâĲñèæ ìëðâêùæŽèâ-
Ĳæï àŽéëõâêâĲæå áæîæýèâï ŽéëùŽêŽ áŽæõãŽêâĲŽ èëçŽèæäâĲñè ïŽïŽäôãîë-
ïæãîùñè æêðâàîŽèñî àŽêðëèâĲŽåŽ ïæïðâéŽäâ. öâïûŽãèæèæŽ áæîæýèâï ïŽ-
ïŽäôãîë ŽéëùŽêæïŽ áŽ éæôâĲñè èëçŽèæäâĲñè ïŽïŽäôãîë-ïæãîùñè æêðâà-
îŽèñî àŽêðëèâĲŽåŽ ïæïðâéæï âçãæãŽèâêðëĲŽ. ãæêâî{ßëòæï òŽóðëîæäŽùææï
éâåëáæï àŽéëõâêâĲæå êŽøãâêâĲæŽ, îëé èëçŽèæäâĲñèæ ïŽïŽäôãîë-ïæãîùñè
æêðâàîŽèñî àŽêðëèâĲŽåŽ ëìâîŽðëîæ, îëéâèæù âçñåãêæï Ĳñðâ áâ éëêãâ-
èæï ŽèàâĲîŽï, Žîæï òîâáßëèéñîæ áŽ áŽáàâêæèæŽ éæïæ öâĲîñêâĲŽáëĲŽ öâ-
ïŽĲŽéæï ïæãîùââĲöæ.
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1. Introduction

We consider the three-dimensional Dirichlet boundary-value problem
(BVP) of piezo-elasticity for anisotropic inhomogeneous solids and develop
the generalized potential method based on the localized parametrix method.

Due to great theoretical and practical importance, problems of piezo-
elasticity became very popular among mathematicians and engineers (for
details see, e.g., [26]–[34], [42], [50]).

The BVPs and various type interface problems of piezo-elasticity for ho-
mogeneous anisotropic solids, i.e., when the material parameters are con-
stants and the corresponding fundamental solution is available in explicit
form, by the usual classical potential methods are investigated in [4]–[9], [41].
Unfortunately this classical potential method is not applicable in the case
of inhomogeneous solids since for the corresponding system of differential
equations with variable coefficients a fundamental solution is not available
in explicit form in general.

Therefore, in our analysis we apply the so-called localized parametrix
method which leads to the localized boundary-domain integral equations
system.

Our main goal here is to show that solutions of the boundary value prob-
lem can be represented by localized potentials and that the corresponding
localized boundary-domain integral operator (LBDIO) is invertible, which
seems very important from the point of view of numerical analysis, since
they lead to very convenient numerical schemes in applications (for details
see [37], [43], [46]–[49]).

To this end, using Green’s representation formula and properties of the
localized layer and volume potentials, we reduce the Dirichlet BVP of piezo-
elasticity to the localized boundary-domain integral equations (LBDIE) sys-
tem. First we establish the equivalence between the original boundary value
problem and the corresponding LBDIE system which proved to be a quite
nontrivial problem and plays a crucial role in our analysis. Afterwards we
establish that the localized boundary domain matrix integral operator gen-
erated by the LBDIE belongs to the Boutet de Monvel algebra and with the
help of the Vishik–Eskin theory, based on the factorization method (Wiener–
Hopf factorization method), we investigate Fredholm properties and prove
invertibility of the localized operator in appropriate function spaces.

Note that the operator, generated by the system of piezo-elasticity for
inhomogeneous anisotropic solids, is second order nonself-adjoint strongly
elliptic partial differential operator with variable coefficients. In [21], the
LBDIE method has been developed for the Dirichlet problem in the case of
self-adjoint second order strongly elliptic systems with variable coefficients,
while the same method for the case of scalar elliptic second order partial
differential equations with variable coefficients is justified in [11]–[20], [38].
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2. Reduction to LBDIE System and the Equivalence Theorem

2.1. Formulation of the boundary value problem and localized
Green’s third formula. Consider the system of static equations of piezo-
electricity for an inhomogeneous anisotropic medium [42]:

A(x, ∂x)U + X = 0,

where U := (u1, u2, u3, u4)>, u = (u1, u2, u3)> is the displacement vector,
u4 = ϕ is the electric potential, X = (X1, X2, X3, X4)>, (X1, X2, X3)> is a
given mass force density, X4 is a given charge density, A(x, ∂x) is a formally
nonself-adjoint matrix differential operator

A(x, ∂x) =
[
Ajk(x, ∂x)

]
4×4

:=

:=

[ [
∂i(cijlk(x)∂l)

]
3×3

[
∂i(elij(x)∂l)

]
3×1[− ∂i(eikl(x)∂l)

]
1×3

∂i(εil(x)∂l)

]

4×4

,

where ∂x = (∂1, ∂2, ∂3), ∂j = ∂xj = ∂/∂xj . Here and in what follows by
repeated indices summation from 1 to 3 is meant if not otherwise stated.

The variable coefficients involved in the above equations satisfy the sym-
metry conditions:

cijkl = cjikl = cklij ∈ C∞, eijk = eikj ∈ C∞, εij = εji ∈ C∞,

i, j, k, l = 1, 2, 3.

In view of these symmetry relations, the formally adjoint differential oper-
ator A∗(x, ∂x) reads as

A∗(x, ∂x) =
[
A∗jk(x, ∂x)

]
4×4

:=

:=

[[
∂i(cijlk(x)∂l)

]
3×3

[− ∂i(elij(x)∂l)
]
3×1[

∂i(eikl(x)∂l)
]
1×3

∂i(εil(x)∂l)

]

4×4

.

Moreover, from physical considerations it follows that (see, e.g., [42]):

cijkl(x)ξijξkl > c0ξijξij for all ξij = ξji ∈ R, (2.1)

εij(x)ηiηj >c1ηiηi for all η = (η1, η2, η3) ∈ R3, (2.2)

where c0 and c1 are positive constants.
With the help of the inequalities (2.1) and (2.2) it can easily be shown

that the operator A(x, ∂x) is uniformly strongly elliptic, that is,

ReA(x, ξ)ζ · ζ > c|ξ|2|ζ|2 for all ξ ∈ R3 and for all ζ ∈ C4, (2.3)

where A(x, ξ) is the principal homogeneous symbol matrix of the operator
A(x, ∂x) with opposite sign:

A(x, ξ) =
[
Ajk(x, ξ)

]
4×4

:=

:=

[ [
cijlk(x)ξiξl

]
3×3

[
elij(x)ξiξl

]
3×1[− eikl(x)ξiξl

]
1×3

εil(x)ξiξl

]

4×4

. (2.4)
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Here and in what follows a · b denotes the scalar product of two vectors

a, b ∈ C4, a · b =
4∑

j=1

ajbj .

In the theory of piezoelasticity the components of the three-dimensio-
nal mechanical stress vector acting on a surface element with a normal
n = (n1, n2, n3) have the form

σijni = cijlkni∂luk + elijni∂lϕ for j = 1, 2, 3,

while the normal component of the electric displacement vector (with op-
posite sign) reads as

−Dini = −eiklni∂luk + εilni∂lϕ.

Let us introduce the following matrix differential operator

T = T (x, ∂x) =
[Tjk(x, ∂x)

]
4×4

:=

:=

[ [
cijlk(x)ni∂l

]
3×3

[
elij(x)ni∂l

]
3×1[− eikl(x)ni∂l

]
1×3

εil(x)ni∂l

]

4×4

.

For a four–vector U = (u, ϕ)> we have

T U =
(
σi1ni, σi2ni, σi3ni, −Dini

)>
. (2.5)

Clearly, the components of the vector T U given by (2.5) have the following
physical sense: the first three components correspond to the mechanical
stress vector in the theory of electro-elasticity, and the forth one is the
normal component of the electric displacement vector (with opposite sign).

In Green’s formulae there also appear the following boundary operator
associated with the adjoint differential operator A∗(x, ∂x):

T̃ = T̃ (x, ∂x) =
[T̃jk(x, ∂x)

]
4×4

:=

:=

[[
cijlk(x)ni∂l

]
3×3

[− elij(x)ni∂l

]
3×1[

eikl(x)ni∂l

]
1×3

εil(x)ni∂l

]

4×4

.

Further, let Ω = Ω+ be a bounded domain in R3 with a simply connected
boundary ∂Ω = S ∈ C∞, Ω = Ω∪S. Throughout the paper n = (n1, n2, n3)
denotes the unit normal vector to S directed outward with respect to the
domain Ω. Set Ω− := R3 \ Ω.

By Hr(Ω) = Hr
2 (Ω) and Hr(S) = Hr

2 (S), r ∈ R, we denote the Bessel
potential spaces on a domain Ω and on a closed manifold S without bound-
ary, while D(R3) stands for C∞ functions in R3 with compact support and
S(R3) denotes the Schwartz space of rapidly decreasing functions in R3.
Recall that H0(Ω) = L2(Ω) is a space of square integrable functions in Ω.

For a vector U = (u1, u2, u3, u4)> the inclusion U = (u1, u2, u3, u4)> ∈
Hr means that all components uj , j = 1, 4, belong to Hr.

Let us denote by U+ ≡ {U}+ and U− ≡ {U}− the traces of U on S from
the interior and exterior of Ω, respectively.
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We also need the following subspace of H1(Ω):

H1,0(Ω; A) :=
{

U = (u1, u2, u3, u4)> ∈ H1(Ω) : A(x, ∂)U ∈ H0(Ω)
}

.

Assume that the domain Ω is filled with an anisotropic inhomogeneous
piezoelectric material.

The Dirichlet boundary-value problem reads as follows:

Find a vector-function U = (u, ϕ)> = (u1, u2, u3, u4)> ∈ H1,0(Ω, A) satis-
fying the differential equation

A(x, ∂x)U = f in Ω (2.6)

and the Dirichlet boundary condition

U+ = Φ0 on S, (2.7)

where Φ0 = (Φ01, Φ02, Φ03,Φ04)> ∈ H1/2(S) and f = (f1, f2, f3, f4)> ∈
L2(Ω) are given vector-functions.

The equation (2.6) is understood in the distributional sense, while the
Dirichlet-type boundary condition (2.7) is understood in the usual trace
sense.

For arbitrary complex-valued vector-functions U = (u1, u2, u3, u4)> ∈
H2(Ω) and V = (v1, v2, v3, v4)> ∈ H2(Ω), we have the following Green’s
formulae [8]:

∫

Ω

[
A(x, ∂x)U · V + E(U, V )

]
dx =

∫

S

{T U}+ · {V }+ dS, (2.8)

∫

Ω

[
A(x, ∂x)U · V − U ·A∗(x, ∂x)V

]
dx =

=
∫

S

[
{T U}+ · {V }+ − {U}+ · {T̃ V }+

]
dS, (2.9)

where

E(U, V ) = cijlk∂iuj∂lvk + elij

(
∂iuj∂lv4 − ∂lu4∂ivj

)
+ εjl∂ju4∂lv4 (2.10)

with u = (u1, u2, u3)> and v = (v1, v2, v3)>, and the overbar denotes com-
plex conjugation.

Note that the above Green’s formulae can be generalized, by a stan-
dard limiting procedure, to Lipschitz domains and to vector–functions U ∈
H1(Ω) and V ∈ H1(Ω) with A(x, ∂x)U ∈ L2(Ω) and A∗(x, ∂x)V ∈ L2(Ω).

With the help of Green’s formula (2.8) we can determine a general-
ized trace vector T +U ≡ {T U}+ ∈ H−1/2(∂Ω) for a vector-function U ∈
H1,0(Ω;A) (cf. [39])

〈T +U, V +
〉

∂Ω
:=

∫

Ω

A(∂, τ)U · V dx +
∫

Ω

E(U, V ) dx, (2.11)
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where V ∈ H1(Ω) is an arbitrary vector-function.
Here the symbol 〈 · , · 〉S denotes the duality between the function spaces

H−1/2(S) and H1/2(S) which extends the usual L2-scalar product

〈f, g〉S =
∫

S

N∑

j=1

fjgj dS for f, g ∈ [L2(S)]N .

Remark 2.1. From the conditions (2.1) and (2.2) it follows that for com-
plex-valued vector-functions the sesquilinear form E(U, V ) defined by (2.10)
satisfies the inequality

Re E(U,U) ≥ c(sijsij + ηjηj) ∀U = (u1, u2, u3, u4)> ∈ H1(Ω)

with sij = 2−1
(
∂iuj(x) + ∂jui(x)

)
, ηj = ∂ju4(x), where c is a positive

constant. Therefore Green’s first formula (2.8) and the Lax–Milgram lemma
imply that the above formulated Dirichlet BVP is uniquely solvable in the
space H1,0(Ω; A) (see, e.g., [25], [35], [36]).

As it has already been mentioned, our goal here is to develop a gener-
alized potential method and justify the LBDIE approach for the Dirichlet
boundary value problem.

Define a localized matrix parametrix corresponding to the fundamental
solution function F1(x) := −[4π|x| ]−1 of the Laplace operator, ∆ = ∂2

1 +
∂2
2 + ∂2

3 ,

P (x) ≡ Pχ(x) := Fχ(x)I =

= χ(x)F1(x)I = − χ(x)
4π|x| I with χ(0) = 1, (2.12)

where Fχ(x) := χ(x)F1(x), I is the unit 4×4 matrix, while χ is a localizing
function (see Appendix A)

χ ∈ Xk
+, k ≥ 3. (2.13)

Throughout the paper we assume that the condition (2.13) is satisfied and
χ has a compact support if not otherwise stated.

Denote by B(y, ε) a ball centered at the point y and radius ε > 0 and let
Σ(y, ε) := ∂B(y, ε).

In Green’s second formula (2.9), let us take in the role of V (x) successively
the columns of the matrix P (x− y), where y is an arbitrarily fixed interior
point in Ω, and write the identity (2.9) for the region Ωε := Ω\B(y, ε) with
ε > 0 such that B(y, ε) ⊂ Ω. Keeping in mind that P>(x− y) = P (x− y),
we arrive at the equality

∫

Ωε

[
P (x− y)A(x, ∂x)U(x)− [

A∗(x, ∂x)P (x− y)
]>

U(x)
]
dx =

=
∫

S

[
P (x− y){T (x, ∂x)U(x)}+ − {T̃ (x, ∂x)P (x− y)

}>{U(x)}+
]
dS−
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−
∫

Σ(y,ε)

[
P (x−y)T (x, ∂x)U(x)−{T̃ (x, ∂x)P (x−y)

}>
U(x)

]
dΣ(y, ε). (2.14)

The direction of the normal vector on Σ(y, ε) is chosen as outward.
It is clear that the operator

AU(y) := lim
ε→0

∫

Ωε

[
A∗(x, ∂x)P (x− y)

]>
U(x) dx =

= v.p.

∫

Ω

[
A∗(x, ∂x)P (x− y)

]>
U(x) dx (2.15)

is a singular integral operator, “v.p.” means the Cauchy principal value
integral. If the domain of integration in (2.15) is the whole space R3, we
employ the notation AU ≡ AU , i.e.,

AU(y) := v.p.

∫

R3

[
A∗(x, ∂x)P (x− y)

]>
U(x) dx.

Note that
∂2

∂xi∂xl

1
|x− y| = −4πδil

3
δ(x− y) + v.p.

∂2

∂xi∂xl

1
|x− y| , (2.16)

where δil is the Kronecker delta, while δ( · ) is the Dirac distribution. The
left-hand side in (2.16) is understood in the distributional sense. In view of
(2.12) and (2.16), and taking into account that χ(0) = 1 we can write the
following equality in the distributional sense

[
A∗(x, ∂x)P (x− y)

]> =

=




[ ∂

∂xi

(
cijlk(x)

∂Fχ(x−y)
∂xl

)]
3×3

[ ∂

∂xi

(
eikl(x)

∂Fχ(x−y)
∂xl

)]
3×1

[
− ∂

∂xi

(
elij(x)

∂Fχ(x−y)
∂xl

)]
1×3

∂

∂xi

(
εil(x)

∂Fχ(x−y)
∂xl

)




4×4

=

=




[
cijlk(x)

∂2Fχ(x− y)
∂xi∂xl

]
3×3

[
eikl(x)

∂2Fχ(x− y

∂xi∂xl

]
1×3

[
− elij(x)

∂2Fχ(x− y)
∂xl∂xi

]
3×1

εil(x)
∂2Fχ(x− y)

∂xi∂xl




4×4

+

+




[∂cijlk(x)
∂xi

∂Fχ(x− y)
∂xl

]
3×3

[∂eikl(x)
∂xi

∂Fχ(x− y)
∂xl

]
1×3

[
− ∂elij(x)

∂xi

∂Fχ(x− y)
∂xl

]
3×1

∂εil(x)
∂xi

∂Fχ(x− y)
∂xl




4×4

=

=




[
cijlk(x)kil(x, y)

]
3×3

[
eikl(x)kil(x, y)

]
1×3

[− elij(x)kil(x, y)
]
3×1

εil(x)kil(x, y)




4×4

+
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+




[∂cijlk(x)
∂xi

∂Fχ(x− y)
∂xl

]
3×3

[∂eikl(x)
∂xi

∂Fχ(x− y)
∂xl

]
1×3

[
− ∂elij(x)

∂xi

∂Fχ(x− y)
∂xl

]
3×1

∂εil(x)
∂xi

∂Fχ(x− y)
∂xl




4×4

,

where

kil(x, y) :=
δil

3
δ(x− y) + v.p.

∂2Fχ(x− y)
∂xi∂xl

=

=
δil

3
δ(x− y)− 1

4π
v.p.

∂2

∂xi∂xl

1
|x− y| + mil(x, y),

mil(x, y) := − 1
4π

∂2

∂xi∂xl

χ(x− y)− 1
|x− y| .

Therefore,
[
A∗(x, ∂x)P (x− y)

]> =

= b(x)δ(x− y) + v.p.
[
A∗(x, ∂)P (x− y)

]> =

= b(x)δ(x− y) + R(x, y)− 1
4π
×

×v.p.




[
cijlk(x)

∂2

∂xi∂xl

1
|x−y|

]
3×3

[
eikl(x)

∂2

∂xl∂xi

1
|x−y|

]
3×1

[
− elij(x)

∂2

∂xi∂xl

1
|x−y|

]
1×3

εil(x)
∂2

∂xi∂xl

1
|x−y|




4×4

=

= b(x)δ(x− y) + R(1)(x, y)− 1
4π
×

×v.p.




[
cijlk(y)

∂2

∂xi∂xl

1
|x−y|

]
3×3

[
eikl(y)

∂2

∂xl∂xi

1
|x−y|

]
3×1

[
− elij(y)

∂2

∂xi∂xl

1
|x−y|

]
1×3

εil(y)
∂2

∂xi∂xl

1
|x−y|




4×4

, (2.17)

where

b(x) :=
1
3

[
[cljlk(x)]3×3 [elkl(x)]3×1

[−ellj(x)]1×3 εll(x)

]

4×4

, (2.18)

R(x, y) =

[ [
cijlk(x)mil(x, y)

]
3×3

[
eikl(x)mil(x, y)

]
1×3[− elij(x)mil(x, y)

]
3×1

εil(x)mil(x, y)

]

4×4

+

+




[∂cijlk(x)
∂xi

∂Fχ(x− y)
∂xl

]
3×3

[∂eikl(x)
∂xi

∂Fχ(x− y)
∂xl

]
1×3

[
− ∂elij(x)

∂xi

∂Fχ(x− y)
∂xl

]
3×1

∂εil(x)
∂xi

∂Fχ(x− y)
∂xl




4×4

,



82 O. Chkadua and D. Natroshvili

R(1)(x, y) = R(x, y)−

− 1
4π




[
cijlk(x, y)

∂2

∂xi∂xl

1
|x−y|

]
3×3

[
− elij(x, y)

∂2

∂xl∂xi

1
|x−y|

]
3×1

[
eikl(x, y)

∂2

∂xi∂xl

1
|x−y|

]
1×3

εil(x, y)
∂2

∂xi∂xl

1
|x−y|




4×4

,

cijlk(x, y) := cijlk(x)− cijlk(y),

elij(x, y) := elij(x)− elij(y),

εil(x, y) := εil(x)− εil(y).

Clearly, the entries of the matrix-functions R(x, y) and R(1)(x, y) possess
weak singularities of type O(|x− y|−2) as x → y. Therefore we get

v.p.A>(x, ∂x)P (x− y) = R(x, y)+

+v.p.
1
4π




[
−cijlk(x)

∂2

∂xi∂xl

1
|x−y|

]
3×3

[
elij(x)

∂2

∂xl∂xi

1
|x−y|

]
3×1

[
−eikl(x)

∂2

∂xi∂xl

1
|x−y|

]
1×3

−εil(x)
∂2

∂xi∂xl

1
|x−y|




4×4

,

v.p.A>(x, ∂x)P (x− y) = R(1)(x, y)+ (2.19)

+v.p.
1
4π




[
−cijlk(y)

∂2

∂xi∂xl

1
|x−y|

]
3×3

[
elij(y)

∂2

∂xl∂xi

1
|x−y|

]
3×1

[
−eikl(y)

∂2

∂xi∂xl

1
|x−y|

]
1×3

−εil(y)
∂2

∂xi∂xl

1
|x−y|




4×4

.

Further, by direct calculations one can easily verify that

lim
ε→0

∫

Σ(y,ε)

P (x− y)T (x, ∂x)U(x) dΣ(y, ε) = 0, (2.20)

lim
ε→0

∫

Σ(y,ε)

{T̃ (x, ∂x)P (x− y)
}>

U(x) dΣ(y, ε) =

=
1
4π

∫

Σ1

[ [
cijlk(y)ηiηl

]
3×3

[
eikl(y)ηlηi

]
3×1[− elij(y)ηiηl

]
1×3

εil(y)ηiηl

]

4×4

dΣ1 U(y) =

=
1
4π




[
cijlk(y)

4πδil

3

]
3×3

[
eikl(y)

4πδli

3

]
3×1

[
− elij(y)

4πδil

3

]
1×3

εil(y)
4πδil

3




4×4

U(y) =

= b(y)U(y), (2.21)

where Σ1 is a unit sphere, η = (η1, η2, η3) ∈ Σ1, and b is defined by (2.18).
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Passing to the limit in (2.14) as ε → 0 and using the relations (2.15),
(2.20), and (2.21) we obtain

b(y)U(y) +AU(y)− V (T +U)(y) + W (U+)(y) =

= P(
A(x, ∂x)U

)
(y), y ∈ Ω, (2.22)

where A is the localized singular integral operator given by (2.15), while V ,
W , and P are the localized single layer, double layer, and Newtonian volume
vector-potentials:

V (g)(y) := −
∫

S

P (x− y)g(x) dSx, (2.23)

W (g)(y) := −
∫

S

[T̃ (x, ∂x)P (x− y)
]>

g(x) dSx,

P(h)(y) :=
∫

Ω

P (x− y)h(x) dx. (2.24)

Here the densities g and h are four dimensional vector-functions.
Let us also introduce the scalar volume potential

P(µ)(y) :=
∫

Ω

Fχ(x− y)µ(x) dx (2.25)

with µ beeing a scalar density function.
If the domain of integration in the Newtonian volume potential (2.24) is

the whole space R3, we employ the notation Ph ≡ Ph, i.e.,

P(h)(y) :=
∫

R3

P (x− y)h(x) dx.

Mapping properties of the above potentials are investigated in [14].
We refer to the relation (2.22) as Green’s third formula. It is evident that

by a standard limiting procedure we can extend Green’s third formula to
functions from the space H1,0(Ω, A). In particular, it holds true for solutions
of the above formulated Dirichlet BVP. In this case, the generalized trace
vector T +U is understood in the sense of the definition (2.11).

For U = (u1, . . . , u4) ∈ H1(Ω) one can easily derive the following relation

AU(y) = −b(y)U(y)−W (U+)(y) +QU(y), ∀ y ∈ Ω, (2.26)

where

QU(y) :=
∂

∂yl

[[
P(cijlk∂iuk)(y) + P(eikl∂iu4)(y)

]
3×1

−P(elij∂iuj)(y) + P(εil∂iu4)(y)

]

4×1

(2.27)

and P is defined in (2.25).
In what follows, in our analysis we need explicit expression of the prin-

cipal homogeneous symbol matrix S(A)(y, ξ) of the singular integral oper-
ator A. This matrix coincides with the Fourier transform of the singular
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matrix kernel defined by (2.19). Let F denote the Fourier transform oper-
ator,

Fz→ξ[g] =
∫

R3

g(z)eiz·ξ dz,

and set

hil(z) := v.p.
∂2

∂zi∂zl

1
|z| ,

ĥil(ξ) := Fz→ξ(hil(z)), i, l = 1, 2, 3.

In view of (2.16) and taking into account the relations Fz→ξδ(z) = 1 and
Fz→ξ(|z|−1) = 4π|ξ|−2 (see, e.g., [23]), we easily derive

ĥil(ξ) = Fz→ξ(hil(z)) = Fz→ξ

(4πδli

3
δ(z) +

∂2

∂zi∂zl

1
|z|

)
=

=
4πδli

3
+ (−iξi)(−iξl)Fz→ξ

( 1
|z|

)
=

4πδil

3
− 4πξiξl

|ξ|2 .

Now, for arbitrary y ∈ Ω and ξ ∈ R3 \ {0}, due to (2.19) we get

S(A)(y, ξ) = − 1
4π
Fz→ξ

[ [
cijlk(y)hil(z)

]
3×3

[
eikl(y)hil(z)

]
3×1[− elij(y)hil(z)

]
1×3

εil(y)hil(z)

]

4×4

=

= − 1
4π




[
cijlk(y)ĥil(ξ)

]
3×3

[
eikl(y)ĥil(ξ)

]
3×1[− elij(y)ĥil(ξ)

]
1×3

−εil(y)ĥil(ξ)




4×4

=

= −b(y) +
1
|ξ|2

[ [
cijlk(y)ξiξl

]
3×3

[
eikl(y)ξlξi

]
3×1[− elij(y)ξiξl

]
1×3

εil(y)ξiξl

]

4×4

=

=
1
|ξ|2 A(y, ξ)− b(y), (2.28)

where A(y, ξ) is the matrix defined in (2.4), while b(y) is given by (2.18).
As we see the entries of the symbol matrix S(A)(y, ξ) of the operator A

are even rational homogeneous functions in ξ of order 0. It can be easily
verified that both the characteristic function of the singular kernel in (2.17)
and the Fourier transform (2.28) satisfy the Tricomi condition, i.e., their
integral averages over the unit sphere vanish (cf. [40]).

Denote by `0 the extension operator by zero from Ω onto Ω−. It is evident
that for a function U ∈ H1(Ω) we have

(AU
)
(y) =

(
A`0U

)
(y) for y ∈ Ω.

Now we rewrite Green’s third formula (2.22) in a more convenient form for
our further purposes

[b+A]`0U(y)−V (T +u)(y)+W (U+)(y)=P(
A(x, ∂x)U

)
(y), y∈Ω. (2.29)
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The relation (2.28) implies that the principal homogeneous symbols of the
singular integral operators A and b + A read as

S(A)(y, ξ) = |ξ|−2A(y, ξ)− b(y) ∀ y ∈ Ω, ∀ ξ ∈ R3 \ {0}, (2.30)

S(b + A)(y, ξ) = |ξ|−2A(y, ξ) ∀ y ∈ Ω, ∀ ξ ∈ R3 \ {0}. (2.31)

It is evident that the symbol matrix (2.31) is strongly elliptic due to (2.3),

Re S(b + A)(y, ξ)ζ · ζ = |ξ|−2 ReA(y, ξ)ζ · ζ ≥ c|ζ|2
∀ y ∈ Ω, ∀ ξ ∈ R3 \ {0}, ∀ ζ ∈ C4,

where c is the same positive constant as in (2.3).
From the decomposition (2.17) and the equality (2.28) it follows that

(see, e.g., [2], [25, Theorem 8.6.1])

rΩA`0 : H1(Ω) → H1(Ω),

since the symbol (2.30) is rational and the operators with the kernel func-
tions either R(x, y) or R1(x, y) maps H1(Ω) into H2(Ω) for χ ∈ X2 (cf. [14,
Theorem 5.6]). Here and throughout the paper rΩ denotes the restriction
operator to Ω.

Using the properties of localized potentials described in the Appendix B
(see Theorems B.1 and B.4) and taking the trace of the equation (2.29) on
S we arrive at the relation:

A+`0U −V(T +U) + (b−d)U+ +W(U+) = P+(A(x, ∂x)U) on S, (2.32)

where the localized boundary integral operators V and W are generated by
the localized single and double layer potentials and are defined in (B.1) and
(B.2), the matrix d is defined by (B.3), while

A+`0U ≡ γ+A`0U := {A`0U}+ on S,

P+(f) ≡ γ+P(f) := {P(f)}+ on S.

Now we prove the following technical lemma.

Lemma 2.2. Let χ ∈ X3 and

f = (f1, f2, f3, f4)> ∈ H0(Ω), F = (F1, F2, F3, F4)> ∈ H1,0(Ω,∆),

Ψ = (ψ1, ψ2, ψ3, ψ4)> ∈ H− 1
2 (S), Φ = (ϕ1, ϕ2, ϕ3, ϕ4)> ∈ H

1
2 (S).

Moreover, let U = (u1, u2, u3, u4)> ∈ H1(Ω) and the following equation hold

b(y)U(y)+AU(y)−V (Ψ)(y)+W (Φ)(y)=F (y)+P(f)(y), y ∈ Ω. (2.33)

Then U ∈ H1,0(Ω, A).

Proof. Note that by Theorem B.1 P(
f
) ∈ H2(Ω) for arbitrary f ∈ H0(Ω),

while by Theorem B.2 the inclusions V (Ψ), W (Φ) ∈ H1,0(Ω, ∆) hold for
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arbitrary Ψ ∈ H− 1
2 (S) and Φ ∈ H

1
2 (S). Using the relations (2.26)–(2.27),

the equation (2.33) can be rewritten as

∂

∂yl

[[
P(cijlk∂iuk)(y) + P(eikl∂iu4)(y)

]
3×1

−P(elij∂iuj)(y) + P(εil∂iu4)(y)

]

4×1

=

= F (y) + P(f)(y) + V (Ψ)(y)−W (Φ− U+)(y), y ∈ Ω.

Due to Theorems B.1 and B.2 it follows that the right-hand side function
in the above equality belongs to the space

H1,0(Ω, ∆) :=
{

v ∈ H1(Ω) : ∆v ∈ H0(Ω)
}

,

since U+ ∈ H
1
2 (S), and therefore the same holds true for the left-hand side

function,

∂

∂yl

[[
P(cijlk∂iuk)(y) + P(eikl∂iu4)(y)

]
3×1

−P(elij∂iuj)(y) + P(εil∂iu4)(y)

]

4×1

∈ H1,0(Ω,∆). (2.34)

Note that
∆(∂x)P (x− y) = [δ(x− y) + R∆(x− y)]I, (2.35)

where

R∆(x− y) := − 1
4π

{
∆χ(x− y)
|x− y| + 2

∂χ(x− y)
∂xl

∂

∂xl

1
|x− y|

}
. (2.36)

Clearly, R∆(x − y) = O(|x − y|−2) as x → y and with the help of (2.35)
and (2.36) one can prove that for arbitrary scalar function φ ∈ D(Ω) there
holds the relation (see, e.g., [40])

∆(∂y)P(φ)(y) = φ(y) +R∆(φ)(y), y ∈ Ω, (2.37)

where

R∆(φ)(y) :=
∫

Ω

R∆(x− y)φ(x) dx. (2.38)

Evidently (2.38) remains true for φ ∈ H0(Ω), since D(Ω) is dense in H0(Ω).
The operator R∆ has the following mapping property (see [14]):

R∆ : H0(Ω) → H1(Ω). (2.39)

Applying the Laplace operator ∆ to the vector-function (2.34) and keeping
in mind the relation (2.37), we arrive at the following equation in Ω,

∆(∂y)
∂

∂yl

[[
P(cijlk∂iuk)(y) + P(eikl∂iu4)(y)

]
3×1

−P(elij∂iuj)(y) + P(εil∂iu4)(y)

]

4×1

=

=




[ ∂

∂yl

(
∆(∂y)P(cijlk∂iuk)(y)

)
+

∂

∂yl

(
∆(∂y)P(eikl∂iu4)(y)

)]
3×1

− ∂

∂yl

(
∆(∂y)P(elij∂iuj)(y)

)
+

∂

∂yl

(
∆(∂y)P(εil∂iu4)(y)

)


 =
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=




[ ∂

∂yl

(
cijlk(y)

∂uk(y)
∂yi

)
+

∂

∂yl

(
eikl(y)

∂u4(y)
∂yi

)]
3×1

− ∂

∂yl

((
elij(y)

∂uj(y)
∂yi

))
+

∂

∂yl

(
εil(y)

∂u4(y)
∂yi

)


 +

+




[ ∂

∂yl
R∆(cijlk∂iuk)(y) +

∂

∂yl
R∆(eikl∂iu4)(y)

]
3×1

− ∂

∂yl
R∆(elij∂iuj)(y) +

∂

∂yl
R∆(εil∂iu4)(y)


 =

= A(y, ∂y)U +




[ ∂

∂yl
R∆(cijlk∂iuk)(y) +

∂

∂yl
R∆(eikl∂iu4)(y)

]
3×1

− ∂

∂yl
R∆(elij∂iuj)(y) +

∂

∂yl
R∆(εil∂iu4)(y)


 .

Whence the embedding A(y, ∂y)U ∈ H0(Ω) follows due to (2.34) and
(2.39). ¤

Actually, in the proof of Lemma 2.2 we have shown the following asser-
tion.

Corollary 2.3. Let χ ∈ X3. The operator

b + A : H1,0(Ω, A) → H1,0(Ω, ∆)

is bounded.

Now, we are in the position to reduce the above formulated Dirichlet
boundary value problem to the LBDIEs system equivalently.

2.2. LBDIE formulation of the Dirichlet problem and the equiva-
lence theorem. Let U ∈ H1,0(Ω, A) be a solution to the Dirichlet BVP
(2.6), (2.7) with Φ0 ∈ H

1
2 (S) and f ∈ H0(Ω). As we have derived above,

there hold the relations (2.29) and (2.32), which now can be rewritten in
the form

[b + A]`0U − V (Ψ) = P(f)−W (Φ0) in Ω, (2.40)

A+`0U − V(Ψ) = P+(f)− (b− d)Φ0 −W(Φ0) on S, (2.41)

where Ψ := T +U ∈ H− 1
2 (S) and d is defined by (B.3).

One can consider these relations as the LBDIE system with respect to the
unknown vector-functions U and Ψ. Now we prove the following equivalence
theorem.

Theorem 2.4. Let χ ∈ X3
+, Φ0 ∈ H

1
2 (S) and f ∈ H0(Ω).

(i) If a vector-function U ∈ H1,0(Ω, A) solves the Dirichlet BVP (2.6),
(2.7), then it is unique and the pair (U,Ψ) ∈ H1,0(Ω, A)×H− 1

2 (S)
with

Ψ = T +U, (2.42)
solves the LBDIE system (2.40), (2.41) and vice versa.
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(ii) If a pair (U,Ψ) ∈ H1,0(Ω, A) × H− 1
2 (S) solves the LBDIE system

(2.40), (2.41), then it is unique and the vector-function u solves the
Dirichlet BVP (2.6), (2.7), and relation (2.42) holds.

Proof. (i) The first part of the theorem is trivial and directly follows form
the relations (2.29), (2.32), (2.42), and Remark 2.1.

(ii) Now, let a pair (U,Ψ) ∈ H1,0(Ω, A) × H− 1
2 (S) solve the LBDIE

system (2.40), (2.41). Taking the trace of (2.40) on S and comparing with
(2.41) we get

U+ = Φ0 on S. (2.43)

Further, since U ∈ H1,0(Ω, A), we can write Green’s third formula (2.29)
which in view of (2.43) can be rewritten as

[b + A]`0U − V (T +U) = P(
A(x, ∂x)U

)−W (Φ0) in Ω. (2.44)

From (2.40) and (2.44) it follows that

V (T +U −Ψ) + P(
A(x, ∂x)U − f

)
= 0 in Ω.

Whence by Lemma 6.3 in [14] we have

A(x, ∂x)U = f in Ω and T +U = ψ on S.

Thus U solves the Dirichlet BVP (2.6), (2.7) and equation (2.42) holds.
The uniqueness of solution to the LBDIE system (2.40), (2.41) in the class

H1,0(Ω, A) × H− 1
2 (S) directly follows from the above proved equivalence

result and the uniqueness theorem for the Dirichlet problem (2.6), (2.7) (see
Remark 2.1). ¤

3. Invertibility of the Dirichlet LBDIO

From Theorem 2.4 it follows that the LBDIE system (2.40), (2.41) with
the special right-hand sides is uniquely solvable in the class H1,0(Ω, A) ×
H−1/2(S). We investigate Fredholm properties of the localized boundary-
domain integral operator generated by the left-hand side expressions in
(2.40), (2.41) and show the invertibility of the operator in appropriate func-
tional spaces.

The LBDIE system (2.40), (2.41) with an arbitrary right-hand side vec-
tor-functions from the space H1(Ω)×H1/2(S) can be written as

(b + A)`0U − V Ψ = F1 in Ω, (3.1)

A+`0U − VΨ = F2 on S, (3.2)

where F1 ∈ H1(Ω) and F2 ∈ H1/2(S). Denote

B := b + A. (3.3)

Evidently, the principal homogeneous symbol matrix of the operator B reads
as (see (2.31))

S(B)(y, ξ) = |ξ|−2A(y, ξ) for y ∈ Ω, ξ ∈ R3 \ {0}. (3.4)
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It is an even rational homogeneous matrix-function of order 0 in ξ and due
to (2.3) it is uniformly strongly elliptic,

ReS(B)(y, ξ)ζ · ζ ≥ c|ζ|2 for all y ∈ Ω, ξ ∈ R3 \ {0}, ζ ∈ C4.

Consequently, B is a strongly elliptic pseudodifferential operator of zero
order (i.e., singular integral operator) and the partial indices of factorization
of the symbol (3.4) equal to zero (cf. [10, Lemma 1.20]).

In our further analysis we need some auxiliary assertions. To formu-
late them, let ỹ ∈ ∂Ω be some fixed point and consider the frozen symbol
S(B)(ỹ, ξ) ≡ S(B̃)(ξ), where B̃ denotes the operator B written in a cho-

sen local coordinate system. Further, let ̂̃B denote the pseudodifferential
operator with the symbol

Ŝ(B̃)(ξ′, ξ3) := S(B̃)
(
(1 + |ξ′|)ω, ξ3

)
,

ω =
ξ′

|ξ′| , ξ = (ξ′, ξ3), ξ′ = (ξ1, ξ2).

The principal homogeneous symbol matrix S(B̃)(ξ) of the operator ̂̃B can
be factorized with respect to the variable ξ3,

S(B̃)(ξ) = S (−)(B̃)(ξ)S (+)(B̃)(ξ), (3.5)

where

S (±)(B̃)(ξ) =
1

Θ(±)(ξ′, ξ3)
Ã (±)(ξ′, ξ3),

Θ(±)(ξ′, ξ3) := ξ3 ± i|ξ′| are the “plus” and “minus” factors of the symbol
Θ(ξ) := |ξ|2, and Ã (±)(ξ′, ξ3) are the “plus” and “minus” polynomial matrix
factors of the first order in ξ3 of the polynomial symbol matrix Ã(ξ′, ξ3) ≡
Ã(ỹ, ξ′, ξ3) (see [22, Theorem 1], [45, Theorem 1.33], [24, Theorem 1.4]), i.e.

Ã(ξ′, ξ3) = Ã (−)(ξ′, ξ3)Ã (+)(ξ′, ξ3) (3.6)

with det Ã (+)(ξ′, τ) 6= 0 for Im τ > 0 and det Ã (−)(ξ′, τ) 6= 0 for Im τ < 0.
Moreover, the entries of the matrices Ã (±)(ξ′, ξ3) are homogeneous functions
in ξ = (ξ′, ξ3) of order 1. Denote by a (±)(ξ′) the coefficients at ξ4

3 in the
determinants det Ã (±)(ξ′, ξ3). Evidently,

a (−)(ξ′)a (+)(ξ′) = det Ã(0, 0, 1) > 0 for ξ′ 6= 0. (3.7)

It is easy to see that the factor-matrices Ã (±)(ξ′, ξ3) have the structure
[
Ã (±)(ξ′, ξ3)

]−1 =
1

det Ã (±)(ξ′, ξ3)

[
p

(±)
ij (ξ′, ξ3)

]
4×4

,

where p
(±)
ij (ξ′, ξ3) is the co-factor corresponding to the element Ã

(±)
ji (ξ′, ξ3)

of the matrix Ã (±)(ξ′, ξ3), which can be written in the form

p
(±)
ij (ξ′, ξ3) = c

(±)
ij (ξ′)ξ3

3 + b
(±)
ij (ξ′)ξ2

3 + d
(±)
ij (ξ′)ξ3 + e

(±)
ij (ξ′). (3.8)
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Here c
(±)
ij , b

(±)
ij , d

(±)
ij , and e

(±)
ij , i, j = 1, 2, 3, 4, are homogeneous functions

in ξ′ of order 0, 1, 2, and 3, respectively. From the above mentioned it
follows that the entries of the factor-symbol matrices

B (±)(ω, r, ξ3) =
[
b

(±)
kj (ω, r, ξ3)

]
3×3

:= S (±)(B̃)(ξ′, ξ3)

with ω = ξ′/|ξ′| and r = |ξ′| satisfy the following relations:

∂lb
(±)
kj (ω, 0,−1)

∂rl
= (−1)l

∂lb
(±)
kj (ω, 0,+1)

∂rl
, l = 0, 1, 2, . . . . (3.9)

These relations imply that the entries of the matrices S±(B̃)(ξ′, ξ3) belong
to the class of symbols D0 introduced in [23, Ch. III, § 10],

S (±)(B̃)(ξ′, ξ3) ∈ D0. (3.10)

Denote by Π± the Cauchy type integral operators

Π±(h)(ξ) := ± i

2π
lim

t→0+

+∞∫

−∞

h(ξ′, η3)
ξ3 ± it− η3

dη3, (3.11)

which are well defined for a bounded smooth function h(ξ′, ·) satisfying the
relation h(ξ′, η3) = O(1 + |η3|)−κ with some κ > 0.

First we prove the following auxiliary lemma.

Lemma 3.1. Let χ ∈ Xk
+ with integer k > s + 2 and let `0 be the

extension operator by zero from R3
+ onto the half-space R3

−. The operator

rR3
+

̂̃B`0 : Hs(R3
+) → Hs(R3

+)

is invertible for all s ≥ 0, where rR3
+

is the restriction operator to the half-
space R3

+. Moreover, for f ∈ Hs(R3
+) with s ≥ 0, the unique solution of the

equation

rR3
+

̂̃B`0U = f (3.12)

can be represented in the form

U+ := `0U = F−1
{[

Ŝ (+)(B̃)
]−1Π+

([
Ŝ (−)(B̃)

]−1F(`f)
)}

,

where `f ∈ Hs(R3) is an arbitrary extension of f onto the whole space R3.

Proof. Since the right-hand side f of the equation (3.12) belongs to the
space Hs(R3

+) with s ≥ 0, it follows that f ∈ H0(R3
+).

First we show that the equation (3.12) is uniquely solvable in the space
H0(R3

+).
Let U ∈ H0(R3

+) be a solution of the equation (3.12) with f ∈ H0(R3
+)

and let

U− = `f − ̂̃BU+, (3.13)
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where U+ = `0U ∈ H̃0(R3
+) and `f ∈ H0(R3) is an arbitrary extension of

f ∈ H0(R3
+) onto R3

+. We assume that

‖`f‖H0(R3) ≤ 2‖f‖H0(R3
+).

Since `f ∈ H0(R3) and ̂̃BU+ ∈ H0(R3), we have U− ∈ H0(R3). In addition,
U− ∈ H̃0(R3

−). Here and in what follows we employ the notation

H̃s(Ω) :=
{

V ∈ Hs(Ω) : supp V ⊂ Ω
}

.

The Fourier transform of (3.13) gives the relation

Ŝ(B̃)(ξ)F(U+) + F(U−)(ξ) = F(`f)(ξ). (3.14)

Due to (3.5) we have the factorization

Ŝ(B̃)(ξ′, ξ3) = Ŝ (−)(B̃)(ξ′, ξ3)Ŝ (+)(B̃)(ξ′, ξ3), (3.15)

where Ŝ (±)(B̃)(ξ′, ξ3) = S (±)(B̃)((1+|ξ′|)ω, ξ3) with ω = ξ′

|ξ′| . Substituting

(3.15) into (3.14) and multiplying both sides by [Ŝ (−)(B̃)]−1, we get

Ŝ (+)(B̃)(ξ)F(U+)(ξ) +
[
Ŝ (−)(B̃)(ξ)

]−1F(U−)(ξ) =

=
[
Ŝ (−)(B̃)(ξ)

]−1F(`f)(ξ). (3.16)

Introduce the notation

v+(x) = F−1
ξ→x

(
Ŝ (+)(B̃)(ξ)F(U+)(ξ)

)
, (3.17)

v−(x) = F−1
ξ→x

([
Ŝ (−)(B̃)(ξ)

]−1F(U−)(ξ)
)
,

g(x) = F−1
ξ→x

([
Ŝ (−)(B̃)(ξ)

]−1F(`f)(ξ)
)
. (3.18)

Then we can conclude that (see [23, Theorem 4.4 and Lemmas 20.2, 20.5])

v+ ∈ H̃0(R3
+), v− ∈ H̃0(R3

−), g ∈ H0(R3), (3.19)

since the degree of homogeneity of S (+)(B̃)(ξ) and S (−)(B̃)(ξ) equals to 0.
In view of the above notation, the equation (3.16) acquires the form

F(v+)(ξ) + F(v−)(ξ) = F(g)(ξ). (3.20)

In accordance with Lemma 5.4 in [23], we conclude that the representation
of the vector-function F(g)(ξ) in the form (3.20) is unique in view of the
inclusions (3.19) which in turn leads to the relations

F(v+) = Π+F(g), F(v−) = Π−F(g). (3.21)

Now, from (3.17), (3.18), and the first equation in (3.21) it follows that
U+ ∈ H̃0(R3

+) is representable in the form

U+ = F−1
{[

Ŝ (+)(B̃)
]−1Π+

([
Ŝ (−)(B̃)

]−1F(`f)
)}

. (3.22)
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Evidently, for the solution U ∈ H0(R3
+) of the equation (3.12) we get the

following representation

U = rR3
+
F−1

{[
Ŝ (+)(B̃)

]−1Π+
([

Ŝ (−)(B̃)
]−1F(`f)

)}
. (3.23)

Note that the representation (3.23) does not depend on the choice of the
extension operator `. Indeed, let `1f ∈ H0(R3) be another extension of
f ∈ H0(R3

+), i.e., rR3
+
`1f = f . Since f− = `f − `1f ∈ H̃0(R3

−), it follows
that (see [23, Theorem 4.4, Lemmas 20.2 and 20.5])

F−1
([

Ŝ (−)(B̃)
]−1F(f−)

) ∈ H̃0(R3
−),

while

Π+
{[

Ŝ (−)(B̃)
]−1F(f−)

}
= F

{
θ+F−1

([
Ŝ (−)(B̃)

]−1F(f−)
)}

= 0

(see [23, Lemma 5.2]), where θ+ denotes the multiplication operator by the
Heaviside step function θ(x3) which equals to 1 for x3 > 0 and vanishes for
x3 < 0. Therefore

Π+
([

Ŝ (−)(B̃)
]−1F(`f)

)
= Π+

([
Ŝ (−)(B̃)

]−1F(`1f)
)

and the claim follows.
If, in particular, f = 0, then we can take `f = 0, and hence U = 0 by

virtue of (3.22). Thus the equation (3.12) possesses at most one solution in
the space H0(R3

+).
Further, we show that

U = rR3
+
F−1

{[
Ŝ (+)(B̃)

]−1Π+
([

Ŝ (−)(B̃)
]−1F(`f)

)}
(3.24)

is a solution of the equation (3.12) for any f ∈ H0(R3
+).

To this and, let us first note that for the vector-function involved in (3.24)
the following embedding holds

F−1
{

[Ŝ (+)(B̃)]−1Π+
(
[Ŝ (−)(B̃)]−1F(`f)

)} ∈ H̃0(R3
+). (3.25)

Indeed, we have

F−1
{[

Ŝ (+)(B̃)
]−1Π+

([
Ŝ (−)(B̃)

]−1F(`f)
)}

=

= F−1
{[

Ŝ (+)(B̃)
]−1F

[
θ+F−1

([
Ŝ (−)(B̃)

]−1F(`f)
)]}

and (3.25) follows from Theorem 4.4, Lemmas 20.2 and 20.5 in [23]. From
(3.24) and (3.25) we then get

U+ := `0U = F−1
{[

Ŝ (+)(B̃)
]−1Π+

([
Ŝ (−)(B̃)

]−1F(`f)
)}

. (3.26)

With the help of the following relation (see Lemma 5.4 in [23])

Π+
([

Ŝ (−)(B̃)
]−1F(`f)

)
=

=
[
Ŝ (−)(B̃)

]−1F(`f)−Π−
([

Ŝ (−)(B̃)
]−1F(`f)

)
,
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from the equality (3.26) we derive

Ŝ(B̃)F(U+) = Ŝ (−)(B̃)Π+
([

Ŝ (−)(B̃)
]−1F(`f)

)
=

= F(`f)− Ŝ (−)(B̃)Π−
([

Ŝ (−)(B̃)
]−1F(`f)

)
.

Since
F−1

{
Ŝ (−)(B̃)Π−

([
Ŝ (−)(B̃)

]−1
F (`f)

)} ∈ H̃0(R3
−),

(see [23, Theorems 4.4, 5.1 and Lemmas 20.2, 20.5]), we easily obtain

rR3
+

̂̃BU+ = rR3
+
(`f)− rR3

+
F−1

{
Ŝ (−)(B̃)Π−

([
Ŝ (−)(B̃)

]−1F(`f)
)}

=

= rR3
+
(`f) = f,

i.e., the vector-function (3.24) solves the equation (3.12) and belongs to the
space H0(R3

+) for f ∈ H0(R3
+).

In what follows, we prove that for f ∈ Hs(R3
+) and `f ∈ Hs(R3) with

‖`f‖Hs(R3) ≤ 2‖f‖Hs(R3
+), s ≥ 0, (3.27)

the vector-function defined by (3.24) satisfies the inequality

‖U‖Hs(R3
+) ≤ C‖f‖Hs(R3

+), (3.28)

and hence belongs to Hs(R3
+). Indeed, since (see [23, Lemma 5.2 and The-

orem 5.1])
Π+(Fg) = F(θ+g) for all g ∈ H0(R3),

then the representation (3.26) of U+ can be rewritten as

U+ = F−1
{[

Ŝ (+)(B̃)
]−1F

[
θ+F−1

([
Ŝ (−)(B̃)

]−1F(`f)
)]}

.

Therefore, using (3.27) and in view of (3.10), from Theorem 10.1, Lem-
mas 4.4, 20.2, and 20.5 in [23] we finally derive

‖U‖Hs(R3
+) ≤ c1

∥∥∥F−1
([

Ŝ (−)(B̃)
]−1F(`f)

)∥∥∥
Hs(R3

+)
≤

≤ c1

∥∥∥F−1
([

Ŝ (−)(B̃)
]−1F(`f)

)∥∥∥
Hs(R3)

≤ c‖`f‖Hs(R3) ≤ 2c‖f‖Hs(R3
+)

with some positive constants c and c1, whence (3.28) follows. This completes
the proof. ¤

Lemma 3.2. Let the factor matrix Ã (+)(ξ′, τ) be as in (3.6), and a (+)

and c
(+)
ij be as in (3.7) and (3.8), respectively. Then the following equality

holds
1

2πi

∫

γ−

[
Ã (+)(ξ′, τ)

]−1
dτ =

1
a (+)(ξ′)

[
c

(+)
ij (ξ′)

]
4×4

,

and
det

[
c

(+)
ij (ξ′)

]
4×4

6= 0 for ξ′ 6= 0.
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Here γ− is a contour in the lower complex half-plane enclosing all the roots
of the polynomial det Ã (+)(ξ′, τ) with respect to τ .

Proof. Note that det Ã (+)(ξ′, τ) is a forth order polynomial in τ , while
p

(+)
ij (ξ′, τ) is a third order polynomial in τ defined in (3.8).

Let γR be a circle with sufficiently large radius R and centered at the
origin. Then by Cauchy theorem we derive

1
2πi

∫

γ−

{[
Ã (+)(ξ′, τ)

]−1
}

ij
dτ =

=
1

2πi

∫

γ−

p
(+)
ij (ξ′, τ)

det Ã (+)(ξ′, τ)
dτ =

1
2πi

∫

γR

p
(+)
ij (ξ′, τ)

det Ã (+)(ξ′, τ)
dτ =

=
1

2πi

c
(+)
ij (ξ′)

a (+)(ξ′)

∫

γR

1
τ

dτ +
∫

γR

Qij(ξ′, τ) dτ =

=
c

(+)
ij (ξ′)

a (+)(ξ′)
+

∫

γR

Qij(ξ′, τ) dτ, (3.29)

where
Qij(ξ′, τ) = O(|τ |−2) as |τ | → ∞.

It is clear that
lim

R→∞

∫

γR

Qij(ξ′, τ) dτ = 0.

Therefore by passing to the limit in (3.29) as R →∞ we obtain

1
2πi

∫

γ−

{[
Ã (+)(ξ′, τ)

]−1
}

ij
dτ =

c
(+)
ij (ξ′)

a (+)(ξ′)
.

Now we show that det[c (+)
ij ]4×4 6= 0. We introduce the notation

P (+)(ξ′, ξ3) = [p (+)
ij (ξ′, ξ3)]4×4 =

= C (+)(ξ′)ξ3
3 + B (+)(ξ′)ξ2

3 + D (+)(ξ′)ξ3 + E (+)(ξ′),

where

C (+)(ξ′) =
[
c

(+)
ij (ξ′)

]
4×4

, B (+)(ξ′) =
[
b

(+)
ij (ξ′)

]
4×4

,

D (+)(ξ′) =
[
d

(+)
ij (ξ′)

]
4×4

, E (+)(ξ′) =
[
e

(+)
ij (ξ′)

]
4×4

.

In accordance with the relation det[Ã (+)(ξ′, ξ3)]−1 6= 0 for ξ = (ξ′, ξ3) 6= 0,
we conclude that det P (+)(ξ′, ξ3) 6= 0 for ξ = (ξ′, ξ3) 6= 0.

Let us introduce new coordinates r = |ξ′| and ω = ξ′/|ξ′|, and denote

P (+)(ω, r, ξ3) := P (+)(ξ′, ξ3) = P (+)(ωr, ξ3).
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Then we have

detP (+)(ω, r, ξ3) = det P (+)(ξ′, ξ3) =

= det
(
C (+)(ω)ξ3

3 + B (+)(ω)ξ2
3r + D (+)(ω)ξ3r

2 + E (+)(ω)r3
)
6= 0

for all ξ3 6= 0,

whence
lim
r→0

detP (+)(ω, r, ξ3) = ξ12
3 det C (+)(ω).

Consequently,
detC (+)(ω) = det[c (+)

ij (ω)]4×4 6= 0
and Lemma 3.2 is proved. ¤

Let us introduce the operator Π′ defined as

Π′(g)(ξ′) := lim
x3→0+

rR3
+
F−1

ξ3→x3
[g(ξ′, ξ3)] =

=
1
2π

lim
x3→0+

+∞∫

−∞
g(ξ′, ξ3)e−ix3ξ3 dξ3 =

=
1
2π

+∞∫

−∞
g(ξ′, ξ3) dξ3 for g(ξ′, · ) ∈ L1(R).

The operator Π′ can be extended to the class of functions g(ξ′, ξ3) being
rational in ξ3 with the denominator not vanishing for real non-zero ξ =
(ξ′, ξ3) ∈ R3 \ {0}, homogeneous of order m ∈ Z := {0,±1,±2, . . . } in ξ
and infinitely differentiable with respect to ξ for ξ′ 6= 0. Then one can show
that (see [20, Appendix C])

Π′(g)(ξ′) = lim
x3→0+

rR+F−1
ξ3→x3

[g(ξ′, ξ3)] = − 1
2π

∫

γ−

g(ξ′, ζ) dζ,

where rR+ denotes the restriction operator onto R+ = (0, +∞) with respect
to x3, γ− is a contour in the lower complex half-plane Im ζ < 0, orientated
anticlockwise and enclosing all the poles of the rational function g(ξ′, ·). It
is clear that if g(ξ′, ζ) is holomorphic in ζ in the lower complex half-plane
(Im ζ < 0), then Π′(g)(ξ′) = 0.

Denote by D the localized boundary-domain integral operator generated
by the left-hand side expressions in LBDIE system (3.1), (3.2),

D :=
[
rΩ+B`0 −rΩ+V
A+`0 −V

]
.

Now we prove the following assertion.

Theorem 3.3. Let a cut-off function χ ∈ X∞
+ and r > − 1

2 . Then the
following operator

D : Hr+1(Ω)×Hr−1/2(S) → Hr+1(Ω)×Hr+1/2(S) (3.30)
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is invertible.

Proof. We prove the theorem into four steps where we show that

Step 1. The operator rΩ+B`0 : Hs(Ω) → Hs(Ω) for s ≥ 0 is Fredholm
operator with zero index;

Step 2. The operator D given as in (3.30) is Fredholm operator;

Step 3. IndD = 0;

Step 4. The operator D is invertible.

Step 1. Since (3.4) is a rational function in ξ, we can apply the theory of
pseudodifferential operators with symbol satisfying the transmission condi-
tions (see [2], [3], [23], [44], [45]). Now with the help of the local principle
(see, e.g., [1], [23, Lemma 23.9]) and the above Lemma 3.1 we deduce that
the operator

B := rΩ+B`0 : Hs(Ω) → Hs(Ω)
is Fredholm operator for all s ≥ 0.

To show that IndB = 0, we use that the operators B and

Bt = rΩ+(b + tA)`0,

where t ∈ [0, 1], are homotopic. Note that B = B1. The principal homoge-
neous symbol of the operator Bt has the form

S(Bt)(y, ξ) = b(y) + tS(A)(y, ξ) = (1− t)b(y) + tS(B)(y, ξ).

It is easy to see that the operator Bt is uniformly strongly elliptic,

Re S(Bt)(y, ξ)ζ · ζ = (1− t)Reb(y)ζ · ζ + t Re S(B)(y, ξ)ζ · ζ ≥ c|ζ|2
for all y ∈ Ω, ξ 6= 0, ζ ∈ C4 and t ∈ [0, 1], where c is some positive number.

Since S(Bt)(y, ξ) is rational, even, and homogeneous of order zero in ξ,
as above we conclude that the operator

Bt : Hs(Ω) → Hs(Ω)

is Fredholm operator for all s ≥ 0 and for all t ∈ [0, 1]. Therefore IndBt is
the same for all t ∈ [0, 1]. On the other hand, due to the equality B0 = rΩ+I,
we get

IndB = IndB1 = IndBt = IndB0 = 0.

Step 2. To investigate Fredholm properties of the operator D we apply the
local principle (cf. e.g., [1], [23, §§ 19, 22]). Due to this principle, we have
to check that the so-called generalized Šapiro–Lopatinskĭi condition for the
operator D holds at an arbitrary “frozen” point ỹ ∈ S. To obtain the explicit
form of this condition we proceed as follows. Let Ũ be a neighbourhood of
a fixed point ỹ ∈ Ω and let ψ̃0, ϕ̃0 ∈ D(Ũ) such that

supp ψ̃0 ∩ supp ϕ̃0 6= ∅, ỹ ∈ supp ψ̃0 ∩ supp ϕ̃0,

and consider the operator ψ̃0Dϕ̃0. We separate the two possible cases 1) ỹ ∈
Ω and 2) ỹ ∈ S.
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Case 1). If ỹ ∈ Ω, then we can choose a neighbourhood Ũ of the point ỹ

such that Ũ ⊂ Ω. Then
ψ̃0Dϕ̃0 = ψ̃0Bϕ̃0

where B is the operator defined by (3.3). As we have already shown above
(see Step 1) this operator is Fredholm operator with zero index.

Case 2). If ỹ ∈ S, then at this point we have to “froze” the operator

ψ̃0Dϕ̃0, which means that we can choose a neighbourhood Ũ of the point
ỹ sufficiently small such that at the local coordinate system with the origin
at the point ỹ and the third axis coinciding with the normal vector at the
point ỹ ∈ S, the following decomposition holds

ψ̃0Dϕ̃0 = ψ̃0

( ̂̃
D + K̃ + T̃

)
ϕ̃0, (3.31)

where K̃ is a bounded operator with small norm

K̃ : Hr+1(R3
+)×Hr−1/2(R2) → Hr+1(R3

+)×Hr+1/2(R2),

while T̃ is a bounded operator

T̃ : Hr+1(R3
+)×Hr−1/2(R2) → Hr+2(R3

+)×Hr+3/2(R2).

The operator ̂̃
D is defined in the upper half-space R3

+ as follows

̂̃
D :=


rR3

+

̂̃B`0 −rR3
+

̂̃
V

̂̃A
+

`0 −̂̃V




and possesses the following mapping property
̂̃
D : Hr+1(R3

+)×Hr−1/2(R2) → Hr+1(R3
+)×Hr+1/2(R2). (3.32)

The operators involved in the expression of ̂̃
D are defined as follows: for the

operator M̃ , ̂̃
M denotes the operator in Rn (n = 2, 3) constructed by the

symbol
Ŝ(M̃)(ξ) = S(M̃)

((
1 + |ξ′|)ω, ξ3

)
if n = 3,

and
Ŝ(M̃)(ξ) = S(M̃)

((
1 + |ξ′|)ω)

if n = 2,

where ω = ξ′

|ξ′| , ξ = (ξ′, ξn), ξ′ = (ξ1, . . . , ξn−1).

The generalized Šapiro–Lopatinskĭi condition is related to the invertibil-
ity of the operator (3.32). Indeed, let us write the system corresponding to

the operator ̂̃
D:

rR3
+

̂̃B`0Ũ − rR3
+

̂̃
V Ψ̃ = F̃1 in R3

+, (3.33)

̂̃A
+

`0Ũ − ̂̃VΨ̃ = F̃2 on R2, (3.34)

where F̃1 ∈ H1(R3
+), F̃2 ∈ H1/2(R2).
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Note that the operator rR3
+

̂̃B`0 is a singular integral operator with even
rational elliptic principal homogeneous symbol. Then due to Lemma 3.1
the operator

rR3
+

̂̃B`0 : Hr+1(R3
+) → Hr+1(R3

+)

is invertible. Therefore we can define Ũ from equation (3.33)

`0Ũ =
[
rR3

+

̂̃B`0
]−1

f̃ =

= F−1
{[

Ŝ (+)(B̃)
]−1Π+

([
Ŝ (−)(B̃)

]−1F(`f̃)
)}

, (3.35)

where f̃ = F̃1+rR3
+

̂̃
V Ψ̃, ` is an extension operator from R3

+ to R3 preserving
the function space, while `0 is an extension operator R3

+ to R3
− by zero; here

Ŝ (±)(M) denote the so-called “plus” and “minus” factors in the factoriza-
tion of the symbol Ŝ(M) with respect to the variable ξ3. The operator Π+

involved in (3.35) is the Cauchy type integral (see (3.11)). Note that the
function `0Ũ in (3.35) does not depend on the extension operator `.

Substituting (3.35) into (3.34) leads to the following pseudodifferential
equation with respect to the unknown function Ψ̃:

̂̃A
+

F−1
{[

Ŝ (+)(B̃)
]−1Π+

([
Ŝ (−)(B̃)

]−1F( ̂̃
V Ψ̃)

)}− ̂̃VΨ̃= F̃ on R2, (3.36)

where

F̃ = F̃2 − ̂̃A
+

`0
[
rR3

+

̂̃B`0
]−1

F̃1.

It is easy to see that

Ã+v(ỹ′) =
[
F−1

ξ→ỹ

[
S(Ã)(ξ)F(v)(ξ)

]]
ỹ3=0+

=

= F−1
ξ′→ỹ′

[
Π′

[
(SÃ)(ξ)F(v)(ξ)

]]
,

and in view of the relation

V (Ψ) = −P(Ψ⊗ δ)

with δ = δ(x3) being the Dirac distribution, we arrive at the equality

̂̃A
+

F−1
ξ→x̃

{[
Ŝ (+)(B)(ξ)

]−1Π+
([

Ŝ (−)(B̃)
]−1F( ̂̃

V Ψ)
)
(ξ)

}
(ỹ′) =

= −F−1
ξ′→ỹ′

{
Π′

[
Ŝ(Ã)

[
Ŝ (+)(B̃)

]−1Π+
([

Ŝ (−)(B̃)
]−1

Ŝ(P̃)
)]

(ξ′)Fx̃′→ξ′Ψ̃
}

.

With the help of these relations equation (3.36) can be rewritten in the
following form

F−1
ξ′→ỹ′

[
ê(ξ′)F(ψ̃)(ξ′)

]
= F̃ (ỹ′) on R2, (3.37)

where

ê(ξ′) = e
((

1 + |ξ′|)ω)
, ω =

ξ′

|ξ′| ,
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with e being a homogeneous function of order −1 given by the equality

e(ξ′) = −Π′
{

S(Ã)
[
S (+)(B̃)

]−1Π+
([

S (−)(B̃)
]−1

S(P̃)
)}

(ξ′)−
−S(Ṽ)(ξ′) ∀ ξ′ 6= 0. (3.38)

If the function det e(ξ′) is different from zero for all ξ′ 6= 0, then det ê(ξ′) 6= 0
for all ξ′ ∈ R2, and the corresponding pseudodifferential operator

Ê : Hs(R2) → Hs+1(R2) for all s ∈ R

generated by the left-hand side expression in (3.37) is invertible. In particu-
lar, it follows that the system of equation (3.33), (3.34) is uniquely solvable
with respect to (Ũ , Ψ̃) in the space H1(R3

+)×H−1/2(R2) for arbitrary right-

hand sides (F̃1, F̃2) ∈ H1(R3
+)×H1/2(R2). Consequently, the operator ̂̃

D in
(3.32) is invertible, which implies that the operator (3.31) possesses a left
and right regularizer. In turn, this yields that the operator (3.30) possesses
a left and right regularizer as well. Thus the operator (3.30) is Fredholm
operator if

det e(ξ′) 6= 0 ∀ ξ′ 6= 0. (3.39)

This condition is called the Šapiro–Lopatinskĭi condition (cf. [23, Theo-
rems 12.2 and 23.1 and also formulas (12.27), (12.25)]). Let us show that
in our case the Šapiro–Lopatinskĭi condition holds. To this end, let us note
that the principal homogeneous symbols S(Ã), S(B̃), S(P̃), and S(Ṽ) of
the operators A, B, P, and V in the chosen local coordinate system involved
in the formula (3.39) read as:

S(Ã)(ξ) = |ξ|−2Ã(ξ)− b̃,

S(B̃)(ξ) = |ξ|−2Ã(ξ),

S(P̃)(ξ) = −|ξ|−2I,

S(Ṽ)(ξ′) =
1

2|ξ′| I,

ξ = (ξ′, ξ3), ξ′ = (ξ1, ξ2),

where b̃ denotes the matrix b written in the chosen local co-ordinate system.
Further, S (+)(B̃) and S (−)(B̃) are the so-called “plus” and “minus” factors
in the factorization of the symbol S(B̃) with respect to the variable ξ3, i.e.

S(B̃) = S (−)(B̃)S (+)(B̃),

where

S (±)(B̃)(ξ) =
1

Θ(±)(ξ)
Ã (±)(ξ)
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due to (3.4). Rewrite (3.38) in the form

e(ξ′) = −Π′
{(

S(B̃)− b̃
)[

S (+)(B̃)
]−1Π+

([
S (−)(B̃)]−1S(P̃)

)}
(ξ′)−

−S(Ṽ)(ξ′) = e1(ξ′) + e2(ξ′)−S(Ṽ)(ξ′), (3.40)

where

e1(ξ′) = −Π′
{

S(B̃)
[
S (+)(B̃)

]−1Π+
([

S (−)(B̃)
]−1

S(P̃)
)}

(ξ′), (3.41)

e2(ξ′) = b̃Π′
{[

S (+)(B̃)
]−1Π+

([
S (−)(B̃)

]−1
S(P̃)

)}
(ξ′), (3.42)

S(Ṽ)(ξ′) =
1

2|ξ′| I. (3.43)

Direct calculations give

Π+
([

S (−)(B̃)
]−1

S(P̃)
)
(ξ′) =

=
i

2π
lim

t→0+

+∞∫

−∞

([S (−)(B̃)]−1S(P̃))(ξ′, η3)
ξ3 + it− η3

dη3 =

= − i

2π
lim

t→0+

+∞∫

−∞

[S (−)(B̃)]−1(ξ′, η3)
(ξ3 + it− η3)(|ξ′|2 + η2

3)
dη3 =

=
i

2π
lim

t→0+

∫

γ−

[S (−)(B̃)]−1(ξ′, τ)
(ξ3 + it− τ)(|ξ′|2 + τ2)

dτ =

=
i

2π
lim

t→0+

2πi[S (−)(B̃)]−1(ξ′,−i|ξ′|)
(ξ3 + it + i|ξ′|)2(−i|ξ′|) =

= − i[S (−)(B̃)]−1(ξ′,−i|ξ′|)
2|ξ′|Θ (+)(ξ′, ξ3)

. (3.44)

Now from (3.41) with the help of (3.44) we derive

e1(ξ′) =

= −Π′
{

S (−)(B̃)S (+)(B̃)
[
S (+)(B̃)]−1Π+

([
S (−)(B̃)

]−1
S(P̃)

)}
(ξ′) =

= −Π′
{

S (−)(B̃)Π+
([

S (−)(B̃)
]−1

S(P̃)
)}

(ξ′) =

= Π′
{S (−)(B̃)

Θ (+)

}
(ξ′)

( i[S (−)(B̃)]−1(ξ′,−i|ξ′|)
2|ξ′|

)
=

= − 1
2π

∫

γ−

S (−)(B̃)(ξ′, τ)
τ + i|ξ′| dτ

( i[S (−)(B̃)]−1(ξ′,−i|ξ′|)
2|ξ′|

)
=

= −iS (−)(B̃)
(
ξ′,−i|ξ′|) i[S (−)(B̃)]−1(ξ′,−i|ξ′|)

2|ξ′| =
1

2|ξ′| I. (3.45)
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Quite similarly, from (3.42) with the help of (3.44) we get

e2(ξ′) = b̃Π′
{[

S (+)(B̃)
]−1Π+

([
S (−)(B̃)

]−1
S(P̃)

)}
(ξ′) =

= −b̃Π′
{ [S (+)(B̃)]−1

Θ (+)

}
(ξ′)

( i[S (−)(B̃)]−1(ξ′,−i|ξ′|)
2|ξ′|

)
=

= − ib̃
2|ξ′|

(
− 1

2π

∫

γ−

[S (+)(B̃)]−1(ξ′, τ)
τ + i|ξ′| dτ

)[
S (−)(B̃)

]−1(
ξ′,−i|ξ′|) =

=
ib̃

4π|ξ′|
∫

γ−

[
Ã (+)(ξ′, τ)

]−1
dτ(−2i|ξ′|) [

Ã (−)
(
ξ′,−i|ξ′|)]−1 =

= ib̃
{

1
2πi

∫

γ−

[
Ã (+)(ξ′, τ)

]−1
dτ

}[
Ã (−)

(
ξ′,−i|ξ′|)]−1

.

Therefore, due to Lemma 3.2, we have

e2(ξ′) = ib̃
[c (+)

ij (ξ′)]4×4

a (+)(ξ′)
[
Ã (−)(ξ′,−i|ξ′|)]−1

. (3.46)

In view of (3.40), (3.43), (3.45), and (3.46) we finally obtain

e(ξ′) = e2(ξ′) = ib̃
[c (+)

ij (ξ′)]4×4

a (+)(ξ′)
[
Ã (−)

(
ξ′,−i|ξ′|)]−1

,

where
det b̃ 6= 0, det[c (+)

ij ]4×4 6= 0

(see Lemma 3.2), and det Ã (−)(ξ′,−i|ξ′|) 6= 0 for all ξ′ 6= 0.
Then it is clear that for all ξ′ 6= 0 we have

det e(ξ′) =
1

(a (+)(ξ′))4
det b̃det[c (+)

ij ]4×4 det
[
Ã−

(
ξ′,−i|ξ′|)]−1 6= 0.

Thus, we have obtained that for the operator D the Šapiro–Lopatinskĭi
condition holds. Therefore, the operator

D : Hr+1(Ω)×Hr−1/2(S) → Hr+1(Ω)×Hr+1/2(S)

is Fredholm operator for r > − 1
2 .

Step 3. Here we will show that Ind D = 0. To this end, for t ∈ [0, 1] let us
consider the operator

Dt :=
[
rΩ+Bt`0 −rΩ+V
tA+`0 −V

]

with Bt = b+tA and establish that it is homotopic to the operator D = D1.
We have to check that for the operator Dt the Šapiro–Lopatinskĭi condition
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is satisfied for all t ∈ [0, 1]. Indeed, in this case the Šapiro–Lopatinskĭi
condition reads as (cf. (3.39))

det et(ξ′) 6= 0 ∀ ξ′ 6= 0,

where

et(ξ′) = −Π′
{(

S(B̃t)−b̃
)[

S (+)(B̃t)
]−1Π+(

[
S (−)(B̃t)

]−1
S(P̃)

)}
(ξ′)−

−S(Ṽ)(ξ′) = e
(1)
t (ξ′) + e

(2)
t (ξ′)−S(Ṽ)(ξ′), (3.47)

e
(1)
t (ξ′) = −Π′

{
S(B̃t)

[
S (+)(B̃t)

]−1Π+
([

S (−)(B̃t)
]−1

S(P̃)
)}

(ξ′) =

=
1

2|ξ′| I,

e
(2)
t (ξ′) = b̃Π′

{[
S (+)(B̃t)

]−1Π+
([

S (−)(B̃t)
]−1

S(P̃)
)}

(ξ′),

(3.48)

S(Ṽ)(ξ′) =
1

2|ξ′| I. (3.49)

By direct calculations we get

e
(2)
t (ξ′) = b̃Π′

{[
S (+)(B̃t)

]−1Π+
([

S (−)(B̃t)
]−1

S(P̃)
)}

(ξ′) =

= −b̃Π′
{ [S (+)(B̃t)]−1

Θ (+)

}
(ξ′)

( i[S (−)(B̃t)]−1(ξ′,−i|ξ′|)
2|ξ′|

)
=

= − ib̃
2|ξ′|

(
− 1

2π

∫

γ−

[S (+)(B̃t)]−1(ξ′, τ)
τ + i|ξ′| dτ

)[
S−(B̃t)

]−1(
ξ′,−i|ξ′|) =

=
ib̃

4π|ξ′|
∫

γ−

[
Ã

(+)
t (ξ′, τ)

]−1
dτ (−2i|ξ′|)[Ã (−)

t

(
ξ′,−i|ξ′|)]−1 =

= ib̃
{

1
2πi

∫

γ−

[
Ã

(+)
t (ξ′, τ)

]−1
dτ

}[
Ã

(−)
t

(
ξ′,−i|ξ′|)]−1

, (3.50)

where Ãt(ξ) = (1− t)|ξ|2b̃+ tÃ(ξ) and Ãt(ξ′, ξ3) = Ã
(−)
t (ξ′, ξ3)Ã

(+)
t (ξ′, ξ3),

Ã
(±)
t (ξ′, ξ3) are the “plus” and “minus” polynomial matrix factors in ξ3 of

the polynomial symbol matrix Ãt(ξ′, ξ3).
Due to Lemma 3.2 and the equality (3.50) we have

e
(2)
t (ξ′) = ib̃

[c (+)
ij,t

(ξ′)]4×4

a
(+)
t (ξ′)

[
Ã

(−)
t

(
ξ′,−i|ξ′|)]−1

, (3.51)

where c (+)
ij,t

, i, j = 1, 4, are the main coefficients of the co-factors p (+)
ij,t

(ξ′, τ)

of the polynomial matrix Ã
(+)
t (ξ′, τ) and a (+) is the coefficient at τ4 in the

determinant det Ã
(+)
t (ξ′, τ).
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In view of (3.47), (3.48), (3.49), and (3.51), we finally obtain

et(ξ′) = e
(2)
t (ξ′) = ib̃

[c (+)
ij,t

(ξ′)]4×4

a
(+)
t (ξ′)

[
Ã

(−)
t

(
ξ′,−i|ξ′|)]−1

,

where det b̃ 6= 0, det[c (+)
ij,t

]4×4 6= 0 (see Lemma 3.2), and det Ã
(−)
t (ξ′,−i|ξ′|)

6= 0 for all ξ′ 6= 0 and t ∈ [0, 1].
Then it follows that

det et(ξ′)=
1

[a (+)
t (ξ′)]4

detbdet
[
c (+)

ij,t
(ξ′)

]
4×4

det
[
Ã

(−)
t

(
ξ′,−i|ξ′|)]−1 6=0

for all ξ′ 6= 0 and for all t ∈ [0, 1],

which implies that for the operator Dt the Šapiro–Lopatinskĭi condition is
satisfied.

Therefore the operator

Dt : Hr+1(Ω)×Hr−1/2(S) → Hr+1(Ω)×Hr+1/2(S)

is Fredholm operator for all r > − 1
2 and t ∈ [0, 1]. Consequently,

IndD = Ind D1 = Ind Dt = Ind D0 = 0.

Step 4. Since the operator D is Fredholm operator with zero index, its
injectivity implies the invertibility. Thus it remains to prove that the null
space of the operator D is trivial for r > − 1

2 . Assume that U = (U,Ψ)> ∈
Hr+1(Ω)×Hr−1/2(S) is a solution to the homogeneous equation

DU = 0. (3.52)

The operator

D : Hr+1(Ω)×Hr−1/2(S) → Hr+1(Ω)×Hr+1/2(S)

is Fredholm operator with index zero for all r > − 1
2 . It is well known that

then there exists a left regularizer L of the operator D,

L : Hr+1(Ω)×Hr+1/2(S) → Hr+1(Ω)×Hr−1/2(S),

such that
LD = I + T,

where T is the operator of order −1 (cf. [23, Proofs of Theorems 22.1 and
23.1]), i.e.,

T : Hr+1(Ω)×Hr−1/2(S) → Hr+2(Ω)×Hr+1/2(S). (3.53)

Therefore, from (3.52) we have

LDU = U + TU = 0. (3.54)

In view of (3.53) we see that

TU ∈ Hr+2(Ω)×Hr+1/2(S).
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Consequently, in view of (3.54),

U = (U,Ψ)> ∈ Hr+2(Ω)×Hr+1/2(S). (3.55)

If r ≥ 0, this implies U ∈ H1,0(Ω, A). If − 1
2 < r < 0, we iterate the above

reasoning for U satisfying (3.55) to obtain

U = (U,Ψ)> ∈ Hr+3(Ω)×Hr+3/2(S)

which again implies U ∈ H1,0(Ω, A). Then we can apply the equivalence
Theorem 2.4 to conclude that a solution U = (U, Ψ)> to the homogeneous
equation (3.52) is zero vector, i.e.,

U = 0 in Ω, Ψ = 0 on S.

Thus, Ker D = {0} in the class Hr+1(Ω) × Hr−1/2(S) and therefore the
operator

D : Hr+1(Ω)×Hr−1/2(S) → Hr+1(Ω)×Hr+1/2(S)

is invertible for all r > − 1
2 . ¤

For localizing function χ of finite smoothness we have the following result.

Corollary 3.4. Let a cut-off function χ ∈ X3
+. Then the operator

D : H1(Ω)×H−1/2(S) → H1(Ω)×H1/2(S)

is invertible.

Proof. We have to use mapping properties of the localized potentials with
a localizing cut-off function of finite smoothness (see Appendix B) and re-
peat word for word the arguments of the above proof of Theorem 3.3 for
r = 0. ¤

From Corollaries 2.3, 3.4, and Lemma 2.2 the following result follows
directly.

Corollary 3.5. Let a cut-off function χ ∈ X3
+. Then the operator

D : H1,0(Ω, A)×H−1/2(S) → H1,0(Ω,∆)×H1/2(S)

is invertible.

Appendix A: Classes of Cut-off Functions

Here we present the classes of localizing functions used in the main text
(for details see the reference [14]).

Definition A.1. We say χ ∈ Xk for integer k ≥ 0, if χ(x) = χ̆(|x|),
χ̆ ∈ W k

1 (0,∞) and %χ̆(%) ∈ L1(0,∞). We say χ ∈ Xk
+ for integer k ≥ 1, if
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χ ∈ Xk, χ(0) = 1 and σχ(ω) > 0 for all ω ∈ R, where

σχ(ω) :=





χ̂s(ω)
ω

> 0 for ω ∈ R \ {0},
∞∫

0

%χ̆(%) d% for ω = 0,

and χ̂s(ω) denotes the sine-transform of the function χ̆

χ̂s(ω) :=

∞∫

0

χ̆(%) sin(%ω) d%.

Evidently, we have the following imbeddings: Xk1 ⊂ Xk2 and Xk1
+ ⊂ Xk2

+

for k1 > k2. The class Xk
+ is defined in terms of the sine-transform. The

following lemma provides an easily verifiable sufficient condition for non-
negative non-increasing functions to belong to this class (for details see [14]).

Lemma A.2. Let k ≥ 1. If χ ∈ Xk, χ̆(0) = 1, χ̆(%) ≥ 0 for all
% ∈ (0,∞), and χ̆ is a non-increasing function on [0,+∞), then χ ∈ Xk

+.

The following examples for χ are presented in [14],

χ1k
(x) =





[
1− |x|

ε

]k

for |x| < ε,

0 for |x| ≥ ε,

χ2(x) =





exp
[ |x|2
|x|2 − ε2

]
for |x| < ε,

0 for |x| ≥ ε.

One can observe that χ1k
∈ Xk

+, while χ2 ∈ X∞
+ due to Lemma A.2.

Appendix B: Properties of Localized Potentials

Here we collect some theorems describing mapping properties of the lo-
calized layered and volume potentials defined by the relations (2.23)–(2.24).
The proofs can be found in [14] (see also [25], Chapter 8 and the references
therein).

Let us introduce the boundary operators generated by the localized layer
potentials associated with the localized parametrix P (x− y) ≡ Pχ(x− y)

Vg(y) := −
∫

S

P (x− y)g(x) dSx, y ∈ S, (B.1)

Wg(y) := −
∫

S

[T̃ (x, ∂x)P (x− y)
]>

g(x) dSx, y ∈ S, (B.2)
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W ′g(y) := −
∫

S

[T (y, ∂y)P (x− y)
]
g(x) dSx, y ∈ S,

L±g(y) :=
[T (y, ∂y)Wg(y)

]±
, y ∈ S.

Theorem B.1. The following operators are continuous

P : H̃s(Ω) → Hs+2,s(Ω;∆), −1
2

< s <
1
2

, χ ∈ X1,

: Hs(Ω) → Hs+2,s(Ω;∆), −1
2

< s <
1
2

, χ ∈ X1,

: Hs(Ω) → H
5
2−ε, 1

2−ε(Ω; ∆),
1
2
≤ s <

3
2

, ∀ ε ∈ (0, 1), χ ∈ X2,

where P is the volume localized potential defined in (2.24) and ∆ is the
Laplace operator.

Theorem B.2. The following localized single and double layer operators
are continuous

V : Hs− 3
2 (S) → Hs(R3), s <

3
2

, if χ ∈ X1,

: Hs− 3
2 (S) → Hs,s−1(Ω±;∆),

1
2

< s <
3
2

, if χ ∈ X2,

W : Hs− 1
2 (S) → Hs(Ω±), s <

3
2

, if χ ∈ X2,

: Hs− 1
2 (S) → Hs,s−1(Ω±;∆),

1
2

< s <
3
2

, if χ ∈ X3.

Theorem B.3. If χ ∈ Xk has a compact support and − 1
2 ≤ s ≤ 1

2 , then
the following localized operators are continuous:

V : Hs(S) → Hs+ 3
2 (Ω±) for k = 2,

W : Hs+1(S) → Hs+ 3
2 (Ω±) for k = 3.

Theorem B.4. Let ψ ∈ H− 1
2 (S) and ϕ ∈ H

1
2 (S). Then the following

jump relations hold on S:

V +ψ = V −ψ = Vψ, χ ∈ X1,

W±ϕ = ∓dϕ +Wϕ, χ ∈ X2,

T ±V ψ = ±dψ +W ′ψ, χ ∈ X2,

where

d(y) :=
1
2

[
[cijlk(y)ninl]3×3 [elij(y)ninl]3×1

[−eikl(y)ninl]1×3 εil(y)ninl

]

4×4

, y ∈ S, (B.3)

and d(y) is strongly elliptic due to (2.3).
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Theorem B.5. Let − 1
2 ≤ s ≤ 1

2 . The following operators

V : Hs(S) → Hs+1(S), χ ∈ X2,

W : Hs+1(S) → Hs+1(S), χ ∈ X3,

W ′ : Hs(S) → Hs(S), χ ∈ X3,

L± : Hs+1(S) → Hs(S), χ ∈ X3,

are continuous.
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Abstract. We study conditions for the Lp-dissipativity of the classical
linear elasticity operator. In the two-dimensional case we show that Lp-
dissipativity is equivalent to the inequality

(1
2
− 1

p

)2

6 2(ν − 1)(2ν − 1)
(3− 4ν)2

.

Previously [2] this result has been obtained as a consequence of general
criteria for elliptic systems, but here we give a direct and simpler proof.
We show that this inequality is necessary for the Lp-dissipativity of the
three-dimensional elasticity operator with variable Poisson ratio. We give
also a more strict sufficient condition for the Lp-dissipativity of this oper-
ator. Finally we find a criterion for the n-dimensional Lamé operator to
be Lp-negative with respect to the weight |x|−α in the class of rotationally
invariant vector functions.
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îâäæñéâ. öâãæïûŽãèæå áîâçŽáëĲæï çèŽïæçñîæ åâëîææï ûîòæãæ ëìâ-
îŽðëîæï Lp-áæïæìŽðæñîëĲæï ìæîëĲâĲï. ëîàŽêäëéæèâĲæŽê öâéåýãâãŽöæ ãŽø-
ãâêâĲå, îëé Lp-áæïæìŽðæñîëĲæï ìæîëĲŽ âçãæãŽèâêðñîæŽ

(1
2
− 1

p

)2

6 2(ν − 1)(2ν − 1)
(3− 4ν)2

ñðëèëĲæï. âï öâáâàæ [2] êŽöîëéöæ éæôâĲñèæ æõë äëàŽáæ âèæòïñîæ öâé-
åýãâãæï çîæðâîæñéæáŽê àŽéëéáæêŽîâ. øãâê Žó éëãæõãŽêå ìæîáŽìæî áŽ ñòîë
éŽîðæã áŽéðçæùâĲŽï. Žïâãâ ãŽøãâêâĲå, îëé áîâçŽáëĲæï ïŽéàŽêäëéæèâĲæŽêæ
ëìâîŽðëîæï Lp-áæïæìŽðæñîëĲæïåãæï âï ñðëèëĲŽ Žîæï ŽñùæèâĲâèæ ìæîë-
ĲŽ ùãèŽáæ ìñŽïëêæï çëâòæùæâêðâĲæï öâéåýãâãŽöæ. Ĳëèëï, øŽéëãŽõŽèæĲâĲå
çîæðâîæñéï, îëéâèæù ñäîñêãâèõëòï n-àŽêäëéæèâĲæŽêæ èŽéâï ëìâîŽðëîæï
Lp-ñŽîõëòæåëĲŽï Ĳîñêãæï éæéŽîå æêãŽîæŽêðñè ãâóðëî òñêóùæŽåŽ çèŽïöæ
|x|−α ûëêæå.
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1. Introduction

It is well known that Victor Kupradze has made seminal contributions
to the theory of elasticity, in particular, to the study of BVPs of statics and
steady state oscillations, as well as initial BVPs of general dynamics.

His monographs in the field of elasticity testify the great work he made
(see, for instance, [6–9]). In particular, his book Three-dimensional Prob-
lems of the Mathematical Theory of Elasticity and Thermoelasticity [10–12])
became a must for every mathematician working in this field.

The present paper concerning elasticity theory is dedicated to him.
Let us consider the classical operator of linear elasticity

Eu = ∆u + (1− 2ν)−1∇ div u, (1)

where ν is the Poisson ratio. Throughout this paper, we assume that either
ν > 1 or ν < 1/2. It is well known that E is strongly elliptic if and only if
this condition is satisfied (see, for instance, Gurtin [5, p. 86]).

Let L be the bilinear form associated with operator (1), i.e.

L (u, v) = −
∫

Ω

(〈∇u,∇v〉+ (1− 2ν)−1 div u div v) dx, (2)

where 〈 · , · 〉 denotes the scalar product in Rn. Here Ω is a domain of Rn.
Following [1], we say that the form L is Lp-dissipative in Ω if

−
∫

Ω

(〈∇u,∇(|u|p−2u)
〉

+ (1− 2ν)−1 div u div(|u|p−2u)
)

dx 6 0 (3)

if p > 2,

−
∫

Ω

(〈∇u,∇(|u|p′−2u)
〉

+ (1− 2ν)−1 div u div(|u|p′−2u)
)

dx 6 0 (4)

if p < 2,

for all u ∈ (C1
0 (Ω))2 (p′ = p/(p− 1)). We use here that |u|q−2u ∈ C1

0 (Ω) for
q > 2 and u ∈ C1

0 (Ω).
In [1, 2] necessary and sufficient conditions for the Lp-dissipativity of

the forms related to partial differential operators have been obtained. In
particular, for the planar elasticity it was proved in [2] that the form L is
Lp-dissipative if and only if

(1
2
− 1

p

)2

6 2(ν − 1)(2ν − 1)
(3− 4ν)2

. (5)

Let us now suppose that Ω is a sufficiently smooth bounded domain and
consider the operator (1) defined on D(E) = (W 2,p(Ω) ∩ W̊ 1,p(Ω))n. As
usual W l,p(Ω) denotes the Sobolev space of functions which distributional
derivatives of order l are in Lp(Ω). We also use the notation W̊ 1,p(Ω) for
the completion of C∞0 (Ω) in the Sobolev W 1,p(Ω) norm. The operator E is
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said to be Lp-dissipative (1 < p < ∞) in the domain Ω ⊂ Rn if
∫

Ω

(
∆u + (1− 2ν)−1∇ div u

)|u|p−2u dx 6 0 (6)

for any real vector-valued function u ∈ D(E). Here and in the sequel the
integrand is extended by zero on the set where u vanishes.

The equivalence between the Lp-dissipativity of the form and the dissi-
pativity of the operator was discussed in [1, Section 5, p. 1086–1093]. It
turns out that, if n = 2 and a certain smoothness assumption on Ω ⊂ R2 is
fulfilled, the operator of planar elasticity is Lp-dissipative (i.e. (6) holds for
any u ∈ D(E)) if and only if condition (5) is satisfied.

In [2] these facts have been established as a consequence of results con-
cerning general systems of partial differential equations, but in the present
paper we give a direct and simpler proof just for the Lamé system. The
result is followed by two Corollaries (obtained for the first time in [2]) con-
cerning the comparison between the Lamé operator and the Laplacian from
the point of view of the Lp-dissipativity.

In Section 3 we show that condition (5) is necessary for the Lp-dissipati-
vity of operator (1), even when the Poisson ratio is not constant. For
the time being it is not known if condition (5) is also sufficient for the
Lp-dissipativity of elasticity operator for n > 2, in particular, for n = 3.
Nevertheless in the same section we give a more strict explicit condition
which is sufficient for the Lp-dissipativity of (1).

In Section 4 we give necessary and sufficient conditions for a weighted
Lp-negativity of the Dirichlet–Lamé operator, i.e. for the validity of the
inequality ∫

Ω

(
∆u + (1− 2ν)−1∇ div u

)|u|p−2u
dx

|x|α 6 0 (7)

under the condition that the vector u is rotationally invariant, i.e. u depends
only on % = |x| and u% is the only nonzero spherical component of u. Namely
we show that (7) holds if and only if

−(p− 1)(n + p′ − 2) 6 α 6 n + p− 2.

2. Lp-dissipativity of planar elasticity

In this section we give a necessary and sufficient condition for the Lp-
dissipativity of operator (1) in the case n = 2.

First we consider the Lp-dissipativity of form (2).

Lemma 1. Let Ω be a domain of R2. Form (2) is Lp-dissipative if and
only if

∫

Ω

[
Cp

∣∣∇|v|
∣∣2 −

2∑

j=1

|∇vj |2 + γ Cp |v|−2
∣∣vh∂h|v|

∣∣2 − γ | div v|2
]

dx 6 0 (8)
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for any v ∈ (C1
0 (Ω))2, where

Cp = (1− 2/p)2, γ = (1− 2ν)−1. (9)

Proof. Sufficiency. First suppose p > 2. Let u ∈ (C1
0 (Ω))2 and set v =

|u|p−2u. We have v ∈ (C1
0 (Ω))2 and u = |v|(2−p)/pv. One checks directly

that

〈∇u,∇(|u|p−2u)
〉

+ (1− 2ν)−1 div u div(|u|p−2u) =

=
∑

j

|∇vj |2 − Cp

∣∣∇|v|∣∣2 − γ Cp

∣∣vh∂h|v|
∣∣2 + γ| div v|2.

The left-hand side of (3) being equal to the left-hand side of (8), inequality
(3) is satisfied for any u ∈ C1

0 (Ω).
If 1 < p < 2 we find

〈∇u,∇(|u|p′−2u)
〉

+ (1− 2ν)−1 div u div(|u|p′−2u) =

=
∑

j

|∇vj |2 − Cp′
∣∣∇|v|

∣∣2 − γ Cp′
∣∣vh∂h|v|

∣∣2 + γ| div v|2

and since 1− 2/p′ = −1 + 2/p (which implies Cp = Cp′), we get the result
also in this case.

Necessity. Let p > 2 and set

gε = (|v|2 + ε2)1/2, uε = g2/p−1
ε v,

where v ∈ C1
0 (Ω). We have

〈∇uε,∇(|uε|p−2uε)
〉

=

= |uε|p−2〈∂huε, ∂huε〉+ (p− 2)|uε|p−3〈∂huε, uε〉 ∂h|uε|.
A direct computation shows that

〈∇uε,∇( |uε|p−2uε)
〉

=
[
(1− 2/p)2g−(p+2)

ε |v|p−

− 2(1− 2/p)g−p
ε |v|p−2

]∑

k

|vj∂kvj |2 + g2−p
ε |v|p−2〈∂hv, ∂hv〉,

|uε|p−3〈∂huε, uε〉 ∂h|uε| =

=
{

(1− 2/p)
[
(1− 2/p)g−(p+2)

ε |v|p − g−p
ε |v|p−2

]
+

+
[
g2−p

ε |v|p−4 − (1− 2/p)g−p
ε |v|p−2

]} ∑

k

|vj∂kvj |2

on the set E = {x ∈ Ω| |v(x)| > 0}. The inequality ga
ε 6 |v|a for a 6 0,

shows that the right-hand sides are dominated by L1 functions. Since gε →
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|v| pointwise as ε → 0+, we find

lim
ε→0+

〈∇uε,∇(|uε|p−2uε)
〉

=

= 〈∂hv, ∂hv〉+
[
(1− 2/p)2 − 2(1− 2/p) + 4(p− 2)/p2

]
|v|−2

∑

k

|vj∂kvj |2 =

= −(1− 2/p)2
∣∣∇|v|∣∣2 +

∑

j

|∇vj |2

and dominated convergence gives

lim
ε→0+

∫

E

〈∇uε,∇(|uε|p−2uε)
〉
dx =

∫

E

[
− Cp

∣∣∇|v|
∣∣2 +

∑

j

|∇vj |2
]
dx. (10)

Similar arguments show that

lim
ε→o+

∫

E

div uε div(|uε|p−2uε) dx =

=
∫

E

[
− Cp|v|−2

∣∣vh∂h|v|
∣∣2 + |div v|2

]
dx. (11)

Formulas (10) and (11) lead to

lim
ε→o+

∫

Ω

〈∇uε,∇(|uε|p−2uε)
〉

+ γ div(|uε|p−2uε) dx =

=
∫

Ω

(
− Cp

∣∣∇|v|∣∣2+
∑

j

|∇vj |2−γ Cp|v|−2
∣∣vh∂h|v|

∣∣2+γ | div v|2
)

dx. (12)

The function uε being in (C1
0 (Ω))2, the left-hand side is greater than or

equal to zero and (8) follows.
If 1 < p < 2, we can write, in view of (12),

lim
ε→o+

∫

Ω

〈∇uε,∇(|uε|p
′−2uε)

〉
+ γ div(|uε|p

′−2uε) dx =

=
∫

Ω

(
− Cp′

∣∣∇|v|∣∣2 +
∑

j

|∇vj |2 − γ Cp′ |v|−2
∣∣vh∂h|v|

∣∣2 + γ |div v|2) dx.

Since Cp′ = Cp, (4) implies (8). ¤

Remark 1. The previous Lemma holds in any dimension with the same
proof.

The next Lemma provides a necessary algebraic condition for the Lp-dis-
sipativity of form (2).

Lemma 2. Let Ω be a domain of R2. If form (2) is Lp-dissipative, we
have

Cp

[ |ξ|2 + γ 〈ξ, ω〉2]〈λ, ω〉2 − |ξ|2|λ|2 − γ 〈ξ, λ〉2 6 0 (13)
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for any ξ, λ, ω ∈ R2, |ω| = 1 (the constants Cp and γ being given by (9)).

Proof. Assume first that Ω = R2. Let us fix ω ∈ R2 with |ω| = 1 and take
v(x) = w(x) η(log |x|/ log R), where

w(x) = µω + ψ(x),

µ, R ∈ R+, ψ ∈ (C∞0 (R2))2, η ∈ C∞(R2), η(t) = 1 if t 6 1/2 and η(t) = 0
if t > 1.

On the set where v 6= 0 one has
〈∇|v|,∇|v|〉 =

〈∇|w|,∇|w|〉 η2(log |x|/ log R)+

+2 (log R)−1|w| 〈∇|w|, x〉 |x|−2η(log |x|/ log R) η′(log |x|/ log R)+

+(log R)−2|w|2|x|−2
(
η′(log |x|/ log R)

)2
.

Choose δ such that spt ψ ⊂ Bδ(0) and R > δ2. If |x| > δ one has
w(x) = µω and then ∇|w| = 0, while if |x| < δ, then η(log |x|/ log R) = 1,
η′(log |x|/ log R) = 0. Therefore

∫

R2

〈∇|v|,∇|v|〉 dx =

=
∫

Bδ(0)

〈∇|w|,∇|w|〉 dx +
1

log2 R

∫

BR(0)\B√R(0)

|w|2
|x|2

(
η′(log |x|/ log R)

)2
dx.

Since

lim
R→+∞

1
log2 R

∫

BR(0)\B√R(0)

dx

|x|2 = 0,

we find

lim
R→+∞

∫

R2

〈∇|v|,∇|v|〉 dx =
∫

Bδ(0)

〈∇|w|,∇|w|〉 dx.

By similar arguments we obtain

lim
R→+∞

∫

R2

[
Cp

∣∣∇|v|
∣∣2−

2∑

j=1

|∇vj |2 +γ Cp |v|−2
∣∣vh∂h|v|

∣∣2−γ |div v|2
]
dx =

=
∫

Bδ(0)

[
Cp

∣∣∇|w|
∣∣2−

2∑

j=1

|∇wj |2 +γ Cp |w|−2
∣∣wh∂h|w|

∣∣2−γ |div w|2
]

dx.

In view of Lemma 1, (8) holds. Putting v in this formula and letting
R → +∞, we find

∫

Bδ(0)

[
Cp

∣∣∇|w|
∣∣2−

2∑

j=1

|∇wj |2+γ Cp |w|−2
∣∣wh∂h|w|

∣∣2−γ | div w|2
]

dx60. (14)
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From the identities

∂hw = ∂hψ, div w = div ψ,

∣∣∇|w|
∣∣2 = |µω + ψ|−2

2∑

h=1

〈µω + ψ, ∂hψ〉2,

|w|−2|wh∂hw|2 = |µω + ψ|−4
∣∣∣(µωh + ψh)〈µω + ψ, ∂hψ〉

∣∣∣
2

we infer, letting µ → +∞ in (14),
∫

R2

[
Cp

2∑

h=1

〈ω, ∂hψ〉2−
2∑

j=1

|∇ψj |2+γ Cp

∣∣ωh 〈ω, ∂hψ〉
∣∣2−γ |div ψ|2

]
dx60. (15)

Putting in (15)

ψ(x) = λϕ(x) cos(µ〈ξ, x〉) and ψ(x) = λ ϕ(x) sin(µ〈ξ, x〉),
where λ ∈ R2, ϕ ∈ C∞0 (R2) and µ is a real parameter, by standard argu-
ments (see, e.g, Fichera [4, p. 107–108]) we find (13).

If Ω 6= R2, fix x0 ∈ Ω and 0 < ε < dist(x0, ∂Ω). Given ψ ∈ (C1
0 (Ω)2, put

the function
v(x) = ψ((x− x0)/ε)

in (8). By a change of variables we find
∫

R2

[
Cp

∣∣∇|ψ|
∣∣2 −

2∑

j=1

|∇ψj |2 + γ Cp |ψ|−2
∣∣ψh∂h|ψ|

∣∣2 − γ | div ψ|2
]

dx 6 0.

The arbitrariness of ψ ∈ (C1
0 (Ω)2 and what we have proved for R2 gives

the result. ¤
We are now in a position to give a necessary and sufficient condition for

the Lp-dissipativity of form (2).

Theorem 1. Form (2) is Lp-dissipative if and only if
(1

2
− 1

p

)2

6 2(ν − 1)(2ν − 1)
(3− 4ν)2

. (16)

Proof. Necessity. In view of Lemma 2, the Lp-dissipativity of L implies
the algebraic inequality (13) for any ξ, λ, ω ∈ R2, |ω| = 1.

Without loss of generality we may suppose ξ = (1, 0) and (13) can be
written as

Cp(1 + γω2
1)(λjωj)2 − |λ|2 − γλ2

1 6 0 (17)
for any λ, ω ∈ R2, |ω| = 1.

Condition (17) holds if and only if

Cp(1 + γω2
1)ω2

1 − 1− γ 6 0,
[
Cp(1 + γω2

1)ω1ω2

]2 6
[− Cp(1 + γω2

1)ω2
1 + 1 + γ

] [− Cp(1 + γω2
1)ω2

2 + 1
]

for any ω ∈ R2, |ω| = 1.
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In particular, the second condition has to be satisfied. This can be written
in the form

1 + γ − Cp(1 + γω2
1)(1 + γω2

2) > 0 (18)
for any ω ∈ R2, |ω| = 1. The minimum of the left-hand side of (18) on the
unit sphere is given by

1 + γ − Cp(1 + γ/2)2.

Hence (18) is satisfied if and only if 1 + γ − Cp(1 + γ/2)2 > 0. The last
inequality means

2(1− ν)
1− 2ν

−
(p− 2

p

)2( 3− 4ν

2(1− 2ν)

)2

> 0,

i.e. (16). From the identity 4/(p p′) = 1− (1−2/p)2 it follows that (16) can
be written also as

4
p p′

> 1
(3− 4ν)2

. (19)

Sufficiency. In view of Lemma 1, L is Lp-dissipative if and only if (8)
holds for any v ∈ (C1

0 (Ω))2. Choose v ∈ (C1
0 (Ω))2 and define

X1 = |v|−1(v1∂1|v|+ v2∂2|v|), X2 = |v|−1(v2∂1|v| − v1∂2|v|),
Y1 = |v|[∂1(|v|−1v1) + ∂2(|v|−1v2)

]
, Y2 = |v|[∂1(|v|−1v2)− ∂2(|v|−1v1)

]

on the set E = {x ∈ Ω | v 6= 0}. From the identities

|∇|v||2 = X2
1 + X2

2 ,

Y1 = (∂1v1 + ∂2v2)−X1, Y2 = (∂1v2 − ∂2v1)−X2

it follows

Y 2
1 + Y 2

2 =
∣∣∇|v|∣∣2 + (∂1v1 + ∂2v2)2 + (∂1v2 − ∂2v1)2−

− 2(∂1v1 + ∂2v2)X1 − 2(∂1v2 − ∂2v1)X2.

Keeping in mind that ∂h|v| = |v|−1vj∂hvj , one can check that

(∂1v1 + ∂2v2)
(
v1∂1|v|+ v2∂2|v|

)
+ (∂1v2 − ∂2v1)

(
v2∂1|v| − v1∂2|v|

)
=

= |v| ∣∣∇|v|∣∣2 + |v|(∂1v1∂2v2 − ∂2v1∂1v2),

which implies ∑

j

|∇vj |2 = X2
1 + X2

2 + Y 2
1 + Y 2

2 . (20)

Thus (8) can be written as∫

E

[ 4
p p′

(X2
1 + X2

2 ) + Y 2
1 + Y 2

2 − γ CpX
2
1 + γ (X1 + Y1)2

]
dx > 0. (21)

Let us prove that ∫

E

X1Y1 dx = −
∫

E

X2Y2 dx. (22)
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Since X1 + Y1 = div v and X2 + Y2 = ∂1v2 − ∂2v1, keeping in mind (20),
we may write

2
∫

E

(X1Y1 + X2Y2) dx =

=
∫

E

[
(X1 + Y1)2 + (X2 + Y2)2 − (X2

1 + X2
2 + Y 2

1 + Y 2
2 )

]
dx =

=
∫

E

[
(div v)2 + (∂1v2 − ∂2v1)2 −

∑

j

|∇vj |2
]

dx,

i.e. ∫

E

(X1Y1 + X2Y2) dx =
∫

E

(∂1v1∂2v2 − ∂1v2∂2v1) dx.

The set {x ∈ Ω \ E|∇v(x) 6= 0} has zero measure and then
∫

E

(X1Y1 + X2Y2) dx =
∫

Ω

(∂1v1∂2v2 − ∂1v2∂2v1) dx.

There exists a sequence {v(n)} ⊂ C∞0 (Ω) such that v(n) → v,∇v(n) → ∇v
uniformly in Ω and hence

∫

Ω

∂1v1∂2v2 dx = lim
n→∞

∫

Ω

∂1v
(n)
1 ∂2v

(n)
2 dx =

= lim
n→∞

∫

Ω

∂1v
(n)
2 ∂2v

(n)
1 dx =

∫

Ω

∂1v2∂2v1 dx

and (22) is proved. In view of this, (21) can be written as
∫

E

( 4
p p′

(1 + γ)X2
1 + 2ϑγ X1Y1 + (1 + γ)Y 2

1

)
dx+

+
∫

E

( 4
p p′

X2
2 − 2(1− ϑ)γ X2Y2 + Y 2

2

)
dx > 0

for any fixed ϑ ∈ R.
If we choose

ϑ =
2(1− ν)
3− 4ν

we find

(1− ϑ)γ =
1

3− 4ν
, ϑ2γ2 =

(1 + γ)2

(3− 4ν)2
.

Inequality (19) leads to

ϑ2γ2 6 4
p p′

(1 + γ)2, (1− ϑ)2γ2 6 4
p p′

.
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Observing that (16) implies 1 + γ = 2(1− ν)(1− 2ν)−1 > 0, we get
4

p p′
(1 + γ)x2

1 + 2ϑγ x1y1 + (1 + γ)y2
1 > 0,

4
p p′

x2
2 − 2(1− ϑ)γ x2y2 + y2

2 > 0

for any x1, x2, y1, y2 ∈ R. This shows that (21) holds. Then (8) is true for
any v ∈ (C1

0 (Ω))2 and the proof is complete. ¤
The results we have obtained so far hold for any domain Ω. For the

rest of the present section we suppose that Ω is a bounded domain whose
boundary is in the class C2. We could consider more general domains, in
the spirit of Maz’ya and Shaposhnikova [14, Ch. 14], but here we prefer to
avoid the related technicalities.

Theorem 2. Let E be the two-dimensional elasticity operator (1) with
domain (W 2,p(Ω)∩W̊ 1,p(Ω))2. The operator E is Lp-dissipative if and only
if condition (16) holds.

Proof. By means of the same arguments as in [1, Section 5, p. 1086–1093],
we have the equivalence between the Lp-dissipativity of form (2) and the
Lp-dissipativity of the elasticity operator (1). The result follows from The-
orem 1. ¤

We shall now give two corollaries of this result. They concerns the com-
parison between E and ∆ from the point of view of the Lp-dissipativity.

Corollary 1. There exists k > 0 such that E − k∆ is Lp-dissipative if
and only if (1

2
− 1

p

)2

<
2(ν − 1)(2ν − 1)

(3− 4ν)2
. (23)

Proof. Necessity. We remark that if E − k∆ is Lp-dissipative, then{
k 6 1 if p = 2,

k < 1 if p 6= 2.
(24)

In fact, in view of Theorem 1, we have the necessary condition

− (1− 2/p)2
[
(1− k)|ξ|2 + (1− 2ν)−1(ξjωj)2

]
(λjωj)2+

+ (1− k)|ξ|2|λ|2 + (1− 2ν)−1(ξjλj)2 > 0 (25)

for any ξ, λ, ω ∈ R2, |ω| = 1. If we take ξ = (1, 0), λ = ω = (0, 1) in (25) we
find

4
p p′

(1− k) > 0

and then k 6 1 for any p. If p 6= 2 and k = 1, taking ξ = (1, 0), λ = (0, 1),
ω = (1/

√
2, 1/

√
2) in (25), we find −(1−2/p)2(1−2ν)−1 > 0. On the other

hand, taking ξ = λ = (1, 0), ω = (0, 1) we find (1 − 2ν)−1 > 0. This is a
contradiction and (24) is proved.
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It is clear that if E−k∆ is Lp-dissipative, then E−k′∆ is Lp-dissipative
for any k′ < k. Therefore it is not restrictive to suppose that E − k∆ is
Lp-dissipative for some 0 < k < 1. Moreover, E is also Lp-dissipative.

The Lp-dissipativity of E − k∆ (0 < k < 1) is equivalent to the Lp-
dissipativity of the operator

E′u = ∆u + (1− k)−1(1− 2ν)−1∇ div u. (26)

Setting
ν′ = ν(1− k) + k/2, (27)

we have (1− k)(1− 2ν) = 1− 2ν′. Theorem 1 shows that

4
p p′

> 1
(3− 4ν′)2

. (28)

Since 3−4ν′ = 3−4ν−2k(1−2ν), condition (28) means |3−4ν−2k(1−
2ν)| > √

p p′/2, i.e.
∣∣∣k − 3− 4ν

2(1− 2ν)

∣∣∣ >
√

p p′

4|1− 2ν| . (29)

Note that the Lp-dissipativity of E implies that (16) holds. In particular,
we have (3− 4ν)/(1− 2ν) > 0. Hence (29) is satisfied if either

k 6 1
2|1− 2ν|

(
|3− 4ν| −

√
p p′

2

)
(30)

or

k > 1
2|1− 2ν|

(
|3− 4ν|+

√
p p′

2

)
. (31)

Since
|3− 4ν|
2|1− 2ν| − 1 =

3− 4ν

2(1− 2ν)
− 1 =

1
2(1− 2ν)

> −
√

p p′

4|1− 2ν| ,

we have
1

2|1− 2ν|
(
|3− 4ν|+

√
p p′

2

)
> 1

and (31) is impossible. Then (30) holds. Since k > 0, we have the strict
inequality in (19) and (23) is proved.

Sufficiency. Suppose (23). Since

4
p p′

>
1

(3− 4ν)2
,

we can take k such that

0 < k <
1

2|1− 2ν|
(
|3− 4ν| −

√
p p′

2

)
. (32)

Note that
|3− 4ν|
2|1− 2ν| − 1 =

3− 4ν

2(1− 2ν)
− 1 =

1
2(1− 2ν)

6
√

p p′

4|1− 2ν| .
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This means
1

2|1− 2ν|
(
|3− 4ν| −

√
p p′

2

)
6 1

and then k < 1. Let ν′ be given by (27). The Lp-dissipativity of E − k∆ is
equivalent to the Lp-dissipativity of the operator E′ defined by (26).

Condition (29) (i.e. (28)) follows from (32) and Theorem 1 gives the
result. ¤

Corollary 2. There exists k < 2 such that k∆ − E is Lp-dissipative if
and only if (1

2
− 1

p

)2

<
2ν(2ν − 1)
(1− 4ν)2

. (33)

Proof. We may write k∆ − E = Ẽ − k̃∆, where k̃ = 2 − k, Ẽ = ∆ + (1 −
2ν̃)−1∇ div, ν̃ = 1 − ν. Theorem 1 shows that Ẽ − k̃∆ is Lp-dissipative if
and only if (1

2
− 1

p

)2

<
2(ν̃ − 1)(2ν̃ − 1)

(3− 4ν̃)2
. (34)

Condition (34) coincides with (33) and the corollary is proved. ¤

3. Lp-dissipativity of three-dimensional elasticity

As far as the three-dimensional Lamé system is concerned, necessary
and sufficient conditions for the Lp-dissipativity are not known. The next
Theorem shows that condition (16) is necessary, even in the case of a non-
constant Poisson ratio. Here Ω is a bounded domain in R3 whose boundary
is in the class C2.

Theorem 3. Suppose ν = ν(x) is a continuos function defined in Ω such
that

inf
x∈Ω

|2ν(x)− 1| > 0.

If (1) is Lp-dissipative in Ω, then
(1

2
− 1

p

)2

6 inf
x∈Ω

2(ν(x)− 1)(2ν(x)− 1)
(3− 4ν(x))2

. (35)

Proof. We have∫

Ω

(
∆u + (1− 2ν(x)

)−1∇ div u|u|p−2u dx 6 0 (36)

for any u ∈ (W 2,p(Ω) ∩ W̊ 1,p(Ω))3, in particular, for any u ∈ (C∞0 (Ω))3.
Take v ∈ (C∞0 (R2))2, ϕ ∈ C∞0 (R), ϕ > 0 and x0 ∈ Ω; define vε(x1, x2) =
v((x1 − x0

1)/ε, (x2 − x0
2)/ε),

u(x1, x2, x3) =
(
vε,1(x1, x2), vε,2(x1, x2), 0

)
ϕ(x3).

We suppose that the support of v is contained in the unit ball, 0 < ε <
dist(x0, ∂Ω) and the support of ϕ is contained in (−ε, ε). In this way the
function u belongs to (C∞0 (Ω))3.
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Setting γ(x1, x2, x3) = (1− 2 ν(x1, x2, x3))−1, we have

∆u + γ∇ div u = (∆vε + γ∇ div vε)ϕ + vεϕ
′′

and then

(∆u + γ∇ div u)|u|p−2u = (∆vε + γ∇ div vε) |vε|p−2vεϕ
p + v2

εϕ′′ϕp−1.

We can write, in view of (36),
∫

R

ϕp dx3

∫∫

R2

(∆vε + γ∇ div vε) |vε|p−2vε dx1 dx2+

+
∫

R

ϕp−1ϕ′′ dx3

∫∫

R2

|vε|p dx1 dx2 6 0.

Noting that

∆vε + γ∇ div vε =

=
1
ε2

[
∆v

(x1 − x0
1

ε
,
x1 − x0

1

ε

)
+ γ(x1, x2, x3)∇ div v

(x1 − x0
1

ε
,
x1 − x0

1

ε

)]
,

a change of variables in the double integral gives
∫

R

ϕp(x3) dx3

∫∫

R2

(
∆v(t1, t2)+γ(x0

1+ε t1, x
0
2+ε t2, x3)∇ div v(t1, t2)

)
×

×
∣∣v(t1, t2)

∣∣p−2
v(t1, t2) dt1 dt2+

+ ε2

∫

R

ϕp−1ϕ′′ dx3

∫∫

R2

|v(t1, t2)|p dt1 dt2 6 0.

Letting ε → 0+, we get
∫

R

ϕp(x3) dx3

∫∫

R2

(
∆v(t1, t2) + γ(x0

1, x
0
2, x3)∇ div v(t1, t2)

)
×

× ∣∣v(t1, t2)
∣∣p−2

v(t1, t2) dt1 dt2 6 0.

For the arbitrariness of ϕ, this implies
∫∫

R2

(
∆v(t1, t2) + γ(x0

1, x
0
2, x

0
3)∇ div v(t1, t2)

)
×

×
∣∣v(t1, t2)

∣∣p−2
v(t1, t2) dt1 dt2 6 0

for any v ∈ (C∞0 (B))2, B being the unit ball in R2.
Suppose p > 2. Integrating by parts, we get

L (v, |v|p−2v) 6 0 (37)

for any v ∈ (C∞0 (B))2.
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Given v ∈ (C∞0 (B))2, define uε = g
2/p−1
ε v. Since uε ∈ (C∞0 (B))2, in

view of (37) we write
L (uε, |uε|p−2uε) 6 0.

By means of the computations we made in the Necessity of Lemma 1,
letting ε → 0+, we find inequality (8) for any v ∈ (C∞0 (B))2. This implies
that (8) holds for any v ∈ (C1

0 (B))2.
In fact, let vm ∈ (C∞0 (B))2 such that vm → v in C1-norm. Let us show

that
χEn

|vm|−1vm∇vm → χE |v|−1v∇v in L2(B), (38)

where En = {x ∈ B | vm(x) 6= 0}, E = {x ∈ Ω | v(x) 6= 0}. We see that

χEn |vm|−1vm∇vm → χE |v|−1v∇v (39)

on the set E ∪ {x ∈ B | ∇v(x) = 0}. The set {x ∈ B \ E | ∇v(x) 6= 0}
having zero measure, (39) holds almost everywhere. Moreover, since

∫

G

χEn
|vm|−2|vm∇vm|2 dx 6

∫

G

|∇vm|2 dx

for any measurable set G ⊂ Ω and {∇vm} is convergent in L2(Ω), the se-
quence {|χEn |vm|−1vm∇vm−χE |v|−1v∇v|2} has uniformly absolutely con-
tinuous integrals. Now we may appeal to Vitali’s Theorem to obtain (38).

Inequality (8) holding for any v ∈ (C1
0 (B))2, the result follows from

Theorem 1.
Let now 1 < p < 2. From the Lp dissipativity of E it follows that the

operator E − λI (λ > 0) is invertible on Lp(Ω). This means that for any
f ∈ Lp(Ω) there exists one and only one u ∈ W 2,p(Ω) ∩ W̊ 1,p(Ω) such that
(E − λI)u = f . Because of well known regularity results for solutions of
elliptic systems [3], we have also that, if f belongs to Lp′(Ω), the solution
u belongs to W 2,p′(Ω) ∩ W̊ 1,p′(Ω) and there exists the bounded resolvent
(E∗ − λI)−1 : Lp′(Ω) → W 2,p′(Ω) ∩ W̊ 1,p′(Ω).

Since E is Lp-dissipative and ‖(E∗ − λI)−1‖ = ‖(E − λI)−1‖, we may
write ∥∥(E∗ − λI)−1

∥∥ 6 1
λ

for any λ > 0, i.e. we have the Lp′-dissipativity of E∗, p′ > 2. We have
reduced the proof to the previous case. Therefore (35) holds with p replaced
by p′. Since (1

2
− 1

p

)2

=
(1

2
− 1

p′

)2

,

the proof is complete. ¤

We do not know if condition (16) is sufficient for the Lp-dissipativity of
the three-dimensional elasticity. The next theorem provides a more strict
sufficient condition.
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Theorem 4. Let Ω be a domain in R3. If

(1− 2/p)2 6





1− 2ν

2(1− ν)
if ν < 1/2,

2(1− ν)
1− 2ν

if ν > 1,

(40)

operator (1) is Lp-dissipative.

Proof. In view of Remark 1, the operator E is Lp-dissipative if and only if
inequality (8) holds for any v ∈ (C1

0 (Ω))3. This can be written as

Cp

∫

Ω

[ ∣∣∇|v|
∣∣2 + γ |v|−2

∣∣vh∂h|v|
∣∣2

]
dx 6

6
∫

Ω

[ 3∑

j=1

|∇vj |2 + γ |div v|2
]
dx. (41)

Note that the integral on the left-hand side of (41) is nonnegative. In
fact, setting ξhj = ∂hvj , ωj = |v|−1vj , we have

∣∣∇|v|
∣∣2 + γ |v|−2

∣∣vh∂h|v|
∣∣2 = ωiωj(δhk + γωhωk)ξhiξkj .

Then we can write∣∣∇|v|∣∣2 + γ |v|−2
∣∣vh∂h|v|

∣∣2 = |λ|2 + γ(λ · ω)2, (42)

where λ is the vector whose h-th component is ωiξhi. Since ω is a unit
vector and γ > −1 we have

∣∣∇|v|
∣∣2 + γ |v|−2

∣∣vh∂h|v|
∣∣2 > 0.

Also the right-hand side of (41) is nonengative. In fact, denoting by v̂j

the Fourier transform of vj

v̂j(y) =
∫

R3

vj(x)e−iy·x dx,

we have
∫

Ω

[ 3∑

j=1

|∇vj |2 + γ |div v|2
]
dx =

∫

Ω

(∂hvj∂hvj + γ∂hvh∂jvj) dx =

= (2π)−3

∫

R3

(
∂̂hvj ∂̂hvj + γ∂̂hvh∂̂jvj

)
dy=(2π)−3

∫

R3

(|y|2|v̂|2+ γ|y · v̂|2) dy >

> min{1, 1 + γ}(2π)−3

∫

R3

|y|2|v̂|2 dy =

= min{1, 1 + γ}
∫

Ω

3∑

j=1

|∇vj |2 dx. (43)
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This implies that (41) holds for any v such that the left-hand side vanishes
and that E is Lp-dissipative if and only if

Cp 6 inf

∫
Ω

[ 3∑
j=1

|∇vj |2 + γ |div v|2] dx

∫
Ω

[ |∇|v||2 + γ |v|−2|vh∂h|v||2
]
dx

, (44)

where the infimum is taken over all v ∈ (C1
0 (Ω))3 such that the denominator

is positive.
From (42) we get

∣∣∇|v|
∣∣2 + γ |v|−2

∣∣vh∂h|v|
∣∣2 6

6 max{1, 1 + γ} |λ|2 6 max{1, 1 + γ}
3∑

j=1

|∇vj |2.

Keeping in mind also (43) we find that
∫
Ω

[ ∑3
j=1 |∇vj |2 + γ |div v|2] dx

∫
Ω

[ |∇|v||2 + γ |v|−2|vh∂h|v||2
]
dx

> min{1, 1 + γ}
max{1, 1 + γ} .

Therefore condition (44) is satisfied if

Cp 6 min{1, 1 + γ}
max{1, 1 + γ} .

This inequality being equivalent to (40), the proof is complete. ¤

Remark 2. The Theorems of this section hold in any dimension n > 3
with the same proof.

4. Weighted Lp-negativity of elasticity system defined on
rotationally symmetric vector functions

Let Φ be a point on the (n−2)-dimensional unit sphere Sn−2 with spher-
ical coordinates {ϑj}j=1,...,n−3 and ϕ, where ϑj ∈ (0, π) and ϕ ∈ [0, 2π).
A point x ∈ Rn is represented as a triple (%, ϑ, Φ), where % > 0 and
ϑ ∈ [0, π]. Correspondingly, a vector u can be written as u = (u%, uϑ, uΦ)
with uΦ = (uϑn−3 , . . . , uϑ1 , uϕ). We call u%, uϑ, uΦ the spherical components
of the vector u.

Theorem 5. Let the spherical components uϑ and uΦ of the vector u
vanish, i.e. u = (u%, 0, 0), and let u% depend only on the variable %. Then,
if α > n− 2, we have

∫

Rn

(
∆u + (1− 2ν)−1∇ div u

)
|u|p−2u

dx

|x|α 6 0 (45)
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for any u ∈ (C∞0 (Rn \ {0}))n satisfying the aforesaid symmetric conditions,
if and only if

−(p− 1)(n + p′ − 2) 6 α 6 n + p− 2. (46)

If α < n−2 the same result holds replacing (C∞0 (Rn\{0}))n by (C∞0 (Rn))n.

Proof. Setting

gε(s) = (s2 + ε2)1/2,

and denoting by ωn−1 the (n − 1)-dimensional measure of the unit sphere
in Rn, we have

∫

Rn

∆u gε(|u|)p−2u
dx

|x|α =

= ωn−1

+∞∫

0

( 1
%n−1

∂%(%n−1∂%u%)− n− 1
%2

u%

)
gε(|u%|)p−2u%%

n−1−α d%.

An integration by parts gives

+∞∫

0

∂%(%n−1∂%u%)gε(|u%|)p−2u%%
−α d% =

= −
+∞∫

0

%n−1∂%u%∂%

(
gε(|u%|)p−2u%%

−α
)
d% =

= −
+∞∫

0

∂%u%∂%(gε(|u%|)p−2u%)%n−1−α d%+

+ α

+∞∫

0

gε(|u%|)p−2u%∂%u%%
n−α−2 d%. (47)

Since

∂%(gε

(|u%|)p
)

= p gε(|u%|)p−2u%∂%u%, (48)

we have, by means of another integration by parts in the last integral of (47),

α

+∞∫

0

gε(|u%|)p−2u%∂%u%%
n−α−2 d% =

α

p

+∞∫

0

∂%

(
gε(|u%|)p

)
%n−α−2 d% =

= −α(n− 2− α)
p

∫

K

gε(|u%|)p%n−3−α d% +O(εp),

where K is the support of u%.
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This proves the identity
∫

Rn

∆u gε(|u|)p−2u
dx

|x|α = −ωn−1

[
(n− 1)

∫

K

gε(|u%|)p−2u2
%%

n−3−α d%+

+
α(n− 2− α)

p

∫

K

gε(|u%|)p%n−3−α d%+

+
∫

K

∂%u%∂%

(
gε(|u%|)p−2u%

)
%n−1−α d%

]
+O(εp). (49)

We have also
∫

Rn

∇(div u)gε(|u|)p−2u
dx

|x|α = −
∫

Rn

div u div
(
gε(|u|)p−2u|x|−α

)
dx =

= −ωn−1

+∞∫

0

1
%n−1

∂%(%n−1u%)∂%

(
%n−1−αgε(|u%|)p−2u%

)
d%. (50)

Moreover,

1
%n−1

∂%(%n−1u%) ∂%

(
%n−1−αgε(|u%|)p−2u%

)
=

= (n− 1)(n− 1− α)%n−3−αgε(|u%|)p−2u2
%+

+ (n−1)%n−2−αu%∂%

(
gε(|u%|)p−2u%

)
+(n−1−α)%n−2−αgε(|u%|)p−2u%∂%u%+

+ %n−1−α∂%u%∂%

(
gε(|u%|)p−2u%

)
. (51)

In view of (48) we may write
+∞∫

0

%n−2−αgε(|u%|)p−2u%∂%u% d% =
1
p

+∞∫

0

%n−2−α∂%

(
gε(|u%|)p

)
d% =

= −n− 2− α

p

∫

K

%n−3−αgε(|u%|)p d% +O(εp). (52)

Since

∂%

(
gε(|u%|)p−2u2

%

)
= u%∂%

(
gε(|u%|)p−2u%

)
+ gε(|u%|)p−2u%∂%u%

and using again (48), we find

+∞∫

0

%n−2−αu%∂%

(
gε(|u%|)p−2u%

)
d% =

=

+∞∫

0

%n−2−α∂%

(
gε(|u%|)p−2u2

%

)
d%−

+∞∫

0

%n−2−αgε(|u%|)p−2u%∂%u% d% =
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= −(n− 2− α)
∫

K

%n−3−αgε(|u%|)p−2u2
% d%−

− 1
p

+∞∫

0

%n−2−α∂%

(
gε(|u%|)p

)
d% +O(εp) =

= −(n− 2− α)
∫

K

%n−3−αgε(|u%|)p−2u2
% d%+

+
n− 2− α

p

∫

K

%n−3−αgε(|u%|)p d% +O(εp). (53)

By (50), (51), (52) and (53) we obtain

∫

Rn

∇(div u)gε(|u|)p−2u
dx

|x|α =

= −ωn−1

[
(n− 1)

∫

K

%n−3−αgε(|u%|)p−2u2
% d%+

+
α(n− 2− α)

p

∫

K

%n−3−αgε(|u%|)p d%+

+
∫

K

∂%u%∂%

(
gε(|u%|)p−2u%

)
%n−1−α d%

]
+O(εp). (54)

From (49) and (54) it follows that

∫

Rn

(
∆u +

1
1− 2ν

∇ div u
)
gε(|u|)p−2u

dx

|x|α =

= −ωn−1
2(1− ν)
1− 2ν

[
(n− 1)

∫

K

%n−3−αgε(|u%|)p−2u2
% d%+

+
α(n− 2− α)

p

∫

K

%n−3−αgε(|u%|)p d%+

+
∫

K

∂%u%∂%

(
gε(|u%|)p−2u%

)
%n−1−α d%

]
+O(εp).

Seeing that, given a ∈ R, there exists a constant Cα such that (gε(s))a 6
Cα(sa +εa) (s > 0), we may apply the dominated convergence theorem and
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find
∫

Rn

(
∆u +

1
1− 2ν

∇ div u
)
|u|p−2u

dx

|x|α =

= −ωn−1
2(1− ν)
1− 2ν

{[
n− 1 +

α(n− 2− α)
p

] ∫

K

%n−3−α|u%|p d%+

+
∫

K

∂%u%∂%(|u%|p−2u%)%n−1−α d%

}
.

Keeping in mind that either ν > 1 or ν < 1/2, the last equality shows
that (45) holds if and only if

[
n− 1 +

α(n− 2− α)
p

] ∫

K

%n−3−α|u%|p d%+

+
∫

K

∂%u%∂%(|u%|p−2)%n−1−α d% > 0. (55)

Setting v% = |u%|(p−2)/2u%, we see that (55) is equivalent to

[
n− 1 +

α(n− 2− α)
p

] +∞∫

0

|v%|2%n−3−α d%+

+
4

p p′

+∞∫

0

(∂%v%)2%n−1−α d% > 0. (56)

If α = n− 2 the inequality (56) is obviously satisfied. For α 6= n− 2, we
recall the Hardy inequality (see, for instance, Maz’ya [13, p. 40])

+∞∫

0

v2(%)
%α−n+3

d% 6 4
(α− n + 2)2

+∞∫

0

(∂%v(%))2

%α−n+1
d%, (57)

which holds for any v ∈ C∞0 (R) provided α 6= n − 2, under the condition
v(0) = 0 when α > n− 2.

Inequality (56) can be written as

− p p′

4

[
n− 1 +

α(n− 2− α)
p

] +∞∫

0

|v%|2%n−3−α d% 6

6
+∞∫

0

(∂%v%)2%n−1−α d%. (58)
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Now we see that (58) holds if and only if

−p p′

4

[
n− 1 +

α(n− 2− α)
p

]
6 (α− n + 2)2

4
. (59)

In fact, if (59) holds, then (58) is true, because of (57). Viceversa, if (58)
holds, thanks to the arbitrariness of v% and to the sharpness of the constant
in (57), we get (59).

A simple manipulation shows that the latter inequality is equivalent to

−
(α− (n + p− 2))( α

p−1 + (n + p′ − 2))

p p′
> 0,

which in turn is equivalent to (46). The theorem is proved. ¤

We remark that the inequalities

−(p− 1)(n + p′ − 2) < 0 < n + p− 2

are always satisfied and therefore condition (46) is never empty.
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Abstract. The paper is devoted to Mellin convolution operators with
meromorphic kernels in Bessel potential spaces. We encounter such oper-
ators while investigating boundary value problems for elliptic equations in
planar 2D domains with angular points on the boundary.

Our study is based upon two results. The first concerns commutants
of Mellin convolution and Bessel potential operators: Bessel potentials al-
ter essentially after commutation with Mellin convolutions depending on
the poles of the kernel (in contrast to commutants with Fourier convolu-
tion operatiors.) The second basic ingredient is the results on the Banach
algebra Ap generated by Mellin convolution and Fourier convolution oper-
ators in weighted Lp-spaces obtained by the author in 1970’s and 1980’s.
These results are modified by adding Hankel operators. Examples of Mellin
convolution operators are considered.

2010 Mathematics Subject Classification. 47G30, 45B35, 45E10.
Key words and phrases. Fourier convolution, Mellin convolution,

Bessel potentials, meromorphic kernel, Banach algebra, symbol, fixed sin-
gularity, Fredholm property, index.

îâäæñéâ. ê�öîëéæ éæúôãêæèæ� éâèæêæï çëêãëèñùææï ëìâî�ðëîâ�æï�á-
éæ éâîëéëîòñèæ �æîåãâ�æå, îëéèâ�æù éëóéâáâ�âê �âïâèæï ìëðâêùæ�èå�
ïæãîùââ�öæ. �ïâåæ ëìâî�ðëîâ�æ àãýãáâ�� ï�ï�äôãîë �éëù�êâ�æï à�éëçãèâ-
ãâ�öæ âèæòïñîæ áæòâîâêùæ�èñîæ à�êðëèâ�â�æï�åãæï �îðõâè 2-à�êäëéæèâ-
�æ�ê �îââ�öæ çñåýëã�êæ ï�äôãîæå.

øãâêæ à�éëçãèâã� âõîáêë�� ëî öâáâàï. ìæîãâèæ âýâ�� éâèæêæï çëêãëèñ-
ùæâ�æï á� �âïâèæï ìëðâêùæ�èâ�æï çëéñð�êðï: �âïâèæï ìëðâêùæ�èæï ëìâ-
î�ðëîæ à�êæùáæï �îïâ�æå ùãèæèâ��ï éâèæêæï çëêãëèñùææï ëìâî�ðëîå�ê
à�á�ïéæï öâáâà�á á� âï ùãèæèâ�� á�éëçæáâ�ñèæ� éâîëéëîòñèæ �æîå-
ãæï ìëèñïâ�äâ (òñîæâï çëêãëèñùææï ëìâî�ðëîæï�à�ê à�êïýã�ãâ�æå, îëéâ-
èå�ê�ù à�á�ïéæï öâáâà�á �âïâèæï ìëðâêùæ�èæ �î æùãèâ��). éâëîâ éêæöãêâ-
èëã�êæ öâáâàæ, îëéâèï�ù ãâõîáêë�æå, û�îéë�áàâêï ëìâî�ðëîâ�æï à�éëçã-
èâãæï öâáâàâ�ï ��ê�ýæï �èàâ�îæá�ê Ap, îëéâèæù û�îéëóéêæèæ� éâèæêæï çë-
êãëèñùææï á� òñîæâï çëêãëèñùææï ëìâî�ðëîâ�æï éæâî ûëêæ�ê Lp-ïæãîùâ-
â�öæ, îëéèâ�æù éæôâ�ñèæ� 1980-æ�ê ûèâ�öæ ïð�ðææï �ãðëîæï éæâî. �é öâ-
áâàâ�äâ á�é�ðâ�ñèæ� �ý�èæ öâáâàæ, îëéâèæù âýâ�� ÿ�êçâèæï ëìâî�ðëîâ�ï.
à�êýæèñèæ� éâèæêæï çëêãñèñùææï ëìâî�ðëîâ�æï é�à�èæåâ�æ.
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Introduction

It is well-known that various boundary value problems for PDE in pla-
nar domains with angular points on the boundary, e.g. Lamé systems in
elasticity (cracks in elastic media, reinforced plates), Maxwell’s system and
Helmholtz equation in electromagnetic scattering, Cauchy–Riemann sys-
tems, Carleman–Vekua systems in generalized analytic function theory etc.
can be studied with the help of the Mellin convolution equations of the form

Aϕ(t) := c0ϕ(t) +
c1
πi

∞∫

0

ϕ(τ) dt
τ − t +

∞∫

0

K
( t
τ

)
ϕ(τ)

dτ

τ
= f(t), (1)

with the kernel K satisfying the condition
∞∫

0

tβ−1|K (t)| dt <∞, 0 < β < 1, (2)

which makes it a bounded operator in the weighted Lebesgue space
Lp(R+, tγ), provided 1 6 p 6∞, −1 < γ < p− 1, β := (1 + γ)/p (cf. [17]).

In particular, integral equations with fixed singularities in the kernel

c0(t)ϕ(t) +
c1(t)
πi

∞∫

0

ϕ(τ) dt
τ − t +

+
n∑

k=0

ck+2(t)tk−r

πi

∞∫

0

τ rϕ(τ) dτ
(τ + t)k+1

= f(t), 0 6 t 6 1, (3)

where 0 6 r 6 k are of type (1) after localization, i.e. after “freezing” the
coefficients.

The Fredholm theory and the unique solvability of equations (1) in the
weighted Lebesgue spaces were accomplished in [17]. This investigation
was based on the following observation: if 1 < p < ∞, −1 < γ < p − 1,
β := (1+γ)/p, the following mutually invertible exponential transformations

Zβ : Lp([0, 1], tγ) −→ Lp(R+),

Zβϕ(ξ) := e−βξϕ(e−ξ), ξ ∈ R := (−∞,∞),

Z−1
β : Lp(R+) −→ Lp([0, 1], tγ),

Z−1
β ψ(t) := t−βψ(− ln t), t ∈ R+ := (0,∞),

(4)

transform the equation (1), treated in the weighted Lebesgue space f, ϕ ∈
Lp(R+, tγ) into the Fourier convolution equation W 0

Aβ
ψ = g, ψ = Zβϕ, g =

Zβf ∈ Lp(R) of the form

W 0
Aβ
ψ(x) = c0ψ(x) +

∞∫

−∞

K1(x− y)ϕ(y) dy,
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K1(x) = e−βx
[ c1

1− e−x + K (e−x)
]
.

Note that the symbol of the operator W 0
Aβ

, viz. the Fourier transform of
the kernel

Aβ(ξ) := c0 +

∞∫

−∞

eiξxK1(x) dx

:= c0 − ic1 cotπ(β − iξ) +

∞∫

−∞

e(iξ−β)xK (e−x) dx, ξ ∈ R (5)

is a piecewise continuous function. Let us recall that the theory of Fourier
convolution operators with discontinuous symbols is well developed, cf.
[13, 14, 15, 16, 42]. This allows one to investigate various properties of
the operators (1), (3). In particular, Fredholm criteria, index formula and
conditions of unique solvability of the equations (1) and (3) have been es-
tablished in [17].

Similar integral operators with fixed singularities in kernel arise in the
theory of singular integral equations with the complex conjugation

a(t)ϕ(t) +
b(t)
πi

∫

Γ

ϕ(τ) dt
τ − t +

e(t)
πi

∫

Γ

ϕ(τ) dt
τ − t = f(t), t ∈ Γ

and in more general R-linear equations

a(t)ϕ(t) + b(t)ϕ(t) +
c(t)
πi

∫

Γ

ϕ(τ) dt
τ − t +

d(t)
πi

∫

Γ

ϕ(τ) dt
τ − t +

+
e(t)
πi

∫

Γ

ϕ(τ) dt
τ − t +

g(t)
πi

∫

Γ

ϕ(τ) dt
τ − t = f(t), t ∈ Γ,

if the contour Γ possesses corner points. Note that a complete theory of
such equations is presented in [24, 25], whereas approximation methods have
been studied in [10, 11].

Let t1, . . . , tn ∈ Γ be the corner points of a piecewise-smooth contour Γ,
and let Lp(Γ, ρ) denote the weighted Lp-space with a power weight ρ(t) :=
n∏
j=1

|t − tj |γj . Assume that the parameters p and βj := (1 + γj)/p satisfy

the conditions

1 < p <∞, 0 < βj < 1, j = 1, . . . , n.

If the coefficients of the above equations are piecewise-continuous matrix
functions, one can construct a function A~β(t, ξ), t ∈ Γ, ξ ∈ R, ~β :=
(β1, . . . , βn), called the symbol of the equation (of the related operator).
It is possible to express various properties of the equation in terms of A~β :
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• The equation is Fredholm in Lp(Γ, ρ) if and only if its symbol is
elliptic., i.e. iff inf(t,ξ)∈Γ×R | A~β(t, ξ)| > 0;

• To an elliptic symbol A~β(t, ξ) there corresponds an integer valued in-
dex
ind A~β(t, ξ), the winding number, which coincides with the Fred-
holm index of the corresponding operator modulo a constant mul-
tiplier.

For more detailed survey of the theory and various applications to the
problems of elasticity we refer the reader to [13, 14, 15, 17, 18, 19, 20, 21, 40].

Similar approach to boundary integral equations on curves with corner
points based on Mellin transformation has been exploited by M. Costabel
and E. Stephan [5, 6].

However, one of the main problems in boundary integral equations for
elliptic partial differential equations is the absence of appropriate results
for Mellin convolution operators in Bessel potential spaces, cf. [18, 20,
21] and recent publications on nano-photonics [1, 2, 32]. Such results are
needed to obtain an equivalent reformulation of boundary value problems
into boundary integral equations in Bessel potential spaces. Nevertheless,
numerous works on Mellin convolution equations seem to pay almost no
attention to the mentioned problem.

The first arising problem is the boundedness results for Mellin convolu-
tion operators in Bessel potential spaces. The conditions on kernels known
so far are very restrictive. The following boundedness result for the Mellin
convolution operator is proved in the yet unpublished paper by V. Didenko
and R. Duduchava.

Proposition 0.1. Let 1 < p <∞ and let m = 1, 2, . . . be an integer. If
a function K satisfies the condition

1∫

0

t
1
p−m−1|K (t)| dt+

∞∫

1

t
1
p−1|K (t)| dt <∞, (6)

then the Mellin convolution operator (see (1))

A = M0
A1/p

: H̃s
p(R+) −→ Hs

p(R+) (7)

with the symbol (see (5))

A1/p(ξ) := c0 + c1 cothπ
( i
p

+ ξ
)

+

∞∫

0

t
1
p−iξK (t)

dt

t
, ξ ∈ R, (8)

is bounded for any 0 6 s 6 m.

Note that the condition

Kβ :=

∞∫

0

tβ−1|K (t)| dt <∞ (9)
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and the constraints (16) ensure that the operator

M0
a : Lp(R+, tγ) −→ Lp(R+, tγ)

is bounded and the norm of the Mellin convolution

M0
aβ
ϕ(t) :=

∞∫

0

K
( t
τ

)
ϕ(τ)

dτ

τ
. (10)

admits the estimate ‖M0
aβ
‖ 6 Kβ .

The above-formulated result has very restricted application. For exam-
ple, the operators

Nαϕ(t) :=
sinα
π

∞∫

0

t ϕ(τ) dτ
t2 + τ2 − 2tτ cosα

,

N∗αϕ(t) :=
sinα
π

∞∫

0

τ ψj(τ) dτ
t2 + τ2 − 2tτ cosα

,

Mαϕ(t) :=
1

2π

∫

R+

[τ cosα− t]ϕ(τ) dτ
t2 + τ2 − 2t τ cosα

, −π < α < π,

(11)

which we encounter in boundary integral equations for elliptic boundary
value problems (see [4, 27]), as well as the operators

Nm,kϕ(t) :=
tk

πi

∞∫

0

τm−kϕ(τ) dτ
(τ + t)m+1

, k = 0, . . . ,m, (12)

represented in (3), do not satisfy the conditions (6). In particular, Nα

satisfies condition (6) only for m = 1 and Nm,k only for m = k. Although,
as we will see below in Theorem 2.5, all operators Nα, N∗α and Nm,k are
bounded in Bessel potential spaces in the setting (17) for all s ∈ R.

In the present paper we introduce admissible kernels, which are mero-
morphic functions on the complex plane C, vanishing at the infinity

K (t) :=
∑̀

j=0

dj
t− cj

+
∞∑

j=`+1

dj
(t− cj)mj

, cj 6= 0, j = 0, 1, . . . ,

c0, . . . , c` ∈ R, 0 < αk := | arg ck| 6 π, k = `+ 1, `+ 2, . . .

(13)

having poles at c0, c1, . . . ∈ C \ {0} and complex coefficients dj ∈ C. The
Mellin convolution operator

Km
c ϕ(t) :=

∞∫

0

τm−1ϕ(τ) dτ
(t− c τ)m

. (14)

corresponding to the kernel

K (t) :=
1

(t− c)m , cj 6= 0
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(see Definition 2.1) turns out to be bounded in the Bessel potential spaces
(see Theorem 2.5).

In order to study Mellin convolution operators in Bessel potential spaces,
we use the “lifting” procedure, performed with the help of the Bessel poten-
tial operators Λs+ and Λs−r− , which transform the initial operator M0

a into the
lifted operator Λs−r− M0

aΛ−s+ acting already on a Lebesgue Lp spaces. How-
ever, the lifted operator is neither Mellin nor Fourier convolution and to
describe its properties, one has to study the commutants of Bessel potential
operators and Mellin convolutions with meromorphic kernels. It turns out
that Bessel potentials alter after commutation with Mellin convolutions and
the result depends essentially on poles of the meromorphic kernels. These
results allows us to show that the lifted operator Λs−r− MaΛ−s+ belongs to
the Banach algebra of operators generated by Mellin and Fourier convolu-
tion operators with discontinuous symbols. Since such algebras have been
studied before [22], one can derive various information (Fredholm prop-
erties, index, the unique solvability) about the initial Mellin convolution
equation M0

aϕ = g in Bessel potential spaces in the settings ϕ ∈ H̃s
p(R+),

g ∈ H̃s−r
p (R+) and in the settings ϕ ∈ H̃s

p(R+), g ∈ Hs−r
p (R+).

The results of the present work will be applied to the investigation of
some boundary value problems studied before by Lax–Milgram Lemma in
[1, 2]. Note that the present approach is more flexible and provides better
tools for analyzing the solvability of the boundary value problems and the
asymptotic behavior of their solutions.

It is worth noting that the obtained results can also be used to study
Schrödinger operator on combinatorial and quantum graphs. Such a prob-
lem has attracted a lot of attention recently, since the operator mentioned
above possesses interesting properties and has various applications, in par-
ticular, in nano-structures (see [36, 37] and the references there). Another
area for application of the present results are Mellin pseudodifferential oper-
ators on graphs. This problem has been studied in [39], but in the periodic
case only. Moreover, some of the results can be applied in the study of sta-
bility of approximation methods for Mellin convolution equations in Bessel
potential spaces.

The present paper is organized as follows. In the first section we ob-
serve Mellin and Fourier convolution operators with discontinuous symbols
acting on Lebesgue spaces. Most of these results are well known and we
recall them for convenience. In the second section we define Mellin convo-
lutions with admissible meromorphic kernels and prove their boundedness
in Bessel potential spaces. In Section 2 is proved the key result on com-
mutants of the Mellin convolution operator (with admissible meromorphic
kernel) and a Bessel potential. In Section 3 we enhance results on Banach
algebra generated by Mellin and Fourier convolution operators by adding
explicit definition of the symbol of a Hankel operator, which belong to this
algebra. In Sections 4 the obtained results are applied to describe Fredholm
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properties and the index of Mellin convolution operators with admissible
meromorphic kernels in Bessel potential spaces.

1. Mellin Convolution and Bessel Potential Operators

Let N be a positive integer. If there arises no confusion, we write A for
both scalar and matrix N ×N algebras with entries from A. Similarly, the
same notation B is used for the set of N -dimensional vectors with entries
from B. It will be usually clear from the context what kind of space or
algebra is considered.

The integral operator (1) is called Mellin convolution. More generally, if
a ∈ L∞(R) is an essentially bounded measurable N × N matrix function,
the Mellin convolution operator M0

a is defined by

M0
aϕ(t) := M−1

β aMβϕ(t) =
1

2π

∞∫

−∞

a(ξ)

∞∫

0

( t
τ

)iξ−β
ϕ(τ)

dτ

τ
dξ, ϕ ∈ S(R+),

where S(R+) is the Schwartz space of fast decaying functions on R+, whereas
Mβ and M−1

β are the Mellin transform and its inverse, i.e.

Mβψ(ξ) :=

∞∫

0

tβ−iξψ(t)
dt

t
, ξ ∈ R,

M−1
β ϕ(t) :=

1
2π

∞∫

−∞

tiξ−βϕ(ξ) dξ, t ∈ R+.

The function a(ξ) is usually referred to as a symbol of the Mellin opera-
tor M0

a. Further, if the corresponding Mellin convolution operator M0
a is

bounded on the weighted Lebesgue space Lp(R+, tγ) of N -vector functions
endowed with the norm

∥∥ϕ | Lp(R+, tγ)
∥∥ :=

[ ∞∫

0

tγ |ϕ(t)|p dt
]1/p

,

then the symbol a(ξ) is called an Lp(R+, tγ) Mellin multiplier. The trans-
formations

Zβ : Lp(R+, tγ) −→ Lp(R), Zβϕ(ξ) := e−βtϕ(e−ξ), ξ ∈ R,

Z−1
β : Lp(R) −→ Lp(R+, tγ), Z−1

β ψ(t) := t−βψ(− ln t), t ∈ R+,

generate an isometrical isomorphism between the corresponding Lp-spaces.
Moreover, the relations

Mβ = FZβ , M−1
β = Z−1

β F−1,

M0
a = M−1

β aMβ = Z−1
β F−1aFZβ = Z−1

β W 0
aZβ ,

(15)
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where F and F−1 are the Fourier transform and its inverse,

Fϕ(ξ) :=

∞∫

−∞

eiξxϕ(x) dx, F−1ψ(x) :=
1

2π

∞∫

−∞

e−iξxψ(ξ) dξ, x ∈ R ,

show a close connection between Mellin M0
a and Fourier

W 0
aϕ := F−1aFϕ, ϕ ∈ S(R),

convolution operators, as well as between the corresponding transforms.
Here S(R) denotes the Schwartz class of infinitely smooth functions, decay-
ing fast at the infinity.

An N ×N matrix function a(ξ), ξ ∈ R is called a Fourier Lp-multiplier if
the operatorW 0

a : Lp(R) −→ Lp(R) is bounded. The set of all Lp-multipliers
is denoted by Mp(R).

From (15) immediately follows the following

Proposition 1.1. The class Mp(R) of Fourier Lp-multipliers coincides
with the class of Mellin Lp(R+, tγ) multiplier.

It is known, see, e.g. [17], that Mp(R) is a Banach algebra which contains
the algebra V1(R) of all functions with finite variation provided that

β :=
1 + γ

p
, 1 < p <∞, −1 < γ < p− 1. (16)

As it was already mentioned, the primary aim of the present paper is to
study Mellin convolution operators M0

a acting in Bessel potential spaces,

M0
a : H̃s

p(R+) −→ Hs
p(R+). (17)

The symbols of these operators are N ×N matrix functions a ∈ CM0
p(R),

continuous on the real axis R with the only one possible jump at infin-
ity. We commence with the definition of the Besseel potential spaces and
Bessel potentials, arranging isometrical isomorphisms between these spaces
and enabling the lifting procedure, writing a Fredholm equivalent operator
(equation) in the Lebesgue space Lp(R+) for the operator M0

a in (17).
For s ∈ R and 1 < p < ∞, the Bessel potential space, known also as

a fractional Sobolev space, is the subspace of the Schwartz space S′(R) of
distributions having the finite norm

∥∥ϕ | Hs
p(R)

∥∥ :=
[ ∞∫

−∞

∣∣F−1
(
1 + |ξ|2

)s/2(Fϕ)(t)
∣∣p dt

]1/p

<∞.

For an integer parameter s = m = 1, 2, . . . , the space Hs
p(R) coincides

with the usual Sobolev space endowed with an equivalent norm

∥∥ϕ |Wm
p (R)

∥∥ :=
[ m∑

k=0

∞∫

−∞

∣∣∣d
kϕ(t)
dtk

∣∣∣
p

dt

]1/p

. (18)
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If s < 0, one gets the space of distributions. Moreover, H−sp′ (R) is the
dual to the space Hs

p(R+), provided p′ := p
p−1 , 1 < p <∞. Note that Hs

2(R)
is a Hilbert space with the inner product

〈ϕ,ψ〉s =
∫

R

(Fϕ)(ξ)(Fψ)(ξ)(1 + ξ2)s dξ, ϕ, ψ ∈ Hs(R).

By rΣ we denote the operator restricting functions or distributions de-
fined on R to the subset Σ ⊂ R. Thus Hs

p(R+) = r+(Hs
p(R)), and the norm

in Hs
p(R+) is defined by

∥∥f | Hs
p(R+)

∥∥ = inf
`

∥∥`f | Hs
p(R)

∥∥,

where `f stands for any extension of f to a distribution in Hs
p(R).

Further, we denote by H̃s
p(R+) the (closed) subspace of Hs

p(R) which
consists of all distributions supported in the closure of R+.

Notice that H̃s
p(R+) is always continuously embedded in Hs

p(R+), and if
s ∈ (1/p − 1, 1/p), these two spaces coincide. Moreover, Hs

p(R+) may be
viewed as the quotient-space Hs

p(R+) := Hs
p(R)/H̃s

p(R−), R− := (−∞, 0).
Let a ∈ L∞,loc(R) be a locally bounded m × m matrix function. The

Fourier convolution operator (FCO) with the symbol a is defined by

W 0
a := F−1aF . (19)

If the operator
W 0
a : Hs

p(R) −→ Hs−r
p (R) (20)

is bounded, we say that a is an Lp-multiplier (of order 0). The set of all
Lp-multipliers is denoted by Mp(R).

The Fourier convolution operator (FCO) on the semi-axis R+ with the
symbol a is defined by Wa = r+W

0
a where r+ := rR+ : Hs

p(R) −→ Hs
p(R+)

is the restriction operator.
Consider FCO

Wa = r+W
0
a : H̃s

p(R+) −→ Hs−r
p (R+), (21)

and Hankel operators

Ha = r+V W 0
a : H̃s

p(R+) −→ Hs−r
p (R+), V ψ(t) := ψ(−t), (22)

where r+ is the restriction operator to the semi-axes R+. Note that the
generalized Hoermander’s kernel of a FCO Wa depends on the difference of
arguments Ka(t− τ), while the Hoermander’s kernel ä of a Hankel operator
r+V W 0

a depends of the sum of the arguments Ka(t+ τ).
If Wa in (22) is bounded, we say that Wa has order r and a is an Lp

multiplier of order r. The set of all Lp multipliers of order r is denoted by
Mr
p(R). We did not use in the definition of the class of multipliers Mr

p(R)
the parameter s ∈ R. This is due to the fact that Mr

p(R) is independent
of s: if the operator Wa in (22) is bounded for some s ∈ R, it is bounded
for all other values of s. Another definition of the multiplier class Mr

p(R)
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is written as follows: a ∈ Mr
p(R) if and only if λ−ra ∈ Mp(R) = M0

p(R),
where λr(ξ) := (1 + |ξ|2)r/2. This assertion is one of the consequences of
the following theorem.

Theorem 1.2. Let 1 < p <∞. Then

(1) For any r, s ∈ R, γ ∈ C, Im γ > 0 the convolution operators (ΨDOs)

Λrγ = W 0
λrγ

: H̃s
p(R+) −→ H̃s−r

p (R+),

Λr−γ = r+W
0
λr−γ

` : Hs
p(R+) −→ Hs−r

p (R+),

λr±γ(ξ) := (ξ ± γ)r, ξ ∈ R, Im γ > 0,

(23)

which arrange isomorphisms of the corresponding spaces (see [17,
28]). Here ` : Hs

p(R+) −→ Hs
p(R) is some extension operator, define

an isomorphism between the corresponding spaces. The final result
is independent of the choice of an extension `. r+ is the restriction
from the axes R to the semi-axes R+.

(2) For any operator A : H̃s
p(R+) −→ Hs−r

p (R+) of the order r, the
following diagram is commutative

H̃s
p(R+) A // Hs−r

p (R+)

Λs−r−
��

Lp(R+)
Λs−r− AΛ−s+

//

Λ−s+

OO

Lp(R+)

. (24)

The diagram (23) provides an equivalent lifting of the operator A of
order r to the operator Λs−r− AΛ−s+ : Lp(R+) −→ Lp(R+) of order 0.

(3) If A = Wa : Hs
p(R+) −→ Hs−r

p (R+) is a bounded convolution op-
erator of order r, then the lifted operator Λs−r− AΛ−s+ : Lp(R+) −→
Lp(R+) is also a convolution operator Wa0 , with the symbol

a0(ξ) = λs−r−γ (ξ)a(ξ)λ−sγ (ξ) =
(ξ − γ
ξ + γ

)s−r a(ξ)
(ξ + i)r

.

Proof. For the proof we refer the reader to [17, Lemma 5.1] and [26, 28]. �

Remark 1.3. The class of Fourier convolution operators is a subclass
of pseudodifferential operators (ΨDOs). Moreover, for integer parameters
m = 1, 2, . . . the Bessel potentials Λm± = Wλm±γ

, which are the Fourier convo-
lutions of order m, are ordinary differential operators of the same order m:

Λm±γ = Wλm±γ
=
(
i
d

dt
± γ
)m

=
m∑

k=0

(
m

k

)
ik(±γ)m−k

dk

dtk
. (25)

These potentials map both spaces (cf. (23))

Λm±γ : H̃s
p(R+) −→ H̃s−r

p (R+),

: Hs
p(R+) −→ Hs−m

p (R+),
(26)
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but the mappings are not isomorphisms because the inverses Λ−m±γ do not
map both spaces, only those indicated in (23).

2. Mellin Convolutions with Admissible Meromorphic Kernels

Now we consider kernels K (t), exposed in (13), (14), which are mero-
morphic functions on the complex plane C, vanishing at infinity, having
poles at c0, c1, . . . ∈ C \ {0} and complex coefficients dj ∈ C.

Definition 2.1. We call a kernel K (t) in (13) admissible iff:

(i) K (t) has only a finite number of poles c0, . . . , c` which belong to
the positive semi-axes, i.e., arg c0 = · · · = arg c` = 0;

(ii) The corresponding multiplicities are one m0 = · · · = m` = 1;

(iii) The points c`+1, c`+2, . . . do not condense to the positive semi-axes
except a finite number of points c0 > 0, . . . , c` > 0 from conditions
(i)–(ii) and their real parts are uniformly bounded

lim
j−→∞

cj 6∈ [0,∞), sup
j=`+1,`+2,...

Re cj 6 K <∞. (27)

(iv) If K (t) emerges as a kernel of the operator, a superposition of finite
number of operators with admissible kernels.

Example 2.2. The function

K (t) = exp
( 1
t− c

)
, Re c < 0 or Im c 6= 0

is an example of the admissible kernel which also satisfies the condition of
the next Theorem 2.5. More trivial examples of operators with admissible
kernels (which also satisfies the condition of the next Theorem 2.5) are
operators which we encounter in (3), in (11) and in (21) and, in general,
any finite sum in (13).

Example 2.3. The function

K (t) =
ln τ − c1c2 ln t

t− c1c2τ
, Im c1 6= 0, Im c2 6= 0,

is another example of the admissible kernel, which is the composition of
operators c2K1

c1K
1
c2 (see (14)) with admissible kernels which also satisfies

the condition of the next Theorem 2.5. More trivial examples of operators
with admissible kernels (which also satisfies the condition of the next The-
orem 2.5) are operators which we encounter in (3), in (11) and in (21) and,
in general, any finite sum in (13).

Theorem 2.4. Let conditions (16) hold, K (t) in (13) be an admissible
kernel and

Kβ :=
π

| sinπβ|
∞∑

j=0

2mj |dj | |cj |β−mj <∞. (28)
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Then the Mellin convolution M0
aβ

in (10) with the admissible meromorphic
kernel K (t) in (13) is bounded in the Lebesgue space Lp(R+, tγ) and its
norm is estimated by the constant ‖M0

aβ
| L (Lp(R+, tγ))‖ 6 MKβ with

some M > 0.
We can drop the constant M and replace 2mj by 2

mj
2 in the estimate (28)

provided Re cj < 0 for all j = 0, 1, . . . .

Proof. The first ` + 1 summands in the definition of the admissible kernel
(13) correspond to the Cauchy operators

A0ϕ(t) =
∑̀

j=0

dj
πi

∞∫

0

ϕ(τ) dτ
t− cjτ

, cj > 0, j = 0, 1, . . . , `,

and their boundedness property in the weighted Lebesgue space

A0 : Lp(R+, tγ) −→ Lp(R+, tγ) (29)

under constraints (16) is well known (see [35] and also [30]). Therefore we
can ignore the first ` summands in the expansion of the kernel K (t) in (13).
To the boundedness of the operator M0

a`β
with the remainder kernel

K `(t) :=
∞∑

j=`+1

dj
(t− cj)mj

, cj 6= 0, j = 0, 1, . . . ,

0 < αk := | arg ck| 6 π, k = `+ 1, `+ 2, . . .

(see (13)), we apply the estimate (9)

∥∥M0
a`β
| L (Lp(R+, tγ))

∥∥ 6

6

∞∫

0

tβ−1|K `(t)| dt 6
∞∑

j=`+1

|dj |
∞∫

0

tβ−1dt

|t− cj |mj
. (30)

Note now that

|t− cj |−mj =
(
t2 + |cj |2 − 2 Re cjt

)−mj2 6
( t2 + |cj |2

2

)−mj2
6

6 2mj (t+ |cj |)−mj for all t > 2K = 2 sup |Re cj | > 0.

due to the constraints (27). On the other hand,

|t− cj |−mj 6M(t+ |cj |)−mj for all 0 6 t 6 2K

and a certain constant M > 0. Therefore

|t− cj |−mj 6M2mj (t+ |cj |)−mj for all 0 < t <∞. (31)
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Next we recall the formula from [31, Formula 3.194.4]
∞∫

0

tβ−1 dt

(t+c)m
=(−1)m−1

(
β−1
m−1

)
πc β−m

sinπβ
, −π<arg c<π, Reβ<1, (32)

(
β − 1
m− 1

)
:=

(β − 1) · · · (β −m+ 1)
(m− 1)!

,

(
β − 1

0

)
:= 1

to calculate the integrals. By inserting the estimate (31) into (30) and
applying (32), we get
∥∥M0

a`β
| L (Lp(R+, tγ))

∥∥ 6

6
∞∑

j=`+1

|dj |
∞∫

0

tβ−1dt

|t− cj |mj
6M

∞∑

j=`+1

2mj |dj |
∞∫

0

tβ−1dt

(t+ |cj |)mj
6

6
πM

sinπβ

∞∑

j=`+1

2mj |dj |
∣∣∣∣
(
β − 1
mj − 1

)∣∣∣∣c
β−mj
j 6

6
πM

sinπβ

∞∑

j=`+1

2mj |dj |cβ−mjj = MKβ , (33)

since (see (32)) ∣∣∣∣
(
β − 1
mj − 1

)∣∣∣∣ 6 1,

where Kβ is from (28). The boundedness (29) and the estimate (33) imply
the claimed estimate

∥∥M0
aβ
| L (Lp(R+, tγ))

∥∥ 6MKβ .

If Re cj < 0 for all j = 0, 1, . . ., we have

1
|t− cj |mj

=
(
t2 + |c|2 − 2 Re cjt

)−mj2 6

6
(
t2 + |c|2

)−mj2 6 2
mj
2
(
t+ |cj |

)−mj

valid for all t > 0 and a constant M does not emerge in the estimate. �

Let us find the symbol (the Mellin transform of the kernel) of the operator
(14) for 0 < | arg c| < π, m = 1, 2, . . . (see (42), (14)). For this we apply
formula (32):

MβK
m
c (ξ) =

∞∫

0

tβ−iξ−1K m
c (t) dt =

∞∫

0

tβ−iξ−1

(t+ e∓πic)m
dt =

=
(
β − iξ − 1
m− 1

)
π(−1)m−1e∓π(β−iξ−m)i

sinπ(β − iξ) cβ−iξ−m =
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= −
(
β − iξ − 1
m− 1

)
πe∓π(β−iξ)i

sinπ(β − iξ) c
β−iξ−m, 0 < ± arg c < π (34)

and

MβK
m
−d(ξ) =

∞∫

0

tβ−iξ−1dt

(t+ d)m
=
(
β − iξ − 1
m− 1

)
(−1)m−1πdβ−iξ−m

sinπ(β − iξ) (35)

for 0 < | arg d| < π, ξ ∈ R.
In particular,

MβK
1
c (ξ) = −πe

∓π(β−iξ)icβ−iξ−1

sinπ(β − iξ) , 0 < ± arg c < π, (36)

MβK
1
−d(ξ) =

πd β−iξ−1

sinπ(β − iξ) , 0 < | arg d| < π, (37)

MβK
1
−1(ξ) =

π

sinπ(β − iξ) , ξ ∈ R. (38)

Now let us find the symbol of the Cauchy singular integral operator
K1

1 = −πiSR+ (see (43), (44)). For this we apply Plemeli formula and
formula (32):

MβK
1

1 (t) :=

∞∫

0

tβ−iξ−1K 1
1 (t) dt = −

∞∫

0

tβ−iξ−1 dt

t− 1
=

= lim
ε−→0

1
2

∞∫

0

[ tβ−iξ−1

t+ ei(π−ε)
+

tβ−iξ−1

t+ e−i(π−ε)

]
dt =

= lim
ε−→0

π
ei(π−ε)(β−iξ−1) + e−i(π−ε)(β−iξ−1)

2 sinπ(β − iξ) =

= π cotπ(β − iξ). (39)

For an admissible kernel with simple (non-multiple) poles m0 = m1 =
· · · = 1 and arg c0 = arg c` = 0 and 0 < ± arg cj < π, j = `+ 1, . . . we get

MβK (ξ) = π cotπ(β − iξ)
∑̀

j=0

djc
β−iξ−1
j −

− π

sinπ(β − iξ)
∞∑

j=`+1

dj

(
β − iξ − 1
m− 1

)
πe∓π(β−iξ)icβ−iξ−m. (40)

Theorem 2.5. Let 1 < p < ∞ and s ∈ R. The Mellin convolution
operator M0

aβ
in (10) with an admissible kernel K (see (13)) is bounded in

Bessel potential spaces

M0
a : H̃s

p(R+) −→ Hs
p(R+), (41)

provided the condition (28) holds and m0 := sup
j=0,1,...

mj <∞.
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The condition on the parameter p can be relaxed to 1 6 p 6∞, provided
the admissible kernel K in (13) has no poles on positive semi-axes αj =
arg cj 6= 0 for all j = 0, 1, . . . .

Proof. Due to the representation (13), we have to prove the theorem only
for a model kernel

K m
c (t) :=

1
(t− c)m , c 6= 0, 0 6 | arg c| < π, m = 1, 2, . . . . (42)

The corresponding Mellin convolution operator Km
c (see (14)) is bounded

in Lp(R+) for all 1 6 p 6∞ for arbitrary 0 < | arg c| < π (cf. (2)).
For arg c = 0 (i.e., c ∈ (0,∞),) by the definition of an admissible kernel

m = 1 and the corresponding operator coincides with the Cauchy singular
integral operator SR+

SR+ϕ(t) :=
1
πi

∞∫

0

ϕ(τ) dτ
τ − t (43)

modulo compact multiplier

K1
cϕ(t) :=

∞∫

0

ϕ(τ)dτ
t− c τ = −πi

c
(SR+ϕ)

( t
c

)
(44)

and is bounded in Lp(R+) for all 1 < p <∞ (cf., e.g., [17, 30]).
Now let 0 < arg c < 2π and m = 1. Then, if ϕ ∈ C∞0 (R+) is a smooth

function with compact support and k = 1, 2, . . ., integrating by parts we get

dk

dtk
K1
cϕ(t) =

∞∫

0

dk

dtk
1

t− c τ ϕ(τ) dτ = (−c)−k
∞∫

0

dk

dτk
1

t− c τ ϕ(τ) dτ =

= c−k
∞∫

0

1
t− c τ

dkϕ(τ)
dτk

dτ = c−k
(
K1
c

dk

dtk
ϕ
)

(t). (45)

For m = 2, 3, . . . , we similarly get

d

dt
Km
c ϕ(t) =

∞∫

0

d

dt

τm−1

(t− c τ)m
ϕ(τ) dτ =

=
m−1∑

j=0

(−c)−1−j
∞∫

0

d

dτ

τm−1−j

(t− c τ)m−j
ϕ(τ) dτ =

= −
m−1∑

j=0

(−c)−1−j
∞∫

0

τm−1−j

(t− c τ)m−j
d

dτ
ϕ(τ) dτ =

= −
m−1∑

j=0

(−c)−1−j
(
Km−j
c

d

dt
ϕ
)

(t)
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and, recurrently,

dk

dtk
Km
c ϕ(t)=(−1)k

m−1∑

j=0

(−c)−k−jγkj
(
Km−j
c

dk

dtk
ϕ
)

(t), k=1, 2, . . . , (46)

γ1
j = j + 1, γk0 = 1, γkj :=

j∑

r=0

γk−1
r , j = 0, 1, . . . ,m, k = 1, 2, . . . .

Recall now that for an integer s = n the spaces Hn
p (R+), H̃n

p (R+) coin-
cide with the Sobolev spaces Wn

p (R+), W̃n
p (R+), respectively (these spaces

are isomorphic and the norms are equivalent) and C∞0 (R+) is a dense sub-
set in W̃n

p (R+) = H̃n
p (R+). Then, using the equalities (45), (46) and the

boundedness results of the operators Km−j
c (see (14) and (43)), we proceed

as follows:

∥∥Km
c ϕ | Hn

p (R+)
∥∥ =

n∑

k=0

∥∥∥ d
k

dtk
Km
α ϕ | Lp(R+)

∥∥∥ =

=
m∑

k=0

m−1∑

j=0

|c|−k−jγkj
∥∥∥Km−j

c

dk

dtk
ϕ | Lp(R+)

∥∥∥ 6

6M
m∑

k=0

∥∥∥ d
k

dtk
ϕ | Lp(R+)

∥∥∥ = M
∥∥ϕ | Hm

p (R+)
∥∥, (47)

where M > 0 is a constant, and there follows the boundedness result (41) for
s = 0, 1, 2, . . . . The case of an arbitrary s > 0 follows by the interpolation
between the spaces Hm

p (R+) and H0
p(R+) = Lp(R+), also between the spaces

H̃m
p (R+) and H̃0

p(R+) = Lp(R+).
The boundedness result (41) for s < 0 follows by duality: the adjoint

operator to Km
c is

Km,∗
c ϕ(t) :=

∞∫

0

tm−1ϕ(τ) dτ
(τ − c t)m =

m∑

j=1

ωjK
j
c−1ϕ(t), (48)

for some constant coefficients ω1, . . . , ωm. The operator Km,∗
c has the ad-

missible kernel and, due to the proved part of the theorem is bounded in
the space setting Km,∗

c : H̃−sp′ (R+) −→ H−sp′ (R+), p′ := p/(p − 1), since
−s > 0. The initial operator Km

c : H̃s
p(R+) −→ Hs

p(R+) is dual to Km,∗
c

and, therefore, is bounded as well �

Corollary 2.6. Let 1 < p < ∞ and s ∈ R. A Mellin convolution
operator M0

a with an admissible kernel described in Definition 2.1 (also see
Example 2.3) and Theorem 2.5 is bounded in Bessel potential spaces, see
(41).
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With the help of formulae (25) and (45) for an integer m = 1, 2 . . . and
arbitrary complex parameters γ, c ∈ C it follows that

Λm−γK
1
cϕ =

(
i
d

dt
± γ
)m

K1
cϕ =

m∑

k=0

(
m

k

)
ik(±γ)m−k

dk

dtk
K1
cϕ =

=
m∑

k=0

(
m

k

)
ik(±γ)m−kc−k

(
K1
c

dk

dtk
ϕ
)

(t) =

= c−mK1
c

( m∑

k=0

(
m

k

)
ik(±c γ)m−k

dk

dtk
ϕ

)
(t) =

= c−mK1
cΛ

m
−c γϕ, ϕ ∈ H̃r

p(R+), 0 < | arg γ| < π. (49)

Next, we will generalize formula (49).

Theorem 2.7. Let 0 < | arg c| < π, 0 < | arg γ| < π, 0 < | arg(c γ)| < π,
r, s ∈ R, m = 1, 2, . . ., 1 < p <∞. Then

Λs−γK
m
c ϕ =

=

{
eσ(c,γ)πsic−sKm

c Λs−c γϕ if − π < arg c γ < 0,
eσ(c,γ)πsic−sK̃m

c Λs−c γϕ if 0 < arg c γ < π, ϕ ∈ H̃r
p(R+),

(50)

where

σ(c, γ) :=

{
0 if 0 < arg c < π,

sign arg(c γ)− sign arg γ if − π < arg c < 0,
(51)

K̃m
c ψ(t)=Km

c ψ+(t)+(−1)m−1Km
−cψ−(t), ψ∈Lp(R), ψ±∈Lp(R+), (52)

ψ±(t) := r+ψ(±t) and r+ is the restriction from R to R+.

Proof. First we consider the case m = 1 (a simple pole). Let Λs−γ,tψ(t, τ)
denote the action of the Bessel potential operator Λs−γ (see (23)) on a func-
tion ψ(t, τ) with respect to the variable t (see (14)):

Λs−γK
1
cϕ(t) := r+

∞∫

0

[
Λs−γ,t

1
t− c τ

]
ϕ(τ) dτ =

=
1

2π
r+

∞∫

0

ϕ(τ)

∞∫

−∞

e−iξt(ξ − γ)s
∞∫

−∞

eiξy

y − cτ dy dξ dτ, (53)

where r+ is the restriction to R+. The integrand in the last integral in
(53) is a meromorphic function with a single pole at c τ and the function
vanishes as |y| −→ ∞, provided ξ < 0 for 0 < arg c < π and for ξ > 0
for −π < arg c < 0, respectively. Therefore, by the Cauchy theorem, the
integral vanishes for ξ < 0 in the first and for ξ > 0 in the second case,
respectively. Since τ > 0, the integral is found with the help of the residue
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theorem:

∞∫

−∞

eiξy

y − cτ dy =





0 for ξ arg c < 0,
2πieicξτ for ξ > 0 and 0 < arg c < π,

−2πieicξτ for ξ < 0 and − π < arg c < 0.
(54)

Then

Λs−γK
1
cϕ(t) = ir+

∞∫

0

ϕ(τ)

∞∫

0

e−iξ(t−cτ)(ξ−γ)s dξ dτ, 0<arg c<π, (55a)

Λs−γK
1
cϕ(t) = −ir+

∞∫

0

ϕ(τ)

0∫

−∞

e−iξ(t−cτ)(ξ − γ)s dξ dτ =

= −ie−σ(γ)πsir+

∞∫

0

ϕ(τ)

∞∫

0

eiξ(t−cτ)(ξ + γ)s dξ dτ (55b)

for σ(γ) := sign arg γ, −π < arg c < 0

because arg(−ξ − γ) = arg(ξ + γ) ± π ∈ (−π, π) for 0 < ∓ arg γ < π. To
(55a) and (55b) we apply the formula (see [31, Formula 3.382.4])

∞∫

0

e−µξ(ξ + ν)s dξ = µ−s−1eνµΓ(s+ 1, νµ), (56)

s ∈ R, −π < arg ν < π, Reµ > 0.

To comply with the constraint −π < arg ν < π for ν = −γ, we choose
arg(−γ) = arg γ ± π for 0 < ∓ arg γ < π. From 0 < arg c < π follows the
constraint Reµ > 0 for µ = i(t − cτ) and from (55a) with the help of (56)
we get

Λs−γK
1
cϕ(t) = ir+

∞∫

0

(it−icτ)−s−1e−iγ(t−cτ)Γ(s+ 1,−iγ(t−cτ))ϕ(τ) dτ=

= e−
π
2 sir+

∞∫

0

e−iγ(t−cτ)Γ(s+ 1,−iγ(t− cτ))
(t− cτ)s+1

ϕ(τ) dτ, (57a)

since arg(it − icτ) = arg(t − cτ) + π/2 ∈ (−π, π) and, therefore, i(it −
icτ)−s−1 = e−

π
2 si(t− cτ)−s−1 .

Similarly, from −π < arg c < 0 follows the constraint Reµ > 0 for
µ = −i(t− cτ) and from (55b) with the help of (56) we get

Λs−γK
1
cϕ(t) =

= −ie−σ(γ)πsir+

∞∫

0

(−it+icτ)−s−1e−iγ(t−cτ)Γ(s+1,−iγ(t−cτ))ϕ(τ) dτ =
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= e(−σ(γ)π+π
2 )si r+

∞∫

0

e−iγ(t−cτ)Γ(s+ 1,−iγ(t− cτ))
(t− cτ)s+1

ϕ(τ) dτ, (57b)

for σ(γ) := sign arg γ, −π < arg c < 0,

since arg(−it + icτ) = arg(t − cτ) − π/2 ∈ (−π, π) and, therefore, i(−it +
icτ)−s−1 = −eπ2 si (t− cτ)−s−1.

Next, we check what are the results if the Bessel potential Λsc γ,τ is applied
to the kernel 1

t−cτ of the operator K1
c with respect to the variable τ :

Aγϕ(t) := r+

∞∫

0

[
Λsc γ,y

1
t− c y

]
ϕ(τ) dτ =

=
1

2π
r+

∞∫

0

ϕ(τ)

∞∫

−∞

e−iξτ (ξ + c γ)s
∞∫

−∞

eiξy dy

t− cy dξ dτ =

= − 1
2πc

r+

∞∫

0

ϕ(τ)

∞∫

−∞

e−iξτ (ξ + c γ)s
∞∫

−∞

eiξy dy

y − c−1t
dξ dτ. (58)

The last integral in (58) is found with the help of the residue theorem, by
taking into account that τ > 0 (cf. (54)):

∞∫

−∞

eiξy

y − c−1t
dy =





0 for ξ arg c > 0,
−2πieic

−1ξ t for ξ < 0 and 0 < arg c < π,

2πieic
−1ξ t for ξ > 0 and − π < arg c < 0.

(59)

Applying formula (59), we proceed as follows:

Aγϕ(t) =
i

c
r+

∞∫

0

ϕ(τ)

0∫

−∞

e−iξ(τ−c
−1t)(ξ + c γ)s dξ dτ =

=
ieσ(cγ)πsi

c
r+

∞∫

0

ϕ(τ)

∞∫

0

e−ic
−1ξ(t−c τ)(ξ − c γ)s dξ dτ, (60a)

σ(γ) := sign arg γ for 0 < arg c < π,

because arg(−ξ + c γ) = arg(ξ − c γ)± π ∈ (−π, π). Similarly,

Aγϕ(t) = − i
c
r+

∞∫

0

ϕ(τ)

∞∫

0

e−iξ(τ−c
−1t)(ξ + c γ)s dξ dτ =

= − i
c
r+

∞∫

0

ϕ(τ)

∞∫

0

eic
−1ξ(t−c τ)(ξ + c γ)s dξ dτ, −π < arg c < 0. (60b)

To (60a) and (60b) we apply the formula (56) with µ = ±ic−1(t− cτ) and
ν = ∓c γ, which yields νµ = −iγ(t−cτ). The constraint 0 < | arg(c γ)| < π,
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imposed in the theorem, allows us to comply with the condition −π < ν < π
by choosing arg(−c γ) = arg(c γ)∓π for ± arg(c γ) > 0. Another constraint
0 < | arg c| < π allows to comply with the condition Reµ > 0 in (56):
Re(±ic−1t∓ iτ) = ∓ Im c−1t = ±t Im c

|c|2 > 0 for 0 < ± arg c < π. We get the
following:

Aγϕ(t) =
ie−σ(cγ)πsi

c
r+×

×
∞∫

0

(ic−1)−s−1(t− c τ)−s−1e−iγ(t−c τ)Γ(s+ 1,−iγ(t− c τ))ϕ(τ) dτ =

= cse(σ(cγ)π−π2 )sir+

∞∫

0

e−iγ(t−c τ)Γ(s+ 1,−iγ(t− cτ))
(t− c τ)s+1

ϕ(τ) dτ (61a)

for σ(c γ) := sign arg(cγ), 0 < arg c < π,

since i−s−1 = i−1e−
π
2 si, and

Aγϕ(t) = − i
c
r+×

×
∞∫

0

(−ic−1)−s−1(t− c τ)−s−1e−iγ(t−c τ)Γ(s+ 1,−iγ(t− c τ))ϕ(τ) dτ =

= cse
π
2 sir+

∞∫

0

e−iγ(t−c τ)Γ(s+ 1,−iγ(t− c τ))
(t− c τ)s+1

ϕ(τ) dτ (61b)

for −π < arg c < 0, since (−i)−s−1 = ie
π
2 si.

From (57a)–(57b), (58) and (61)–(61) we derive the following equality:

Λs−γK
1
cϕ(t) =

∞∫

0

[
Λs−γ,t

1
t− cτ

]
ϕ(τ) dτ =

= c−se−σ0(c,γ)π si

∞∫

−∞

[
Λsc γ,τ

1
t− cτ

]
ϕ0(τ) dτ, (62)

where

σ0(c, γ) :=

{
σ(c γ) if 0 < arg c < π,

σ(γ) if − π < arg c < 0
(63)

and ϕ0 ∈ H1
2(R) is the extension of ϕ0 ∈ H̃1

2(R+) by 0 to the semi-axes
R− := R \ R+. Now note, that the operator Λsc γ,τ is the dual (adjoint) to
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the operator eσ(c γ)πsiΛs−c γ,τ i.e,

∞∫

−∞

(Λsc γ,τu)(τ)v(τ) dτ = eσ(c γ)πsi

∞∫

−∞

u(τ)(Λs−c γ,τv)(τ) dτ,

∀u, v ∈ C∞0 (R),

the equality can easily be verified by changing the orders of integration and
change the Fourier transform variable ξ to −ξ. We continue the equality
(62) as follows:

Λs−γK
1
cϕ(t) = c−se−σ0(c,γ)π si

∞∫

−∞

[
Λsc γ,τ

1
t− cτ

]
ϕ0(τ) dτ =

= eσ(c,γ)π sic−s
∞∫

−∞

Λs−c γϕ(τ) dτ
t− cτ ,

where σ(c, γ) is defined in (51). By the properties of the Bessel poten-
tial Λm−c γ , it maintains the support of a function supp ϕ ⊂ R+ for −π <
arg c γ < 0 but not for 0 < arg c γ < π. Therefore,

Λs−γK
1
cϕ(t) = eσ(c,γ)π sic−sK1

cΛ
s
−c γϕ(t) for − π < arg c γ < 0,

Λs−γK
1
cϕ(t) = eσ(c,γ)π sic−sK̃1

cΛ
s
−c γϕ(t) for 0 < arg c γ < π.

(64)

Formula (64) accomplishes the proof of formula (50) for an operator K1
c

(case m = 1) and under the additional constraint arg c 6= 0. For an operator
K1
c (case m = 1) but arg c = 0 and a case of an operator Km

c , m = 2, 3, . . .
we can deal with a perturbation:

1
(t− c)m = lim

ve−→0
Kε(t),

Kc1,ε,...,cm,ε(t) :=
1

(t− c1,ε) · · · (t− cm,ε)
=

m∑

j=1

dj(ε)
t− cj,ε

,
(65)

cj,ε=c(1+εeiωj ), ωj ∈(−π, π), arg cj,ε, arg cj,ε γj 6=0, j=1, . . . ,m.

the points and ω1, . . . , ωm ∈ (−π, π] are distinct ωj 6= ωk for j 6= k. The
case arg c = 0 is covered for m = 1. By equating the numerators in the
formula (65)

m∑

j=1

dj(ε)tm − (m− 1)
m∑

j=1

dj(ε)cj,εtm−1 + · · · =

=
m∑

j=1

dj(ε)(tm − ctm−1)− (m− 1)ε
m∑

j=1

eωjdj(ε)tm−1 + O(ε) = 1,
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we derive the last two equalities

dj(ε) = O(ε−1),
m∑

j=1

dj(ε) = 0,
m∑

j=1

eωjdj(ε) = 0, (66)

while the first one is well known. The claimed equality (64) holds for each
operator K1

cj,ε and

Λs−γK
m
c1,ε,...,cm,εϕ=

m∑

j=1

dj(ε)Λs−γK
1
cj,εϕ=

m∑

j=1

csj,εdj(ε)K
1
cj,εΛ

s
−c γj,εϕ, (67)

where

Km
c1,ε,...,cm,εϕ(t)=

∞∫

0

Kc1,ε,...,cm,ε

( t
τ

)
ϕ(τ)

dτ

τ
=

∞∫

0

τm−1ϕ(τ) dτ
(t− c1,ετ) · · · (t− cm,ετ)

.

Further, we assume that −π < arg c γ < 0. The case 0 < arg c γ < π is
considered similarly and we drop its proof.

Using the Bessel potentials (see (23)), we get

Λ−s−c γ
[
Λs−c γj,ε − Λs−c γ

]
= Waj,ε − I = Waj,ε−1, σ := σ(c, γ) = σ(c, γ),

aj,ε(ξ)− 1 =
(ξ − c γj,ε
ξ − c γ

)s
− 1 =

(
1− εeiωj

ξ
c γ − 1

)s
− 1 =

= − seiωj

ξ
c γ − 1

ε+ a0
j,ε(ξ)ε

2 =
s c γeiωj

ξ − c γ ε+ a0
j,ε(ξ)ε

2, a0
j,ε = O(1), (68)

c−sj,ε = c−s(1 + εeiωj )−s = c−s − c−sseiωjε+ bj,εε
2, bj,ε = O(1) (69)

as ε −→ 0. For ε sufficiently small, the value σ(cj,ε, γ) becomes independent
of j = 1, . . . ,m and ε, and we use the notation σ(c, γ) := σ(cj,ε, γ). Then,
by virtue of the equality (66) and asymptotic (68), (69), we get the following
equalities:

Λs−γK
m
c1,ε,...,cm,εϕ :=

m∑

j=1

dj(ε)Λs−γK
1
cj,εϕ =

=
m∑

j=1

eσ(c,γ)π sic−sj,εdj(ε)K
1
cj,εΛ

s
−c γj,εϕ =

=
m∑

j=1

eσ(c,γ)π si
[
c−s − c−sseiωjε+ bj,εε

2
]
dj(ε)K1

cj,εΛ
s
−c γj,εϕ =

=
m∑

j=1

eσ(c,γ)π si
[
c−s + bj,εε

2
]
dj(ε)K1

cj,εΛ
s
−c γj,εϕ =

= eσ(c,γ)π sic−s
m∑

j=1

dj(ε)K1
cj,εΛ

s
−c γϕ+
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+ eσ(c,γ)π sic−s
m∑

j=1

dj(ε)K1
cj,εΛ

s
−c γΛ−s−c γ

[
Λs−c γj,ε − Λs−c γ

]
ϕ+

+ ε2eσ(c,γ)π sic−s
m∑

j=1

dj(ε)bj,εK1
cj,εΛ

s
−c γj,εϕ =

= eσ(c,γ)π sic−sKm
c1,ε,...,cm,εΛ

s
−c γϕ+

+ eσ(c,γ)π sic−s
m∑

j=1

K1
cj,εdj(ε)

[
− s c γeiωjW 1

ξ+c γ
ε+Wa0

j,ε(ξ)
ε2
]
Λs−c γϕ+

+ eσ(c,γ)π sic−sε2
m∑

j=1

dj(ε)bjεK1
cj,εΛ

s
−γ cj,εϕ =

= eσ(c,γ)π sic−sKm
c1,ε,...,cm,εΛ

s
−c γϕ+

+ ε2eσ(c,γ)π sic−s
m∑

j=1

dj(ε)
[
bjε +Wa0

j,ε

]
K1
cj,εΛ

s
−c γj,εϕ. (70)

By using the boundedness result proved in Theorem 2.5, we get

lim
ε−→0

∥∥Km
c −Km

c1,ε,...,cm,εϕ | Hν
2(R+

∥∥ 6

6 lim
ε−→0

ε

m∑

j=1

∥∥Km
c,...,c,cj,ε,...,cm,εϕ | Hν

2(R+
∥∥ = 0. (71)

Further, invoking the well known formula for the norm of a convolution
operator in the Hilbert-Bessel spaces Lp(R+)

∥∥Wa | L (Hµ
2 (R+))

∥∥ =
∥∥Wa | L (L2(R+))

∥∥ = sup
ξ∈R
|a(ξ)| (72)

(cf., e.g., [17]) and using the property lim
ε−→0

ε2dj(ε) = 0 (see (66)), from

(70)–(72) we derive

Λs−γK
m
c ϕ = lim

ε−→0
Λs−γK

m
c1,ε,...,cm,εϕ =

= lim
ε−→0

[
eσ(c,γ)π sic−sKm

c1,ε,...,cm,εΛ
s
−c γϕ+

+ ε2eσ(c,γ)π sic−s
m∑

j=1

dj(ε)
[
bjε +Wa0

j,ε

]
K1
cj,εΛ

s
−c γj,εϕ

]
=

= eσ(c,γ)π sic−s lim
ε−→0

Km
c1,ε,...,cm,εΛ

s
−c γϕ =

= eσ(c,γ)π sic−sKm
c Λs−c γϕ

which accomplishes the proof. �
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3. Algebra Generated by Mellin and Fourier Convolution
Operators

Unlike the operators W 0
a and M0

a (see Section 1), possessing the property

W 0
aW

0
b = W 0

ab, M0
aM

0
b = M0

ab for all a, b ∈Mp(R), (73)

the composition of the convolution operators on the semi-axes Wa and Wb

(see (73)) cannot be computed by the rules similar to (73). Nevertheless,
the following propositions hold.

Proposition 3.1 ([17, Section 2]). Assume that 1 < p < ∞, and let
[Wa,Wb] := WaWb−WbWa be the commutant of the operators Wa and Wb.

If a, b ∈ Mp(R+) ∩ PC(
•
R) are piecewise-continuous scalar Lp-multipliers,

then the commutant [Wa,Wb] : Lp(R+) 7−→ Lp(R+) is compact.
Moreover, if, in addition, the symbols a(ξ) and b(ξ) of the operators Wa

and Wb have no common discontinuity points, i.e., if
[
a(ξ + 0)− a(ξ + 0)

][
b(ξ + 0)− b(ξ + 0)

]
= 0 for all ξ ∈

•
R,

then T = WaWb −Wab is a compact operator in Lp(R+).

Note that the algebra of N ×N matrix multipliers M2(R) coincides with
the algebra of N×N matrix functions essentially bounded on R. For p 6= 2,
the algebra Mp(R) is rather complicated. There are multipliers g ∈Mp(R)
which are elliptic, i.e. ess inf |g(x)| > 0, but 1/g 6∈ Mp(R). In connection
with this, let us consider the subalgebra PCMp(R) which is the closure of
the algebra of piecewise-constant functions on R in the norm of multipliers
Mp(R) ∥∥a |Mp(R)

∥∥ :=
∥∥W 0

a | Lp(R)
∥∥.

Note that any function g ∈ PCMp(R) ⊂ PC(R) has limits g(x± 0) for all
x ∈ R, including the infinity. Let

CMp(R) := C(R) ∩ PCM0
p(R), CM0

p(
•
R) := C(

•
R) ∩ PCMp(R),

where functions g ∈ CMp(R) (functions h ∈ C(
•
R)) might have jump only

at the infinity g(−∞) 6= g(+∞) (are continuous at the infinity h(−∞) =
h(+∞)).
PCMp(R) is a Banach algebra and contains all functions of bounded vari-

ation as a subset for all 1 < p <∞ (Stechkin’s theorem, see [17, Section 2]).
Therefore, cothπ(iβ + ξ) ∈ CMp(R) for all p ∈ (1,∞).

Proposition 3.2 ([17, Section 2]). If g ∈ PCMp(R) is an N×N matrix
multiplier, then its inverse g−1 ∈ PCMp(R) if and only if it is elliptic,
i.e. det g(x ± 0) 6= 0 for all x ∈ R. If this is the case, the corresponding
Mellin convolution operator M0

g : Lp(R+) 7−→ Lp(R+) is invertible and
(M0

g)
−1 = M0

g−1 .
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Moreover, any N×N matrix multiplier b ∈ CM0
p(
•
R) can be approximated

by polynomials

rn(ξ) :=
m∑

j=−m
cm

(ξ − i
ξ + i

)m
, rm ∈ CM0

p(R),

with constant N × N matrix coefficients, whereas any N × N matrix mul-
tiplier g ∈ CM0

p(R) having a jump discontinuity at infinity can be approxi-
mated by N ×N matrix functions d cothπ(iβ + ξ) + rm(ξ), 0 < β < 1.

Due to the connection between the Fourier and Mellin convolution oper-
ators (see Introduction, (4)), the following is a direct consequence of Propo-
sition 3.2.

Corollary 3.3. The Mellin convolution operator

A = M0
Aβ

: Lp(R, tγ),

in (1) with the symbol Aβ(ξ) in (5) is invertible if and only if the symbol is
elliptic,

inf
ξ∈R

∣∣ det Aβ(ξ)
∣∣ > 0 (74)

and the inverse is then written as A−1 = M0
A−1

1/p
.

The Hilbert transform on the semi-axis

SR+ϕ(x) :=
1
πi

∞∫

0

ϕ(y) dy
y − x (75)

is the Fourier convolution SR+ = W−sign on the semi-axis R+ with the
discontinuous symbol − sign ξ (see [17, Lemma 1.35]), and it is also the
Mellin convolution

SR+ = M0
sβ

= ZβW 0
sβ

Z−1
β , (76)

sβ(ξ) := cothπ(iβ + ξ)=
eπ(iβ+ξ)+e−π(iβ+ξ)

eπ(iβ+ξ)−e−π(iβ+ξ)
=−i cotπ(β−iξ), ξ∈R

(cf. (5) and (8)). Indeed, to verify (76) rewrite SR+ in the following form

SR+ϕ(x) :=
1
πi

∞∫

0

ϕ(y)
1− x

y

dy

y
=

∞∫

0

K
(x
y

)
ϕ(y)

dy

y
,

where K(t) := (1/πi)(1− t)−1. Further, using the formula
∞∫

0

tz−1

1− t dt = π cotπz, Re z < 1,

cf. [31, formula 3.241.3], one shows that the Mellin transform MβK(ξ)
coincides with the function sβ(ξ) from (76).
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For our aim we will need certain results concerning the compactness of
Mellin and Fourier convolutions in Lp-spaces. These results are scattered
in literature. For the convenience of the reader, we reformulate them here
as Propositions 3.4–3.8. For more details, the reader can consult [8, 17, 22].

Proposition 3.4 ([22, Proposition 1.6]). Let 1 < p < ∞, a ∈ C(
•
R+),

b ∈ CM0
p(
•
R) and a(0) = b(∞) = 0. Then the operators aM0

b ,M
0
b aI :

Lp(R+) −→ Lp(R+) are compact.

Proposition 3.5 ([17, Lemma 7.1] and [22, Proposition 1.2]). Let 1 <

p < ∞, a ∈ C(
•
R+), b ∈ CM0

p(
•
R) and a(∞) = b(∞) = 0. Then the

operators aWb,Wb aI : Lp(R+) −→ Lp(R+) are compact.

Proposition 3.6 ([22, Lemma 2.5, Lemma 2.6] and [8]). Assume that
1 < p <∞. Then

(1) If g ∈ CM0
p(
•
R) and g(∞) = 0, the Hankel operator Hg : Lp(R+) −→

Lp(R+) is compact;

(2) If the functions a ∈ C(
•
R), b ∈ CM0

p(R), c ∈ C(R+) and satisfy at
least one of the conditions

(i) c(0) = b(+∞) = 0 and a(ξ) = 0 for all ξ > 0,

(ii) c(0) = b(−∞) = 0 and a(ξ) = 0 for all ξ < 0,
then the operators cWaM

0
b , cM

0
bWa, WaM

0
b cI, M0

bWa cI : Lp(R+)
−→ Lp(R+) are compact.

Proof. Let us comment only on item 2 in Proposition 3.6, which is not
proved in [22], although is well known. The kernel k(x+ y) of the operator
Ha is approximated by the Laguerre polynomials km(x+y) = e−x−ypm(x+
y), m = 1, 2, . . . , where pm(x+y) are polynomials of order m so that the cor-
responding Hankel operators converge in norm ‖Ha−Ham | |L (Lp(R+))‖−→
0, where am = Fkm are the Fourier transforms of the Laguerre polynomials
(see, e.g. [29]). Since

|km(x+ y)| =
∣∣e−x−ypm(x+ y)

∣∣ 6 Cme−xe−yxmym, m = 1, 2, . . . ,

for some constant Cm, the condition on the kernel
∞∫

0

[ ∞∫

0

|km(x+ y)|p′ dy
]p/p′

dx <∞, p′ :=
p

p− 1
,

holds and ensures the compactness of the operator Ham : Lp(R+) −→
Lp(R+). Then the limit operator Ha = lim

m−→∞
Ham is compact as well. �

Proposition 3.7 ([17, Lemma 7.4] and [22, Lemma 1.2]). Let 1 < p <∞
and let a and b satisfy at least one of the conditions

(i) a ∈ C(R+), b ∈M0
p(R) ∩ PC(R),
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(ii) a ∈ PC(R+), b ∈ CM0
p(R).

Then the commutants [aI,Wb] and [aI,M0
b ] are compact operators in the

space Lp(R+).

Proposition 3.8 ([22]). The Banach algebra, generated by the Cauchy
singular integral operator SR+ and by the identity operator I on the semi-axis
R+, contains all Mellin and Fourier convolution operators on the semi-axis
with symbols from CM0

p(R), having discontinuity of the jump type only at
the infinity.

Moreover, the Banach algebra Fp(R+) generated by the Cauchy singular
integral operators with “shifts”

ScR+ϕ(x) :=
1
πi

∞∫

0

e−ic(x−y)ϕ(y) dy
y − x = W− sign(ξ−c)ϕ(x) for all c ∈ R

and by the identity operator I on the semi-axis R+ over the field of N ×N
complex valued matrices coincides with the Banach algebra generated by
Fourier convolution operators with piecewise-constant N×N matrix symbols
contains all Fourier convolution Wa and hankel Hb operators with N × N
matrix symbols (multipliers) a, b ∈ PCMp(R).

Let us consider the Banach algebra Ap(R+) generated by Mellin convo-
lution and Fourier convolution operators in the Lebesgue space Lp(R+)

A :=
m∑

j=1

M0
ajWbj , (77)

where M0
aj are Mellin convolution operators with continuous N ×N matrix

symbols aj ∈ CMp(R), Wbj are Fourier convolution operators with N ×N
matrix symbols bj ∈ CMp(R \ {0}) := CMp(R

− ∪ R+
) in the weighted

Lebesgue space Lp(R+, xα). The algebra of N × N matrix Lp-multipliers
CMp(R \ {0}) consists of those piecewise-continuous N ×N matrix multi-
pliers b ∈ Mp(R) ∩ PC(R) which are continuous on the semi-axis R− and
R+ but might have finite jump discontinuities at 0 and at the infinity.

This and more general algebras (see Remark 3.14) were studied in [22]
and also in earlier works [12, 21, 42].

In order to keep the exposition self-contained, to improve formulations
from [22] and to add Hankel operators as generators of the algebra, the
results concerning the Banach algebra generated by the operators (77) are
presented here with some modification and the proofs.

Note that the algebra Ap(R+) is actually a subalgebra of the Banach
algebra Fp(R+) generated by the Fourier convolution operators Wa act-
ing on the space Lp(R+) and having piecewise-constant symbols a(ξ), cf.
Proposition 3.8. Let S(Lp(R+)) denote the ideal of all compact operators
in Lp(R+). Since the quotient algebra Fp(R+)/S(Lp(R+)) is commutative
in the scalar case N = 1, the following is true.
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Corollary 3.9. The quotient algebra Ap(R+)/S(Lp(R+)) is commuta-
tive in the scalar case N = 1.

To describe the symbol of the operator (77), consider the infinite clock-
wise oriented “rectangle” R := Γ1 ∪ Γ−2 ∪ Γ+

2 ∪ Γ3, where (cf. Figure 1)

Γ1 := R× {+∞}, Γ±2 := {±∞} × R+
, Γ3 := R× {0}.

14

PC(R) in the weighted Lebesgue space Lp(R+, xα). Recall that this algebra has been studied
in [Du87] and also in earlier works [Du74, Du86, Th85]. In the present paper we are going
to use some of the results from the papers mentioned, namely the results concerning the
operators

A :=
m∑

j=1

M0
aj
Wbj , B :=

m∑

j=1

WbjM
0
aj
, (3.2)

with symbols aj ∈ CMp(R) and bj ∈ CMp(R \ {0}) := CMp(R
− ∪ R+

). The algebra of
N ×N matrix Lp-multipliers CMp(R \ {0}) consists of those piecewise-continuous N ×N
matrix multipliers b ∈Mp(R) ∩ PC(R), which are continuous on the semi-axis R− and R+

but may have finite jump discontinuities at 0 and at infinity.

In order to keep the exposition as self-contained as possible and to improve formulations
from [Du87], the results concerning the Banach algebra generated by the operators (3.2) are
presented here with the proofs.

Denote by Ap(R+) the Banach algebra generated by Mellin and Fourier convolution
operators (3.2) in the Lebesgue space Lp(R+). Note that the algebra Ap(R+) is actually
a subalgebra of the Banach algebra Fp(R+) generated by the Fourier convolution operators
Wa acting on the space Lp(R+) and having piecewise-constant symbols a(ξ), cf. Proposition
1.8. Let S(Lp(R+)) denote the ideal of all compact operators in Lp(R+). Since the quotient
algebra Fp(R+)/S(Lp(R+)) is commutative we derives the following assertion.

(ξ, 0)

(ξ,∞)

(−∞, η) (+∞, η)

Γ3

Γ1

Γ−2 Γ+
2

(−∞,∞)

(+∞, 0)(−∞, 0)

(+∞,∞)

Fig. 1

Corollary 3.1 The quotient alge-
bra Ap(R+)/S(Lp(R+)) is com-
mutative.

Let us now describe the symbol of
the operator A of (3.2), hence Fred-
holm properties and the index of A.
For, consider the infinite clockwise
oriented ”rectangle” R := Γ1∪Γ−2 ∪
Γ+

2 ∪ Γ3, where Γ1,Γ
±
2 and Γ3 are

the curves

Γ1 := R× {+∞}, Γ±2 := {±∞} × R+
, Γ3 := R× {0}, (3.3)

Figure 1. The domain R of definition of the symbol Ap(ξ, η).

The symbol Ap(ω) of the operator A in (77) is a function on the set R, viz.

Ap(ω) :=





m∑

j=1

aj(ξ)(bj)p(∞, ξ), ω = (ξ,∞) ∈ Γ1,

m∑

j=1

aj(+∞)bj(−η), ω = (+∞, η) ∈ Γ+
2 ,

m∑

j=1

aj(−∞)bj(η), ω = (−∞, η) ∈ Γ−2 ,

m∑

j=1

aj(ξ)(bj)p(0, ξ), ω = (ξ, 0) ∈ Γ3.

(78)

In (78) for a piecewise continuous function g ∈ PC(R) we use the notation

gp(∞, ξ) :=
1
2
[
g(+∞) + g(−∞)

]
−

− 1
2
[
g(+∞)− g(−∞)

]
cotπ

(1
p
− iξ

)
,

gp(t, ξ) :=
1
2
[
g(t+ 0) + g(t− 0)

]
−

− 1
2
[
g(t+ 0)− g(t− 0)

]
cothπ

(1
p
− iξ

)
,

(79)

where t, ξ ∈ R.
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To make the symbol Ap(ω) continuous, we endow the rectangle R with
a special topology. Thus let us define the distance on the curves Γ1, Γ±2 , Γ3

and on R by

ρ(x, y) :=
∣∣∣ arg

x− i
x+ i

− arg
y − i
y + i

∣∣∣ for arbitrary x, y ∈ R.

In this topology, the length |R| of R is 6π, and the symbol Ap(ω) is con-
tinuous everywhere on R. The image of the function det Ap(ω), ω ∈ R
(det Bp(ω)) is a closed curve in the complex plane. It follows from the con-
tinuity of the symbol at the angular points of the rectangle R where the
one-sided limits coincide. Thus

Ap(±∞,∞) =
m∑

j=1

[aj(±∞)bj(∓∞),

Ap(±∞, 0) =
m∑

j=1

[aj(±∞)bj(0∓ 0).

Hence, if the symbol of the corresponding operator is elliptic, i.e. if

inf
ω∈R

∣∣ det Ap(ω)
∣∣ > 0, (80)

the increment of the argument (1/2π) arg Ap(ω) when ω ranges through R
in the positive direction is an integer, is called the winding number or the
index and it is denoted by ind det Ap.

Theorem 3.10. Let 1 < p < ∞ and let A be defined by (77). The
operator A : Lp(R+) −→ Lp(R+) is Fredholm if and only if its symbol
Ap(ω) is elliptic. If A is Fredholm, the index of the operator has the value

Ind A = − ind det Ap. (81)

Proof. Note that our study is based on a localization technique. For more
details concerning this approach we refer the reader to [17, 19, 9, 30, 41].

Let us apply the Gohberg–Krupnik local principle to the operator A in
(79), “freezing” the symbol of A at a point x ∈ R := R ∪ {−∞} ∪ {+∞}.
For x ∈ R and ` ∈ N, ` ≥ 1, let C`x(R) denote the set of all `-times differ-
entiable non-negative functions which are supported in a neighborhood of
x ∈ R and are identically one everywhere in a smaller neighborhood of x.
For x ∈ {−∞}∪{+∞}∪{∞}, the functions from the corresponding classes
C`+∞(R) and C`−∞(R) vanish on semi-infinite intervals [−∞, c) and (−c,∞],
respectively, for certain c > 0 and are identically one in smaller neighbor-
hoods. It is easily seen that the system of localizing classes {C`x(R)}x∈R is
covering in the algebras C(R), Mp(R), respectively (cf. [17, 19, 9, 30]).

Let us now consider a system of localizing classes {Lω,x}(ω,x)∈R×R+ in
the quotient algebra Ap(R+)/S(Lp(R+)). These localizing classes depend
on two variables, viz. on ω ∈ R and x ∈ R+. In particular, the class Lω,x
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contains the operator Λω,x,

Λω,x :=





[
h0M

0
vξ
Wg∞

]
=
[
h0M

0
vξ

]

if ω = (ξ,∞) ∈ Γ1, x = 0;[
hxM

0
v±∞Wg∞

]
=
[
hxM

0
v±∞Wg∓∞

]

if ω = (±∞,∞) ∈ Γ±2 ∩ Γ1, x ∈ R+;[
h∞M0

v±∞Wgη

]
=
[
h∞M0

v±∞Wg∓ η

]

if ω = (±∞, η) ∈ Γ±2 , x =∞;[
h∞M0

vξ
Wg0

]
=
[
M0
vξ
Wg0

]

if ω = (ξ, 0) ∈ Γ3, x =∞,

(82)

where hx ∈ C1
x(R+), vξ ∈ C1

ξ (R+), gη ∈ C1
η(R+), and [A] ∈

Ap(R+)/S(Lp(R+)) denotes the coset containing the operator A ∈ Ap(R+).
To verify the equalities in (82), one has to show that the difference be-

tween the operators in the square brackets is compact.
Consider the first equality in (82): The operator

h0Wg∞ − h0I = h0W(g∞−1) = h0Wg0

is compact, since both functions h0 and 1−g∞ = g0 have compact supports,
so Proposition 3.4 applies.

To check the second equality in (82), let us note that hx(0) = 0, v±∞(∓∞)
= 0 and g±∞(ξ) = 0 for all ∓ ξ > 0. From the fourth part of Proposition 3.6
we derive that for any x ∈ R+ the operator hxM0

v±∞Wg±∞ is compact. This
leads to the claimed equality since

[
hxM

0
v±∞Wg∞

]
=
[
hxM

0
v±∞{Wg−∞ +Wg+∞}

]
=
[
hxM

0
v±∞Wg∓∞

]
.

The third identity in (82) can be verified analogously. As far as the fourth
identity in (82) is concerned, one can replace h∞ by 1 because the difference
h∞Wg0 −Wg0 = (1− h∞)Wg0 = h0Wg0 is compact due to Proposition 3.4.

Consider now other properties of the system {Lω,x}(ω,x)∈R×R+ . Propo-
sitions 3.4–3.6 imply that

[
hxM

0
vξ
Wg∞

]
= 0 for all (ξ, η, x) ∈ R× R× R+ \R× R+.

Therefore, the system of localizing classes {Lω,x}(ω,x)∈R×R+ is covering: for
a given system {Λω,x}(ω,x)∈R×R+ of localizing operators one can select a
finite number of points (ω1, x1) = (ξ1, η1, x1), . . . , (ωs, xs) = (ξs, ηs, xs) ∈ R
and add appropriately chosen terms [hxs+jM

0
vξs+j

Wgs+j ] = 0 with

(ξs+j , ηs+j , xs+j)) ∈ R × R × R+ \ (R × R+), j = 1, 2, . . . , r so, that the
equality

r∑

j=1

s∑

k=1

[
cxjM

0
aξj
Wbηk

]
=
[
cM0

aWb

]
(83)
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holds and the functions c ∈ C(R+), a ∈ CMp(R), b ∈ CMp(R) are all
elliptic. This implies the invertibility of the coset [cM0

aWb] in the quo-
tient algebra Ap(R+)/S(Lp(R+)) and the inverse coset is [cM0

aWb]−1 =
[c−1M0

a−1Wb−1 ].
Note that the choice of a finite number of terms in (83) is possible due

to Borel–Lebesgue lemma and the compactness of the sets R and R+ (two
point and one point compactification of R and of R+, respectively).

Moreover, localization in the quotient algebra Ap(R+)/S(Lp(R+)) leads
to the following local representatives of the cosets containing Mellin and
Fourier convolution operators with symbols a, b ∈ CMp(R):

[M0
a]

M0
vξ0∼ [M0

a(ξ0)] = [a(ξ0)I] if ξ0 ∈ R, (84a)

[M0
a]
vx0I∼ [M0

a∞ ] if ξ0 ∈ R+, x0 6= 0, (84b)

[M0
a] v0I∼ [M0

a] if ξ0 = 0, (84c)

[Wb]
Wbη0∼ [Wb(η0)] = [b(η0)I] if η0 ∈ R \ {0}, (84d)

[Wb]
Wb0∼ [Wb0 ] = [M0

bp(0,·)] if η = 0, (84e)

[Wb]
Wg∞∼ [Wb∞(∞,·)] = [M0

bp(∞,·)] if η0 = ±∞, (84f)

[Wb]
vx0I∼ [Wb∞ ] = [M0

bp(∞,·)] if x0 ∈ R+, (84g)

[Wb]
v∞I∼ [Wb] if x0 =∞, (84h)

where

g∞(ξ) :=
1
2
[
g(+∞) + g(−∞)

]
+

1
2
[
g(+∞)− g(−∞)

]
sign ξ =

= g(−∞)χ−(ξ) + g(+∞)χ+(ξ),

g0(ξ) :=
1
2
[
g(0 + 0) + g(0− 0)

]
+

1
2
[
g(0 + 0) + g(0− 0)

]
sign ξ =

= g(0− 0)χ−(ξ) + g(0 + 0)χ+(ξ),

(85)

and χ±(ξ) := (1/2)(1 ± sign ξ). Note that in the equivalency relations
(84e)–(84g) we used the identities, cf. (75) and (79),

Wg∞ =
1
2
[
g(−∞)− g(+∞)

]
− 1

2
[
g(−∞)− g(+∞)

]
SR+ = Mgp(∞,·),

Wg0 =
1
2
[
g(0 + 0) + g(0− 0)

]
− 1

2
[
g(0 + 0)− g(0− 0)

]
SR+ = Mgp(0,·),

which means that the Fourier convolution operators with homogeneous of
order 0 symbols g∞(ξ) and g0(ξ) are, simultaneously, Mellin convolutions
with the symbols gp(∞, ξ), gp(0, ξ).

Using the equivalence relations (84a)–(84h) and the compactness of the
corresponding operators, cf. Propositions 3.4–3.6, one finds easily the fol-
lowing local representatives of the operator (coset) A ∈ Ap(R+)/SLp(R+)
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(see (79) for the operator A):

[A]
Λ(ξ0,∞),0∼

[ m∑

j=1

M0
aj(ξ0)W(bj)∞

]
=

=
[ m∑

j=1

M0
aj(ξ0)(bj)p(∞,·)

] Λ(ξ0,∞),0∼
[ m∑

j=1

M0
aj(ξ0)(bj)p(∞,ξ0)

]
=

=
[
Ap(ξ0,∞)I

]
if ω = (ξ0,∞) ∈ Γ1, x0 = 0, (86a)

[A]
Λ(±∞,∞),x0∼

[ m∑

j=1

M0
aj(±∞)W(bj)∞

]
=
[ m∑

j=1

M0
aj(±∞)(bj)p(∞,·)

]
=

=
[
M0

Ap(±∞,·)
] Λ(±∞,∞),x0∼

[
Ap(±∞,∞)I

]
(86b)

if ω = (±∞,∞) ∈ Γ±2 ∩ Γ1, 0 < x0 <∞;

[A]
Λ(±∞,∓ η0),∞∼

[ m∑

j=1

M0
aj(±∞)Wbj(∓ η0)

]
=
[ m∑

j=1

aj(±∞)bj(∓ η0)I
]

=

=
[
Ap(±∞,∓ η0)I

]
if η0>0, ω=(±∞,∓ η0)∈Γ±2 , x0=∞; (86c)

[A]
Λ(ξ0,0),∞∼

[ m∑

j=1

M0
ajWb0j

]
=

=
[ m∑

j=1

aj(ξ0)M(bj)p(0,·)

] Λ(ξ0,0),∞∼
[ m∑

j=1

aj(ξ0)(bj)p(0, ξ0)
]

=

=
[
Ap(ξ0, 0)I

]
if ω = (ξ0, 0) ∈ Γ3, x0 =∞; (86d)

[A]
Λ(±∞,η),∞∼

[ m∑

j=1

M0
aj(±∞)Wbj(0)

]
=
[ m∑

j=1

aj(±∞)bj(0)I
]

=

=
[
Ap(±∞, 0)I

]
if ω = (±∞, 0) ∈ Γ3, x0 =∞. (86e)

It is remarkable that the local representatives (86a)–(86e) are just the
quotient classes of multiplication operators by constant N × N matrices
[Ap(ξ0, η0)I]. If det Ap(ξ0, η0) = 0, these representatives are not invertible,
both locally and globally. On the other hand, they are globally invertible
if det Ap(ξ0, η0) 6= 0. Thus, the conditions of the local invertibility for
all points ω0 = (ξ0, η0) ∈ R and the global invertibility of the operators
under consideration coincide with the ellipticity condition for the symbol

inf
(ξ0,η0)∈R

det Ap(ξ0, η0) 6= 0.

The index Ind A is a continuous integer-valued multiplicative function
Ind AB = Ind A + Ind B defined on the group of Fredholm operators of
Ap(R+). On the other hand, the index function ind det Ap defined on
Lp-symbols Ap possesses the same property ind det ApBp = ind det Ap +
ind det Bp, see explanations after (80). Moreover, the set of operators (79)
is dense in the algebra Ap(R+) and the corresponding set of their symbols is
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dense in the algebra C(R) of all continuous functions on R. For p = 2 these
algebras even coincide. Therefore, there is an algebraic homeomorphism
between the quotient algebra Ap(R+)/S(Lp(R+)) and the algebra of their
symbols which is a dense subalgebra of C(R). Hence, two various index
functions can be only connected by the relation Ind A = M0 ind det Ap

with an integer constant M0 independent of A ∈ Ap(R+)/S(Lp(R+)).
Since for any Fourier convolution operator A = Wa the index formula is
Ind A = − ind det Ap [12, 13, 17], the constant M0 = −1, and the index
formula (81) is proved. �

Remark 3.11. Let us emphasize that the formula (81) does not contradict
the invertibility of “pure Mellin convolution” operators M0

a : Lp(R+) −→
Lp(R+) with an elliptic matrix symbol a ∈ CM0

p(R), inf
ξ∈R
|a(ξ)| > 0, stated

in Proposition 0.1, even if ind a 6= 0.
In fact, computing the symbol of M0

a by formula (78), one obtains

(M0
a)p(ω) :=





a(ξ), ω = (ξ,∞) ∈ Γ1,

a(+∞), ω = (+∞, η) ∈ Γ+
2 ,

a(−∞), ω = (−∞, η) ∈ Γ−2 ,
a(ξ), ω = (ξ, 0) ∈ Γ3.

Noting that on the sets Γ1 and Γ3 the variable ω runs in opposite direction,
the increment of the argument [arg det(M0

a)p(ω)]R = 0 is zero, implying
Ind M0

a = 0.
In contrast to the above, the pure Fourier convolution operators

Wb : Lp(R+) −→ Lp(R+) with elliptic matrix symbol b ∈ CM0
p(R),

inf
ξ∈R
|bp(ξ, η)| > 0 can possess non-zero indices. Since

bp(ω) :=





bp(∞, ξ), ω = (ξ,∞) ∈ Γ1,

b(−η), ω = (+∞, η) ∈ Γ+
2 ,

b(η), ω = (−∞, η) ∈ Γ−2 ,
b(0), ω = (ξ, 0) ∈ Γ3,

one arrives at the well-known formula

IndWb = − ind bp.

Moreover, in the case where the symbol b(−∞) = b(+∞) is continuous, one
has bp(ξ, η) = b(ξ). Thus the ellipticity of the corresponding operator leads
to the formula

ind bp = ind det b.

If Ap(ω) is the symbol of an operator A of (77), the set R(Ap) :=
{Ap(ω) ∈ C : ω ∈ R} coincides with the essential spectrum of A. Recall
that the essential spectrum σess(A) of a bounded operator A is the set of
all λ ∈ C such that the operator A − λI is not Fredholm in Lp(R+) or,
equivalently, the coset [A − λI] is not invertible in the quotient algebra
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Ap(R+)/S(Lp(R+)). Then, due to Banach theorem, the essential norm
‖|A‖| of the operator A can be estimated as follows

sup
ω∈ω
|Ap(ω)| 6 ‖|A‖| := inf

T∈S(Lp(R+))

∥∥(A + T ) | L (Lp(R+))
∥∥. (87)

The inequality (87) enables one to extend continuously the symbol map (78)

[A] −→ Ap(ω), [A] ∈ Ap(R+)/S(Lp(R+)) (88)

on the whole Banach algebra Ap(R+). Now, using Theorem 3.10 and con-
ventional methods, cf. [22, Theorem 3.2], one can derive the following result.

Corollary 3.12. Let 1 < p < ∞ and A ∈ Ap(R+). The operator
A : Lp(R+) −→ Lp(R+) is Fredholm if and only if it’s symbol Ap(ω) is
elliptic. If A is Fredholm, then

Ind A = − ind Ap.

Theorem 3.10 and Corollary 3.12 lead to the assertion.

Corollary 3.13. The set of maximal ideals of the commutative Banach
quotient algebra Ap(R+)/S(Lp(R+)) generated by scalar N = 1 operators in
(77), is homeomorphic to R, and the symbol map in (78), (88) is a Gelfand
homeomorphism of the corresponding Banach algebras.

The proof of this result is similar to [22, Theorem 3.1] and is left to the
reader.

Remark 3.14. All the above results are valid in a more general setting viz.,
for the Banach algebra PAN×Np,α (R+) generated in the weighted Lebesgue
space of N -vector-functions LNp (R+, xα) by the operators

A :=
m∑

j=1

[
d1
jM

0
a1
j
Wb1j

+ d2
jM

0
a2
j
Hc1j

+ d3
jW

0
b2j
Hc2j

]
(89)

when coefficients d1
j , d

2
j , d

3
j ∈ PCN×N (R) are piecewise-continuous N ×

N matrix functions, symbols of Mellin convolution operators M0
a1
j
, M0

a2
j
,

Winer–Hopf (Fourier convolution) operators Wb1j
, Wb2j

and Hankel operators
Hc1j

, Hc2j
are N ×N piecewise-continuous matrix Lp-multipliers akj , b

k
j , c

k
j ∈

PCN×NMp(R).
The spectral set Σ(PAN×Np,α (R+)) of such Banach algebra (viz., the set

where the symbols are defined, e.g. R for the Banach algebra AN×Np (R+)
investigated above) is more sophisticated and described in the papers [15,
16, 22, 42]. Let CAp,α(R+)S(Lp(R+)) be the sub-algebra of PAp,α(R+) =
PA1×1

p,α (R+) generated by scalar operators (89) with continuous coefficients
cj , hj ∈ C(R) and scalar piecewise-continuous Lp-multipliers) aj , bj , dj , gj ∈
PCMp(R). The quotient-algebra CAp,α(R+)S(Lp(R+)) with respect to the
ideal of all compact operators is a commutative algebra and the spectral set
Σ(PAp,α(R+)) is homeomorphic to the set of maximal ideals.
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We drop further details about the Banach algebra PAN×Np,α (R+), be-
cause the result formulated above are sufficient for the purpose of this and
subsequent papers dealing with the BVPs in domains with corners at the
boundary.

4. Mellin Convolution Operators in Bessel Potential Spaces

As it was already mentioned, the primary aim of the present paper is to
study Mellin convolution operators M0

a acting in Bessel potential spaces,

M0
a : H̃s

p(R+) −→ Hs
p(R+). (90)

The symbols of these operators are N ×N matrix functions a ∈ CM0
p(R),

continuous on the real axis R with the only possible jump at infinity.

Theorem 4.1. Let 0 < | arg γ| < π, 0 < | arg c| < π, 0 < | arg(c γ)| < π,
r, s ∈ R, m = 1, 2, . . ., 1 < p < ∞. Then the operator Km

c : H̃s
p(R+) −→

Hs
p(R+) is lifted equivalently to the operator

Am,s
c := Λs−γK

m
c Λ−sγ : Lp(R+) −→ Lp(R+), (91a)

where

Am,s
c =





eσ(c,γ)πsic−sKm
c Wgsγ,c

if − π < arg c γ < 0,

eσ(c,γ)πsic−s
[
Km
c Wgsγ,c

+ (−1)m−1Km
−cHgsγ,c

]

if 0 < arg c γ < π,

(91b)

Hgsγ,c
=





I + T

if σ(c, γ) 6= 0,

Hgs∞
+ T = eσ(γ)πsi

[
cosπsI − σ(γ)

sinπs
π

K1
−1

]
+ T

if σ(c, γ) = 0,

(91c)

gsγ,c(ξ) :=
(ξ − c γ
ξ + γ

)s
,

gs∞(ξ) :=
1
2
[
eσ(γ)2πsi + 1

]
+

1
2
[
eσ(γ)2πsi − 1

]
sign ξ,

(91d)

T is a compact operator in Lp(R+), σ(γ) := sign arg γ and σ(c, γ) is defined
in (51)

σ(c, γ) :=

{
0 if 0 < arg c < π,

sign arg(c γ)− sign arg γ if − π < arg c < 0.

Proof. Let a± ∈ L∞(R) be Lp-multipliers, which have analytic extensions
a−(ξ) in the lower Im ξ < 0 and a+(ξ) in the upper Im ξ > 0 complex half
planes. Then

Wa−WgWa+ = Wa−ga+ , ∀ g ∈ L∞(R) (92)
(cf., e.g., [17]).
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Let −π < arg c γ < 0. Theorem 2.7 and the property 92 yield the equal-
ities

Λs−γK
m
c Λ−sγ = eσ(c,γ)πsic−sKm

c Λs−c γΛ−sγ =

= eσ(c,γ)πsic−sKm
c Wλs−c γ

Wλ−sγ
= eσ(c,γ)πsic−sKm

c Wgsγ,c
.

For 0 < arg c γ < π we have similarly to (92)

Λs−γK
m
c Λ−sγ = eσ(c,γ)πsic−sK̃m

c Λs−c γΛ−sγ =

= eσ(c,γ)πsic−sK̃m
c W

0
λs−c γ

W 0
λ−sγ

= eσ(c,γ)πsic−sK̃m
c W

0
gsγ,c

. (93)

On the other hand,

K̃m
c W

0
gsγ,c

ϕ(t) = Km
c Wgsγ,c

ϕ(t) +

0∫

−∞

τm−1W 0
gsγ,c

ϕ(τ) dτ

(t− c τ)m
ϕ(t) =

= Km
c Wgsγ,c

ϕ(t) +

∞∫

0

(−τ)m−1r+V W 0
gsγ,c

ϕ(τ) dτ

(t+ c τ)m
ϕ(t) =

= Km
c Wgsγ,c

ϕ(t) + (−1)m−1Km
−cr+V W 0

gsγ,c
ϕ(t) =

= Km
c Wgsγ,c

ϕ(t) + (−1)m−1Km
−cHgsγ,c

ϕ(t). (94)

The proved equalities justify formula (91b) for Am,s
c .

To justify the remainder formulae (91c) and (91d) note that if σ(c, γ) 6= 0,
the meromorphic function gγ,c(ξ) in (91d) has one pole and one zero in the
same half-plane Im ξ < 0 or Im ξ > 0 and, therefore, has equal limits at
the infinity: lim

ξ±∞
gsγ,c(ξ) = 1. Then gsγ,c(ξ) := 1 + gs0(ξ) where gs0(ξ) is

continuous (is C∞(R)-smooth) and vanishes at the infinity: gs0(±∞) = 0.
By virtue of Proposition 3.6 the operator T := Hgs0

is compact in Lp(R+).
In contrast to the foregoing case, where σ(c, γ) = 0, the meromorphic

function gγ,c(ξ) in (91c) has the pole and the zero in different half-planes
and, therefore, the function has different limits at the infinity:

gsγ,c(−∞) = lim
ξ−→−∞

gsγ,c(ξ) = 1,

gsγ,c(+∞) = lim
ξ−→+∞

gγ,c(ξ) = eσ(γ)2πsi,

where σ(γ) = σ(c γ) = sign arg γ = sign Im γ. Consider the representation

gsγ,c(ξ) := gs∞(ξ) + gs0(ξ), (95)

where gs∞(ξ) is defined in (91c) and the function hs0 is, as above, continuous
and gs0(±∞) = 0. The operator T := Hgs0

is compact in Lp(R+).
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On the other hand,

Hgs∞
=

1
2
[
eσ(γ)2πsi + 1

]
I − 1

2
[
eσ(γ)2πsi − 1

]
H− sign =

=
1
2
[
eσ(γ)2πsi + 1

]
I − 1

2
[
eσ(γ)2πsi − 1

]
r+V SR+ =

= eσ(γ)πsi
[

cosπsI − σ(γ)
sinπs
π

K1
−1

]
. (96)

From (94)–(96) follows the representation (91b), (91d) in the case 0 <
arg c γ < π, and the proof is complete. �

Let us consider a combined convolution operator

A := d0I +Wa +
n∑

j=1

djK
mj
cj , c1, . . . , cn ∈ C, a ∈ CMp(R \ {0}) (97)

with constant coefficients d0, d1, . . . , dn∈C in Bessel potential space Hs
p(R+).

For a complex number γ ∈ C, with the positive imaginary part 0 <
arg γ < π, we assume the following:

−π < arg cjγ < 0 for j = 1, . . . ,m,
0 < arg cjγ < π for j = m+ 1, . . . , n.

(98)

Then, due to the imposed constraint (97), the lifting property (91b) of the
Mellin convolution operator and the lifting property (24) of the Fourier
convolution operator, the lifted operator

As := Λs−γAΛ−sγ : Lp(R+) −→ Lp(R+) (99)

has the form

As := Wd0gsγ
+Wagsγ

+
m∑

j=1

djc
−s
j Kmj

cj Wgsγ,cj
+

+
n∑

j=m+1

dje
σ(cj ,γ)πsic−sj

[
Kmj
cj Wgsγ,cj

− (−1)mjKmj
−cjHgsγ,cj

]
+ T, (100)

where (see (51))

σ(cj , γ) :=





0 if 0 < arg cj < π,

0 if − π < arg cj < 0, 0 < arg cjγ < π,

−2 if − π < arg cj < 0, −π < arg cjγ < 0,
(101)

the functions gsγ,cj ∈ C(
•
R) are defined in (91d) and, due to the conditions

(98), have the following limits at the infinity:

gsγ,cj (−∞) = 1, gsγ,cj (0) = e−σ(cj)πsicsj , gsγ,cj (+∞) = 1, j = 1, . . . ,m,

gsγ,cj (−∞)=1, gsγ(0)=e−σ(cj)πsicsj , gsγ,cj (+∞)=e2πsi, j=m+1, . . . , n,

σ(cj) := sign arg cj .
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The function gsγ ∈ C(R) is continuous on R, but has different limits at the
infinity

gsγ(−∞) = 1, gsγ(+∞) = e2πsi.

And, finally, the symbols

K mj
cj ,p(ξ) := M1/pK

mj
cj (ξ), K 1

−1,p(ξ) := M1/pK
1
−1(ξ)

of the operators Kmj
cj and K1

−1 = πiSR+ are defined in (34)–(38) and have
the following limits at the infinity

K mj
cj (±∞) = 0, j = 1, . . . , n, K 1

−1,p(±∞) = ±1.

Using the equality (100), we announce the symbol A s
p (ω), ω ∈ R, of the

lifted operator As in Lp(R+) as the symbol of A in Bessel potential space
Hs
p(R+) (cf. the definition (78))

A s
p (ω) :=

:=





d0g
s
p(ξ) + asp(∞, ξ)+

+
m∑

j=1

djc
−s
j K mj

cj ,p(ξ) +
n∑

j=m+1

dje
σ(cj ,γ)πsic−sj ×

×
[
K mj
cj ,p(ξ)Wgsγ,cj,p

(∞, ξ)−(−1)mjK mj
−cj ,p(ξ)Hgsγ,cj,p

(∞, ξ)
]
,

ω = (ξ,∞) ∈ Γ1,

{
d0 + a(−η)

}(η + γ

η − γ
)s
, ω = (+∞, η) ∈ Γ+

2 ,

{
d0 + a(η)

}(η − γ
η + γ

)s
ω = (−∞, η) ∈ Γ−2 ,

eπsi
{
d0 + ap(0, ξ)

}
+

+
m∑

j=1

dje
−σ(cj)πsiK mj

cj ,p(ξ) +
n∑

j=m+1

dje
σ(cj ,γ)πsi×

×
[
e−σ(cj)πsiK mj

cj ,p(ξ)−(−1)mjc−sj K
mj
−cj ,p(ξ)Hgsγ,cj,p

(∞, ξ)
]
,

ω = (ξ, 0) ∈ Γ3,

(102)

where, since σ(γ) = sign arg γ = 1,

Wgsγ,cj,p
(∞, ξ) := eπsi

[
cosπs− sinπs cotπ

(1
p
− iξ

)]
, (103)

Hgsγ,cj,p
(∞, ξ) := eπsi

[
cosπs− sinπs

sinπ(1/p− iξ)
]
, j=m+1, . . . , n, (104)
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asp(∞, ξ) :=
1
2
[
e2πsia(+∞) + a(−∞)

]
−

− 1
2
[
e2πsia(+∞)− a(−∞)

]
cotπ

(1
p
− iξ

)
,

ap(t, ξ) :=
1
2
[
a(t+ 0) + a(t− 0)

]
−

− 1
2
[
a(t+ 0)− a(t− 0)

]
cotπ

(1
p
− iξ

)
.

Theorem 4.2. Let 1 < p < ∞, s ∈ R and let A be defined by (97).
The operator A : H̃s

p(R+) −→ Hs
p(R+) is Fredholm if and only if its symbol

A s
p (ω), defined in (102), is elliptic. If A is Fredholm, the index of the

operator has the value

Ind A = − ind det A s
p . (105)

Proof. The proof follows if we apply to the lifted operator As (see (99))
having the form (100), Theorem 3.10. �

For the definition of the Sobolev–Slobodeckij (Besov) spaces Ws
p(Ω) =

Bsp,p(Ω), W̃s
p(Ω) = B̃sp,p(Ω) we for arbitrary domain Ω ⊂ Rn, including the

half axes R+ refer, e.g., to the monograph [43].

Corollary 4.3. Let 1 < p < ∞, s ∈ R and let A be defined by (87).
If the operator A : H̃s

p(R+) −→ Hs
p(R+) is Fredholm (is invertible) for all

a ∈ (s0, s1) and p ∈ (p0, p1), where −∞ < s0 < s1 <∞, 1 < po < p1 <∞,
then

A : W̃s
p(R+) −→Ws

p(R+), s ∈ (s0, s1), p ∈ (p0, p1) (106)

is Fredholm and has the equal index

Ind A = − ind det A s
p . (107)

(is invertible, respectively) in the Sobolev–Slobodeckij (Besov) spaces Ws
p =

Bsp,p.

Proof. First of all recall that the Sobolev–Slobodeckij (Besov) spaces Ws
p =

Bsp,p emerge as the result of interpolation with the real interpolation method
between Bessel potential spaces

(
Hs0
p0(Ω),Hs1

p1(Ω)
)
θ,p

= Ws
p(Ω), s := s0(1− θ) + s1θ,

(
H̃s0
p0(Ω), H̃s1

p1(Ω)
)
θ,p

= W̃s
p(Ω), p :=

1
p0

(1− θ) +
1
p1
θ, 0 < θ < 1.

(108)

If A : H̃s
p(R+) −→ Hs

p(R+) is Fredholm (or is invertible) for all s ∈
(s0, s1) and p ∈ (p0, p1), it has a regularizer R (has the inverse A−1 = R,
respectively), which is bounded in the setting

R : Ws
p(R+) −→ W̃s

p(R+)
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due to the interpolation (108) and

RA = I + T1, AR = I + T2,

where T1 and T2 are compact in H̃s
p(R+) and in −→ Hs

p(R+), respectively
(T1 = T2 = 0 if A is invertible).

Due to the Krasnoselskij interpolation theorem (see [43]), T1 and T2 are
compact in W̃s

p(R+) and in Ws
p(R+), respectively for all s ∈ (s0, s1) and p ∈

(p0, p1) and, therefore, A in (106) is Fredholm (is invertible, respectively).
The index formulae (107) follows from the embedding properties of the

Sobolev–Slobodeckij and Bessel potential spaces by standard well-known
arguments. �
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