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1. Statement of the problem and formulation of the results

This work is dedicated to the investigation of the solvability question of the regular
difference system

∆y(k − 1) = G1(k)y(k − 1) +G2(k)y(k) + g(k) (k = 1, 2, ...) (1.1)

under the general boundary value problem

L(y) ≡
∞∑
i=1

L(k)y(k) = c0, (1.2)

where Gj ∈ E(N0,Rn×n) (j = 1, 2), L ∈ E(N0,Rn×n), L : BV∪(N0Rn) → Rn is a
bounded linear operator, and g ∈ E(N0,Rn) are respectively, discrete matrix and vector
functions, and c0 ∈ Rn. In this work the Green’s type theorem is proved for the unique
solvability of the problem (1.1),(1.2) in the case when Gj ∈ E(N0,Rn×n) (j = 1, 2),
L ∈ E(N0,Rn×n) and g(k) ∈ E(N0,Rn) are, respectively, so called regular matrix
and vector functions on the set N0(see below). Moreover, successive approximations
methods is investigated for constructing the solution for the Cauchy problem for the
system (1.1). For investigating this problem we use the theory of so called generalized
ordinary differential equations [1]. Analogous questions for the finite difference system
are investigated in [1,2].

Along with the problem (1.1),(1.2) we consider the corresponding homogeneous
problem

∆y(k − 1) = G1(k)y(k − 1) +G2(k)y(k) (k = 1, 2, ...), (1.10)

L(y) = 0. (1.20)

Throughout the paper, the following notation and definitions will be used.
N = {1, 2, . . .}, N0 = {0, 1, . . .}.
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R = ] − ∞,+∞[ , [a, b] and ]a, b[ (a, b ∈ are, respectively, a closed and an open
intervals.

Rn×m is the space of all real n×m – matrices X = (xij)
n,m
i,j=1 with the norm

∥X∥ = max

{
n∑

i=1

|xij| : j = 1, . . . ,m

}
.

If X = (xij)
n,m
i,j=1, then |X| = (|xij|)n,mi,j=1.

On×m is the zero n×m-matrix.
Rn×m

+ = {(xi,j)n,mi,j=1 : xi,j ≥ 0 (i = 1, . . . , n; j = 1, . . . ,m)}.
Rn = Rn×1 is the space of all real column n-vectors x = (xi)

n
i=1; Rn

+ = Rn×1
+ .

If X ∈ Rn×n, then X−1 is the matrix, inverse to X; detX is the determinant of X;
and r(X) is the spectral radius of X.

In is the identity n× n-matrix.
E(N0,Rn×m) is the set of all matrix-functions Y : N0 → Rn×m.
∆ is the difference operator of the first order, i.e.,

∆Y (k − 1) = Y (k)− Y (k − 1) for Y ∈ E(N0,Rn×m) (k = 1, 2, ...).

We say that the discrete matrix function X ∈ E(N0,Rl×m) has the bounded total
variation on the set N0 if

∞∑
k=1

∥∆X(k − 1)∥ < +∞.

In this case we assume

∥X∥v =
∞∑
k=1

∥∆X(k − 1)∥.

By BVv(N0;Rn×m) we denote the Banach space of all discrete matrix-functions
E(N0,Rn×m) with the norm ∥.∥v.

The inequalities between the matrices are understood componentwise.
A matrix function is said to be continuous, integrable, nondecreasing, etc., if such

is every its component.
Under a solution of the difference problem (1.1),(1.2) we understand a matrix func-

tion y ∈ BVv(E0,Rn) satisfying difference system (1.1) (i.e., the equality (1.1) for every
k ∈ N) and the boundary condition (1.2).

Below we show that, in the regular case, i.e., when discrete matrix G1 and G2 and
vector g functions are regular, every discrete vector-function y ∈ E(N0,Rn) satisfy-
ing difference system (1.2) belongs to BVv(E0,Rn), as well. So that the definition of
solutions of system (1.1) given above, is natural for the regular case.

The discrete matrix-function X ∈ E(N0,Rn×m) is said to be regular if

∞∑
k=1

∥X(k)∥ < +∞.
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Definition 1.1. The system (1.1) is called regular if the matrix-and vector func-
tions G1, G2 and g are regular, i.e., (1.3)

∞∑
k=1

∥Gj(k)∥ < +∞ (j = 1, 2) (1.3)

and
∞∑
k=1

∥g(k)∥ < +∞. (1.4)

We will assume that system (1.1) is regular. Moreover, we assume that the matrix
function L ∈ E(N0,Rn×n) is regular, too.

Let Y be the fundamental matrix of the system (1.10) under the condition

Y (0) = In.

If the condition

det
(
In + (−1)jGj(k)

)
̸= 0 for k ∈ {1, 2, ...} (j = 1, 2) (1.5)

is valid, then the fundamental matrix Y of the system (1.10) exists and

Y (k) =
0∏

l=k

(
In −G1(l)

)−1(
In +G2(l)

)
for k ∈ {1, 2, ...}. (1.6)

We assume

D =
∞∑
l=0

L(l)Y (l) and D(j) =

j∑
l=0

L(l)Y (l) (j = 0, 1, ...). (1.7)

If
detD ̸= 0, (1.8)

then we assume

G(k, j)=


Y (k)D−1D(j − 1)Y −1(j)

(
In −G1(j)

)−1
for 0 ≤ j < k,

−Y (k)
(
In −D−1D(j − 1)

)
Y −1(j)

(
In −G1(j)

)−1
for 0 ≤ k < j,

On×n for k = j,

(1.9)

where Y (k) is the fundamental matrix of the system (1.10) defined by (1.6). The matrix
function G(k, j) is called the Green matrix of the problem (1.10),(1.20).

Theorem 1.1. Let the condition (1.5) hold and let the system (1.1) be regular.
Then the boundary value problem (1.1),(1.2) has a unique solution if and only if the
corresponding homogeneous problem (1.10), (1.20) has only the trivial solution. If the
letter condition holds, then the solution y of problem (1.1),(1.2) admits the represen-
tation

y(k) = Y (k)D−1c0 +
∞∑
l=1

G(k, l)g(l) for k ∈ N0, (1.10)
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where G(k, l) is the Green matrix of the problem (1.10), (1.20).
Remark 1.1. We note the homogeneous problem (1.10), (1.20) has only the trivial

solution (as well problem (1.1),(1.2) is uniquely solvable) if and only if the condition
(1.8) is valid. Therefore, there exist the Green matrix appearing in Theorem 1.1.

Remark 1.2. If the condition (1.8) is not fulfilled, then for every regular g ∈
E(N0,Rn) there exists a vector c0 ∈ Rn such that problem (1.1),(1.2) has no solution.
In addition, if L : E(N0,Rn) → Rn) is the onto mapping, then for every c0 ∈ Rn

there exists a regular function g ∈ E(N0,Rn) such that the problem (1.1),(1.2) is not
solvable.

We give a successive approximation method of construction of the solution of the
system (1.1), too, under the Cauchy condition

y(k0) = c0, (1.11)

where k0 ∈ N, c0 ∈ Rn.
Theorem 1.2 Let

det
(
In + (−1)jGj(k)

)
̸= 0 for (−1)j(k − k0) < 0 (j = 1, 2). (1.12)

Then the Cauchy problem (1.1),(1.11) has a unique solution y ∈ E(N,Rn) and

lim
m→∞

ym(k) = y(k) uniformly for k ∈ N0, (1.13)

where

ym(k0) = c0 (m = 0, 1, ...),

y0(k) =
(
In + (−1)jGj(k + j − 1)

)−1
c0 for (−1)j(k − k0) < 0 (j = 1, 2)

and

ym(k) =
(
In + (−1)jGj(k + j − 1)

)−1

[
c0 + (−1)jGj(k + j − 1)ym−1(k)

−(−1)j
k−(j−1)(k−k0)∑

l=k0+1+(j−1)(k−k0)

(
G1(l)ym−1(l) +G2(l)ym−1(l − 1)

)]
for (−1)j(k − k0) < 0 (j = 1, 2).

2. Generalized differential equations

We give some necessary definition to formulate bases of the theory of the generalized
ordinary differential equations.

The interest in the theory of generalized ordinary differential equations has also
been stimulated to a considerable extent by the fact that this theory enables one to
investigate ordinary differential, impulsive and difference equations from a unified point
of view (see, e.g. [1-10] and the references therein).
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If X : [a, b] → Rn×m is a matrix-function, then V b
a (X) is the sum of total variations

on [a, b] of its components xij (i = 1, ..., n; j = 1, ...,m); V (X)(t) = (v(xij)(t))
n,m
i,j=1,

where v(xij)(a) = 0, v(xij)(t) = V t
a (xij) for a < t ≤ b; X(t−) and X(t+) are, respec-

tively, the left and the right limits of X at the point t (X(a−) = X(a), X(b+) = X(b)).
d1X(t) = X(t)−X(t−), d2X(t) = X(t+)−X(t).
BV([a, b],Rn×m) is the Banach space of all bounded variation matrix-functions X :

[a, b] → Rn×m (i.e., such that V b
a (X) <∞) with the norm ∥X∥υ = ∥X(a)∥+ V b

a (X).
sj : BV([a, b],R) → BV([a, b],R) (j = 0, 1, 2) are the operators defined, respectively,

by
s1(x)(a) = s2(x)(a) = 0,

s1(x)(t) =
∑

a<τ≤t

d1x(τ) and s2(x)(t) =
∑

a≤τ<t

d2x(τ) for a < t ≤ b,

and
s0(x)(t) = x(t)− s1(x)(t)− s2(x)(t) for t ∈ [a, b].

If g : [a, b] → R is a nondecreasing function, x : [a, b] → R and a ≤ s < t ≤ b, then∫ t

s

x(τ) dg(τ) =

∫
]s,t[

x(τ) ds0(g)(τ) +
∑
s<τ≤t

x(τ)d1g(τ) +
∑
s≤τ<t

x(τ)d2g(τ),

where
∫
]s,t[

x(τ) ds0(g)(τ) is the Lebesgue–Stieltjes integral over the open interval ]s, t[

with respect to the measure µ0(s0(g)), corresponding to the function s0(g).

If a = b, then we assume
∫ b

a
x(t) dg(t) = 0, and if a > b, then we assume

∫ b

a
x(t) dg(t) =

−
∫ a

b
x(t) dg(t).

If g(t) ≡ g1(t)− g2(t), where g1 and g2 are nondecreasing functions, then∫ t

s

x(τ) dg(τ) =

∫ t

s

x(τ) dg1(τ)−
∫ t

s

x(τ) dg2(τ) for s ≤ t.

If G = (gik)
l,n
i,k=1 ∈ BV([a, b],Rl×n) and X = (xkj)

n,m
k,j=1 : [a, b] → Rn×m, then

Sj(G)(t) ≡ (sj(gik)(t))
l,n
i,k=1 (j = 0, 1, 2)

and ∫ b

a

dG(τ) ·X(τ) =

( n∑
k=1

∫ b

a

xkj(τ) dgik(τ)

)l,m

i,j=1

.

Let A ∈ BV([a, b],Rn×n) and f ∈ BV([a, b],Rn).
Under a solution of the system of linear generalized ordinary differential equations

dx(t) = dA(t) · x(t) + df(t) (2.1)

we understand a vector-function x ∈ BV([a, b],Rn) such that

x(t) = x(s) +

∫ t

s

dA(τ) · x(τ) + f(t)− f(s) for a ≤ s < t ≤ b.
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We consider system (2.1) with the boundary value condition

ℓ(x) = c, (2.2)

where ℓ : BV([a, b],Rn) → Rn) is a linear bounded operator, and c ∈ Rn is a constant
vector.

The question of the unique solvability of the generalized boundary value problem
(2.1),(2.2) is investigated in [1,2,10] (see also the references therein).

3. Proof of the results

We will rewrite problem (1.1),(1.2) in the form of problem (2.1),(2.2) in order to
apply the results from [1,2,10] to the last generalized problem.

Let Y be the fundamental matrix of system (1.1) under the condition Y (0) = In.
Then by (1.3) and (1.6) there exists a positive number r > 0 such that

∥Y (k)∥ < r for k ∈ N0. (3.1)

We assume

Gj(0) = On×n (j = 1, 2), g(0) = 0n.

Let y ∈ E(N0,Rn) be an arbitrary solution of the problem (1.1),(1.2) and let z =
(zi)

2
i=1, where zi ∈ E(N0,Rn)(i = 1, 2) be functions, defined by

z1(k) = z2(k) = y(k) (k = 0, 1, ...).

Then by (3.1) we get

∥y(k)∥ < r∥y(0)∥ for k ∈ N0.

From this by (1.1),(1.3) and (1.4) we have

∞∑
k=0

∥∆y(k − 1)∥ < +∞

and
∞∑
k=0

∥∆z(k − 1)∥ < +∞. (3.2)

Moreover, it is evident that

∆

(
z1(k − 1)
z2(k − 1)

)
=

(
G1(k)z1(k) +G2(k)z2(k − 1) + g(k)
G1(k)z1(k) +G2(k)z2(k − 1) + g(k)

)
for k ∈ N0 (3.3)

and

ζ1

(
z1
z2

)
=

(
c0
0

)
, ζ2

(
z1
z2

)
=

(
0
0

)
, (3.4)
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where

ζ1

(
z1
z2

)
≡
(
L(z1)
0

)
,

and ζ2 : E(N0,R2n) → R2n is an arbitrary operator such that the condition ζ2(z) = 0
guarantees the equality z1(k0) = z2(k0) for some k0 ∈ N0.

We will assume that

ζ2

(
z1
z2

)
=

(
z2(k0)− z1(k0)
z2(k0)− z1(k0)

)
,

where k0 is an arbitrary fixed integer from N0.
The contrary is evident too. If the vector-function z = (zi)

2
i=1 is a solution of

problem (3.1),(3.2) then z1(k) ≡ z2(k) and this discrete vector function is a solution
of problem (1.1),(1.2). Therefore, problems (1.1),(1.2) and (3.3),(3.4) are equivalent
among themselves.

We note that by (1.3) there exists k0 ∈ N such that ∥Gj(k0)∥ < 1/2 (j = 1, 2) and,

therefore, the inverse matrices
(
In + (−1)jGj(k)

)−1
(j = 1, 2) exist for k ≥ k0. From

this, taking into account the condition (1.3) we get that there exists a constant r1 > 0
such that

∥
(
In + (−1)jGj(k)

)−1∥ < r1 for k ≥ k0 (j = 1, 2). (3.5)

Let now

I1k = [tk, tk+1[ and I1k =]tk, tk+1] for k ∈ N0,

where tk = k/(k + 1) (k = 0, 1, ...).
Let x = (xi)

2
i=1 be a vector function defined by

xi(t) = zi(k) for t ∈ Iik (i = 1, 2; k = 0, 1, ...). (3.6)

Then by (3.2) we have x ∈ BV([0, 1],R2n).
It is not difficult to verify that the vector function x will be a solution of the

2n-dimension problem (2.1),(2.2) with a = 0, b = 1,

A(t) ≡ (Aij(t))
2
i,j=1, (3.7)

Aij(t) =
k∑

l=0

Gj(l) for t ∈ Iik (i, j = 1, 2; k = 0, 1, ...); (3.8)

f(t) ≡ (fi(t))
2
i=1, (3.9)

fi(t) =
k∑

l=0

g(l) for t ∈ Iik (i, j = 1, 2; k = 0, 1, ...); (3.10)

ℓ(x) =
(
ζi(z)

)2
i=1

for x = (xi)
2
i=1, xi ∈ BV([0, 1],Rn), (i = 1, 2) (3.11)
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and

c =

(
c0
0

)
.

It is evident that the inverse proposition is true as well. So that the following lemma
is true.

Lemma 1.1 Let y ∈ E(N0,Rn) be a solution of problem (1.1),(1.2). Then the
vector function x = (xi)

n
i=1 BV([0, 1],Rn), defined by (3.6), will be a solution of the

2n-dimensional generalized boundary value problem (2.1),(3.2), where a = 0, b = 1,
and matrix-and vector functions A and f , linear operator ℓ and constant vector c
are defined, respectively, by (3.7)-(3.11). On the contrary, if the vector-function x =
(x)ni=1 ∈ BV ([0, 1],R2n) is a solution of the last 2n-dimensional problem (2.1),(3.2),
then the vector-function y ∈ E(N0,Rn), y(k) ≡ z1(k), will be a solution of the problem
(1.1),(1.2), where

Gi(k) ≡ ∆A1i(k) (i = 1, 2), g(k) ≡ ∆f1(k),

and L(y) and c0 are n-vectors whose i-th component coincides with i-th component of
ℓ(y) and c, respectively, for every i ∈ {1, ..., n}.

Using the lemma we conclude that the theorems and remarks immediately follow
from corresponding results of paper [1,2,10].

Acknowledgement. This work was supported by the Shota Rustaveli National
Science Foundation (Grant No. FR/182/5-101/11).
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Abstract. In this paper the expansion of regular solution for the equations of the theory of

thermoelasticity with microtemperatures is obtained, that we use for explicitly solving one

basic boundary value problem (BVP) of the linear equilibrium theory of thermoelasticity

with microtemperatures for the spherical ring. The obtained solutions are represented as

absolutely and uniformly convergent series.
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Introduction

The linear theory of thermoelasticity for materials with inner structure whose parti-
cles, in addition to the classical displacement and temperature fields, possess microtem-
peratures was constructed by Iesan and Quintanilla [1]. The fundamental solutions of
the equations of the three-dimensional (3D) theory of thermoelasticity with microtem-
peratures were constructed by Svanadze [2]. The representations of the Galerkin type
and general solutions of the system in this theory were obtained by Scalia, Svanadze
and Tracinà [3]. The 3D linear theory of thermoelasticity for microstretch elastic ma-
terials with microtemperatures was constructed by Iesan [4] where the uniqueness and
existence theorems in the dynamical case for isotropic materials are proved.

The purpose of this paper is to solve explicitly one basic boundary value problem
(BVP) of the linear equilibrium theory of thermoelasticity with microtemperatures for
the spherical ring. The obtained solutions are represented as absolutely and uniformly
convergent series.

Basic equations

Let D be a bounded (respectively, an unbounded) domain of the Euclidean 3D
space E3, bounded by the surface S. Let x = (x1, x2, x3) ∈ E3, ρ = |x|, ∂x =(

∂

∂x1
,
∂

∂x2
,
∂

∂x3

)
. Assume that the domain D is filled with isotropic elastic materials

with the thermoelastic properties possessing microtemperatures.
The basic homogeneous (i.e., body forces are neglected) system of equations of the

linear equilibrium theory of thermoelasticity with microtemperatures has the form [1]

µ∆u+ (λ+ µ)graddivu− βgradθ = 0, (1)

k6∆w+ (k4 + k5)graddivw− k3gradθ − k2w = 0, (2)
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k∆θ + k1divw = 0, (3)

where u = (u1, u2, u3)
T is the displacement vector, w = (w1, w2, w3)

T is the microtem-
perature vector, θ is the temperature measured from the constant absolute tem-
perature T0 (T0 > 0) by the natural state (i.e. by the state of the absence of loads),
λ, µ, β, k, kj, j = 1, ..., 6, are constitutive coefficients, ∆ is the 3D Laplace
operator. The superscript ”T” denotes transposition.

Definition 1. A vector-function U = (u,w, θ) defined in the domain D is called
regular if it has integrable continuous second order derivatives in D , and U itself and
its first order derivatives are continuously extendible at every point of the boundary of
D, that is U ∈ C2(D) ∩ C1(D).

Note that BVPs for the system (2),(3), that contain only w and θ, can be inves-
tigated separately. Then supposing θ, as known, we can study BVPs for the system
(1) with respect to u. Combining the results obtained we arrive at explicit solution for
BVPs for the system (1)-(3). First we assume that θ(x) is known, when x ∈ D, then
for u we get the following nonhomogeneous equation

µ∆u+ (λ+ µ)graddivu = βgradθ. (4)

It is known that the volume potential u0 [6]

u0 = −β
π

∫
D

Γ(x-y)gradθds, (5)

where
Γ = ∥Γkj∥3x3,

Γkj =
λ+ 3µ

2aµ

δkj
r

+
λ+ µ

2aµ

xkxj
r3

, k, j = 1, 2, 3.

is a particular solution of (4). In (5) gradθ is a continuous vector in D along with
its first order derivatives.

Thus, the general solution of the equation (4) is representable in the form u = V+u0

where
µ∆V+ (λ+ µ)graddivV = 0. (6)

The last equation is the equation of an isotropic elastic body. So we have reduced
the solution of basic BVPs under consideration to the solution of the basic BVPs for
the equation of an isotropic elastic body.

The solution of the BVPs for the equation (6) is given in [6]. So it remains to solve
BVPs for the system (2),(3).

Expansion of regular solutions

In this section the general solution for the equations (2),(3) is obtained that gives
possibility to solve the BVP for the spherical ring.

Theorem 1. The regular solution W = (w, θ) of equations (2),(3) admits in the
domain of regularity a representation

W(x) = (
1
w +

2
w, θ), (7)
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where

∆(∆− s21)
1
w = 0, rot

1
w = 0, (∆− s21)div

1
w = 0, (∆− s22)

2
w = 0,

div
2
w = 0, ∆(∆− s21)θ = 0, s21 =

kk2 − k1k3
kk7

> 0, s22 =
k2
k6

> 0.

(8)

Proof. Let W be certain solution of the equation (2),(3). Let us prove that W can
be represented in the form (7) and it satisfies the conditions (8). Using the identity

∆w = graddivw− rotrotw

rewrite equation (2) as follows

w =
k7
k2
graddivw− k6

k2
rotrotw− k3

k2
gradθ.

Let
1
w =

k7
k2
graddivw− k3

k2
gradθ, (9)

2
w = −k6

k2
rotrotw. (10)

Clearly, from (9),(10) we obtain

rot
1
w = 0, div

2
w = 0, (∆− s22)

2
w = 0. (11)

(2),(3) yield
(k7∆− k2)divw− k3∆θ = 0. (12)

Substitution of the value divw = − k
k1
∆θ from (3) in (12) results in

∆(∆− s21)θ = 0. (13)

From (9) and (10) we have

∆(∆− s21)
1
w = 0 (∆− s21)div

1
w = 0. (14)

Formulas (11),(13),(14) prove the theorem.
Theorem 2. In the domain of regularity the regular solution of equations (2),(3)

can be represented in the form

W =
1

V +
2

V +
3

V, (15)

where
1

V = (v(1), φ1),
2

V = (v(2), φ2),
3

V = (v(3), 0) (16)

and
∆v(1) = 0, (∆− s21)v

(2) = 0, (∆− s22)v
(3) = 0, rotv(1) = 0,
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rotv(2) = 0, divv(3) = 0, ∆φ1 = 0, (∆− s21)φ2 = 0.

Proof. Let

1
v = −(∆− s21)

1
w

s21
,

2
v =

∆
1
w

s21
, φ1 = −(∆− s21)θ

s21
, φ2 =

∆θ

s21
, (17)

then, by virtue of (14), it follows

1
v +

2
v =

1
w, ∆

1
v = 0, (∆− s21)

2
v = 0.

θ is the solution of a scalar equation of the same type that it satisfied by the vector
w(1); therefore, by analogy we will have θ = φ1 + φ2, where

∆φ1 = 0, (∆− s21)φ2.

Now, it is clear that if we take v(3) =
2
w, we obtain representation (15). Hence

1
w =

1
v +

2
v, θ = φ1 + φ2, rot

1
w = 0, div

2
w = 0,

∆
1
v = 0, ∆div

1
v = 0, (∆− s21)div

2
v = 0, (∆− s21)

2
v = 0,

∆φ1 = 0, (∆− s21)φ2 = 0, (∆− s22)
2
w = 0.

(18)

Substituting in (2),(3) w =
1
w +

2
w and replacing

1
w and θ by their values from (17),

we have

k7s
2
1

2
v − k2(

1
v +

2
v) = k3grad(φ1 + φ2),

k∆φ2 + k1div
2
v = 0.

(19)

Equation(19) is satisfied by

1
v = −k3

k2
gradφ1,

2
v = − k

k1
gradφ2.

Finally, if we take
1
v = −k3

k2
gradφ1,

2
v = − k

k1
gradφ2

and they satisfy the conditions

∆
1
v = 0, (∆− s21)

2
v = 0,

then the general solution of the thermoelasticity equations (2),(3) takes the form

w(x) = a gradφ1(x) + b gradφ2(x) +
2
w(x),

θ(x) = φ1(x) + φ2(x), a = −k3
k2
, b = − k

k1
,

(20)
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where
2
w satisfies the equations (∆− s22)

2
w = 0, div

2
w = 0.

Now let us prove that if the vector W(w, θ) = 0, then φ1 = φ2 = 0,
2
w = 0. It

follows from (20) that

a gradφ1(x) + b gradφ2(x) +
2
w(x) = 0,

φ1(x) + φ2(x) = 0.

From here, after simple transformations we find that

div[a gradφ1(x) + b gradφ2(x) +
2
w(x)] = bs21φ2 = 0.

Thus we have φ1 = φ2 = 0,
2
w = 0 and the proof is completed.

Let us assume that D+ is a ball of radius R1, centered at point O(0, 0, 0) in space
E3 and S is a spherical surface of radius R1.

Let us consider the metaharmonic equation

(∆ + ν2)ψ = 0, ν ̸= 0.

For this equation the following theorems are valid and we cite them without proof.
Lemma 1. If regular vector ψ satisfies the conditions

(∆ + ν2)ψ = 0, ν ̸= 0, divψ = 0,

(x.ψ) = 0, x ∈ D+,

then it can be represented in the form

ψ(x) = [x.∇]h(x)),

where
(∆ + ν2)h(x) = 0,

in addition if ∫
S(0,a1)

h(x)ds = 0,

where S(0, a1) ⊂ D+ is an arbitrary spherical surface of radius a1, then the function
h in D+ can be defined uniquely by means of vector ψ.

Lemma 2. If regular vector ψ satisfies the conditions

(∆ + ν2)ψ = 0, ν ̸= 0 divψ = 0, x ∈ D+,

then it can be represented in the form

ψ(x) = [x.∇]φ3(x) + rot[x.∇]φ4(x),

where
(∆− s22)φj = 0, j = 3, 4,
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in addition if ∫
S(0,a1)

φjds = 0, j = 3, 4,

where S(0, a1) ⊂ D+ is an arbitrary spherical surface of radius a1, then the functions
φj j = 3, 4 in D+ can be defined uniquely by means of vector ψ.

Lemma 1 and Lemma 2 are proved in [7].
Now from these theorems it follows that the following theorem is valid.
Theorem 3. The regular solution W = (w, θ), where w = (w1, w2, w3), of the

homogeneous equations (2),(3), in D+, can be represented in the form

w(x) = a gradφ1(x) + b gradφ2(x) + c rotφ3(x),

θ(x) = φ1(x) + φ2(x),
(21)

where

∆φ1 = 0, (∆− s21)φ2 = 0, (∆− s22)φ
3 = 0, divφ3 = 0,

s21 =
kk2 − k1k3

kk7
> 0, s22 =

k2
k6

> 0, a = −k3
k2
, b = − k

k1
, c = −k6

k2
,

φ3(x) = [x · ∇]φ3(x) + rot[x.∇]φ4(x), (∆− s22)φj = 0, j = 3, 4.
(22)

In addition if ∫
S(0,a1)

φjds = 0,

where S(0, a1) ⊂ D+ is an arbitrary spherical surface of radius a1. Between the vector
W(x) = (w, θ) and the functions φj, j = 1, .., 4, there exists one-to one correspon-
dence.

Remark. By virtue of the equality

rotrot[x.∇]φ4 = −∆[x.∇]φ4,

formula (21) can be rewritten in the form

w(x) = a gradφ1(x) + b gradφ2(x) + [x.∇]φ4(x) + c rot[x.∇]φ3(x),

θ(x) = φ1(x) + φ2(x).
(23)
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Below we shall use solution (23) to solve the BVP for spherical ring.

Some auxiliary formulas

Let us introduce the spherical coordinates

x1 = ρ sinϑ cosφ, x2 = ρ sinϑ sinφ, x3 = ρ cosϑ, x ∈ Ω,

y1 = R1 sinϑ0 cosφ0, y2 = R1 sinϑ0 sinφ0, y3 = R1 cosϑ0, y ∈ S,

ρ2 = x21 + x22 + x23, 0 ≤ ϑ ≤ π, 0 ≤ φ ≤ 2π 0 ≤ ρ ≤ R1.

(24)

In the sequel we use the following notations: If g(x) = g(g1, g2, g3) and q(x) =
q(q1, q2, q3) then by symbols (g ·q) and [g ·q] will be denote scalar product and vector
product, respectively

(g · q) =
3∑

k=1

gkqk, [g · q] = (g2q3 − g3q2, g3q1 − g1q3, g1q2 − g2q1).

The operator
∂

∂Sk(x)
is determined as follows

[x · ∇]k =
∂

∂Sk(x)
, k = 1, 2, 3, ∇ =

(
∂

∂x1
,
∂

∂x2
,
∂

∂x3

)
.

Simple calculations give

∂

∂S1(x)
= x2

∂

∂x3
− x3

∂

∂x2
= −cosφctgϑ ∂

∂φ
− sinφ

∂

∂ϑ

∂

∂S2(x)
= x3

∂

∂x1
− x1

∂

∂x3
= −sinφctgϑ ∂

∂φ
+ cosφ

∂

∂ϑ

∂

∂S3(x)
= x1

∂

∂x2
− x2

∂

∂x1
=

∂

∂φ
.

Below we use the following identities [7]

(x.rotg(x)) =
3∑

k=1

∂gk(z)

∂Sk(z)
,

3∑
k=1

∂

∂Sk(z)
(rot[x.∇]h)k = 0,

3∑
k=1

∂

∂Sk(z)
(rotg(x))k = ρ

∂

∂ρ
divg(x)−

3∑
k=1

xk∆gk(x),

3∑
k=1

∂

∂Sk(x)
[x.g]k = ρ2divg(x)− (x.g(x))− ρ

∂

∂ρ
(x.g(x)),

(25)
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3∑
k=1

∂

∂Sk(z)
[x.rotg(x)]k = −(ρ

∂

∂ρ
+ 1)

3∑
k=1

∂gk(z)

∂Sk(z)
,

3∑
k=1

xk
∂

∂Sk(x)
= 0,

∂

∂Sk(x)

∂

∂xk
=

∂

∂xk

∂

∂Sk(x)
,

3∑
k=1

∂2

∂S2
k(x)

=
∂2

∂ϑ2
+ ctgϑ

∂

∂ϑ
+

1

sin2ϑ

∂2

∂φ2
,

∂xk
∂Sk

= 0,

3∑
k=1

∂

∂Sk(x)

∂

∂xk
= 0,

∂g(ρ)Y (ϑ, φ)

∂Sk(x)
= g(ρ)

∂Y (ϑ, φ)

∂Sk(x)
.

From this formulas it follows that, if gm is the spherical harmonic, the operator
∂

∂Sk

, k = 1, 2, 3, does not affect the order of the spherical function:

3∑
k=1

∂2gm(x)

∂S2
k(x)

= −m(m+ 1)gm(x).

We introduce the following notations:

(z.f+) = h+1 (z),
3∑

k=1

∂

∂Sk(z)
[z.f+]k = h+2 (z),

3∑
k=1

∂

∂Sk(z)
f+
k = h+3 (z), f+

4 = h+4 (z).

(z.f−) = h−1 (z),
3∑

k=1

∂

∂Sk(z)
[z.f−]k = h−2 (z),

3∑
k=1

∂

∂Sk(z)
f−
k = h−3 (z), f−

4 = h+4 (z).

Let us assume that f and f4 are sufficiently smooth(differentiable) functions and hk can
be represented in the form

h±k (z) =
∞∑

m=0

h±km(ϑ, φ),

where h±km is the spherical harmonic of order m :

h±km =
2m+ 1

4πR2
1

∫
S

Pm(cos γ)h
±
m(y)dSy,

Pm is Legender polynomial of the m-th order, γ is an angle formed by the radius-vectors
Ox and Oy,

cos γ =
1

|x||y|

3∑
m=1

xkyk.

The BVP for the spherical ring

Let us assume that Ω is a spherical ring, R1 < |x| < R2, centered at point O(0, 0, 0)
in the Euclidean 3D space E3, S1 is a spherical surface of radius R1 and S2 is a spherical
surface of radius R2. S = S1 ∪ S2.
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The boundary value problem for the spherical ring is formulated as follows:
Find in the domain Ω a regular solution U(u,w, θ) of equations (1),(2),(3) by the

boundary conditions

(u)− = F−(y), (w)− = f−(y),

(
k
∂θ

∂n
+ k1nw

)−

= f−
4 (y), ρ = R1,

(u)+ = F+(y), (w)+ = f+(y),

(
k
∂θ

∂n
+ k1nw

)+

= f+
4 (y), ρ = R2,

where F±, f±, f±
4 are the given functions on S.

Theorem 4. Two regular solutions of the considered BVP problem may differ by
the vector V(u,w, θ), where u = 0, w = 0, θ = const.

The general solution of the equations (∆ − s2k)ψ = 0, k = 1, 2, in the domain Ω
has the form ([7])

ψ(x) =
∞∑

m=0

[
ϕ
(2)
m (iskρ)Ym(ϑ, φ) + Ψ

(2)
m (iskρ)Zm(ϑ, φ)

]
, R1 < ρ < R2,

The general solution of the equation ∆ϕ = 0 in the domains Ω has the form

ϕ(x) =
∞∑

m=0

[
ρm

(2m+ 1)Rm−1
2

Ym(ϑ, φ) +
Rm+2

1

(2m+ 1)ρm+1
Zm(ϑ, φ)

]
, R1 < ρ < R2,

where Ym(θ, φ), Zm(θ, φ) are the spherical harmonics,

ϕ(2)
m (iskρ) =

√
R2Jm+ 1

2
(iskρ)

√
ρJm+ 1

2
(iskR2)

, Ψ(2)
m (iskρ) =

√
R1H

(1)

m+ 1
2

(iskρ)

√
ρH

(1)

m+ 1
2

(iskR1)
.

Using (23), we have

(x ·w) = aρ
∂φ1(x)

∂ρ
+ bρ

∂φ2(x)

∂ρ
+ c

3∑
k=1

∂2φ3(x)

∂S2
k(x)

,

3∑
k=1

∂

∂Sk(x)
[x ·w]k = a

3∑
k=1

∂2φ1(x)

∂S2
k(x)

+ b

3∑
k=1

∂2φ2(x)

∂S2
k(x)

− c

(
ρ
∂

∂ρ
+ 1

) 3∑
k=1

∂2φ3(x)

∂S2
k(x)

, (26)

3∑
k=1

∂wk

∂Sk(x)
=

3∑
k=1

∂2φ4(x)

∂S2
k(x)

, θ(x) = φ1(x) + φ2(x).

Let the functions φm(x), m = 1, 2, 3, 4, be sought in the form

φ1(x) =
∞∑

m=0

[
ρm

(2m+ 1)Rm−1
2

Y1m(ϑ, φ) +
Rm+2

1

(2m+ 1)ρm+1
Z1m(ϑ, φ)

]
,
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φ2(x) =
∞∑

m=0

[
ϕ
(2)
m (is1ρ)Y2m(ϑ, φ) + Ψ

(2)
m (is1ρ)Z2m(ϑ, φ)

]
,

φj(x) =
∞∑

m=0

[
ϕ
(2)
m (is2ρ)Yjm(ϑ, φ) + Ψ

(2)
m (is2ρ)Zjm(ϑ, φ)

]
, j = 3, 4,

The conditions
∫

S(0,a1)

φjds = 0 j = 3, 4 in fact mean that

Y30 = Y40 = 0, Z30 = Z40 = 0.

Substitute in (26) the functions φj(x), passing to the limit as ρ → R1, ρ → R2 and
taking into account boundary conditions , for determining the unknown values Yjm and
Zjm, we obtain the following system of algebraic equations

maRm
1

(2m+ 1)Rm−1
2

Y1m − (m+ 1)aR1

2m+ 1
Z1m + b

[
ρ
∂

∂ρ
ϕ(2)
m (is1ρ)

]
ρ=R1

Y2m

+b

[
ρ
∂

∂ρ
Ψ(2)

m (is1ρ)

]
ρ=R1

Z2m − cm(m+ 1)

{[
ϕ
(2)
m (is1ρ)

]
ρ=R1

Y3m + Z3m

}
= h−1m,

maR2

(2m+ 1)
Y1m − (m+ 1)aRm+2

1

(2m+ 1)Rm+1
2

Z1m + b

[
ρ
∂

∂ρ
ϕ(2)
m (is1ρ)

]
ρ=R2

Y2m

+b

[
ρ
∂

∂ρ
Ψ(2)

m (is1ρ)

]
ρ=R2

Z2m − cm(m+ 1)

{
Y3m +

[
Ψ

(2)
m (is2ρ)

]
ρ=R2

Z3m

}
= h+1m,

−m(m+ 1)aRm
1

(2m+ 1)Rm−1
2

Y1m − am(m+ 1)R1

2m+ 1
Z1m − bm(m+ 1)

{
ϕ(2)
m (is1R1)Y2m + Z2m

}
+cm(m+ 1)

{[
(ρ
∂

∂ρ
+ 1)ϕ(2)

m (is2ρ)

]
ρ=R1

Y3m +

[
(ρ
∂

∂ρ
+ 1)Ψ(2)

m (is2ρ)

]
ρ=R1

Z3m

}
= h−2m,

−m(m+ 1)aR2

2m+ 1
Y1m − am(m+ 1)Rm+2

1

(2m+ 1)Rm+1
2

Z1m − bm(m+ 1)
{
Y2m +Ψ(2)

m (is1R2)Z2m

}
+cm(m+ 1)

{[
(ρ
∂

∂ρ
+ 1)ϕ(2)

m (is2ρ)

]
ρ=R2

Y3m +

[
(ρ
∂

∂ρ
+ 1)Ψ(2)

m (is2ρ)

]
ρ=R2

Z3m

}
= h+2m,

−m(m+ 1){Φ(2)
m (is2R1)Y4m + Z4m} = h−3m,

−m(m+ 1){Y4m +Ψ
(2)
m (is2R2)Z4m} = h+3m,

mRm−1
1

(2m+ 1)Rm−1
2

Y1m − m+ 1

2m+ 1
Z1m +

[
∂

∂ρ
ϕ(2)
m (is1ρ)

]
ρ=R1

Y2m

(27)
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+

[
∂

∂ρ
Ψ(2)

m (is1ρ)

]
ρ=R1

Z2m =
h−4m
k

+
1

R1b
h−1m,

m

2m+ 1
Y1m − (m+ 1)Rm+2

1

(2m+ 1)Rm+2
2

Z1m +

[
∂

∂ρ
ϕ(2)
m (is1ρ)

]
ρ=R2

Y2m

+

[
∂

∂ρ
Ψ(2)

m (is1ρ)

]
ρ=R2

Z2m =
h+4m
k

+
1

R2b
h+1m.

Note that for m = 0, (27) is transformed to the system

Z10 =
b

k(a− b)
h−40, 0 = h+20, 0 = h−20, 0 = h+30, 0 = h−30,

0 · Y10 +
[
∂

∂ρ
ϕ
(2)
0 (is1ρ)

]
ρ=R1

Y20 +

[
∂

∂ρ
Ψ

(2)
0 (is1ρ)

]
ρ=R1

Z20 =
h−10
bR1

+
a

b
Z10,

0 · Y10 +
[
∂

∂ρ
ϕ
(2)
0 (is1ρ)

]
ρ=R2

Y20 +

[
∂

∂ρ
Ψ

(2)
0 (is1ρ)

]
ρ=R2

Z20 =
h+10
bR2

+
aR2

1

bR2
2

Z10.

(28)

Taking into account the identities J 1
2
(z) =

√
2
πz

sin z, H
(1)
1
2

(z) = −i
√

2
πz

exp(iz), after

certain calculations, the determinant of system (28) takes the form

δ =
expR1s1

R1R2 sinh s1R2

{(s21R1R2 − 1) sinh s1(R2 −R1)

+s1(R2 −R1) cosh s1(R2 −R1)} ̸= 0.

Thus we have shown that Y10 is an arbitrary constant and for the solution to exist
it is necessary that the conditions h+20 = 0, h−20 = 0, R2

2h
+
40 = R2

1h
−
40 be fulfilled.

By virtue of the uniqueness theorems of solutions of the BVP, we conclude that the
determinant of system (26) for m ≥ 1 is different from zero and we obtain the required
solution of problem in the form of series.
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Let us consider the linear ordinary differential equation of third order

u′′′ + p1(t)u
′′ + p2(t)u

′ + p3(t)u = 0, (1)

where pk : R+ → R (k = 1, 2, 3) are continuous functions.
A nontrivial solution of equation (1) is called oscillatory if it has an infinite number

of zeros, and non-oscillatory otherwise. In the present paper, when p3 is non-negative,
we prove the statements on the existence of unbounded oscillatory solutions, and also
show that non-oscillatory solutions vanish at infinity.

We will first prove some auxiliary propositions.
Lemma 1. Let α ≤ 1, let the conditions

lim sup
t→+∞

tkα|pk(t)| < +∞ (k = 1, 2, 3) (2)

be fulfilled and let equation (1) have a solution, satisfying for some µ ≥ 0 the condition

lim sup
t→+∞

t−µ|u(t)| < +∞. (3)

Then
lim sup
t→+∞

t−µ+jα|u(j)(t)| < +∞ (j = 1, 2). (4)

Proof. By (2) and (3) we can choose numbers t0 ≥ 1 and c > 1 such that

tkα|pk(t)| < c (k = 1, 2, 3) for t ≥ t0, (5)

t−µ|u(t)| < c for t ≥ t0. (6)

Therefore

|u′′′(t)| ≤ c
2∑

j=0

t(j−3)α|u(j)(t)| for t ≥ t0. (7)
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Assume that the lemma is not true, i.e.

lim sup
t→+∞

2∑
j=1

t−µ+jα|u(j)(t)| = +∞.

Then there exist increasing sequences (ti)
+∞
i=1 , (Mi)

+∞
i=1 such that t1 > t0, ti → +∞,

Mi → +∞ as i→ +∞ and

Mi =
2∑

j=1

t−µ+jα|u(j)(t)| = max

{ 2∑
j=1

t−µ+jα|u(j)(t)| : t0 ≤ t ≤ ti

}
.

Thus we can assume that there exists l ∈ {1, 2} such that for any i ∈ N

t−µ+lα
i |u(l)(ti)| ≥

Mi

2
.

Suppose first that l = 2 and h > 0 satisfies the inequalities

hc <
1

4
, hc(1− h)µ−3α <

1

4
.

Then by virtue of (7)

|u′′(t)| ≥ |u′′(ti)| −
ti∫
t

|u′′′(s)| ds ≥ Mi

2
tµ−2α
i −

ti∫
t

cMis
µ−3α ds

and therefore if µ− 3α ≥ 0, then

|u′′(t)| ≥ Mi

2
tµ−2α
i − cMit

µ−3α
i htαi ≥ Mi

4
tµ−2α
i for t ∈ [ti − htαi ; ti],

and if µ− 3α < 0, then

|u′′(t)| ≥ Mi

2
tµ−2α
i − cMit

µ−3α
i (1− h)µ−3αhtαi ≥ Mi

4
tµ−2α
i

for t ∈ [ti − htαi ; ti].

Let s0 = ti − htαi , s1 = ti − htαi
2
, s2 = ti. Then there exists ξ ∈ [s0, s2] such that

u(ξ)

2
=

u(s0)

(s1 − s0)(s2 − s0)
− u(s1)

(s1 − s0)(s2 − s1)
+

u(s2)

(s2 − s0)(s2 − s1)
.

Hence by virtue of (6) we obtain

Mi

4
tµ−2α
i ≤ |u′′(ξ)| ≤ 2

2∑
j=0

|u(sj)|
(
htαi
2
)2

≤ 8ccµ
h2

tµ−2α
i ,
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where cµ = 1 if µ ≥ 0, and cµ = (1− h)µ if µ < 0. Therefore

Mi ≤
32ccµ
h2

.

For any i ∈ N , which is a contradiction. In an analogous manner we obtain a contra-
diction when l = 1. The lemma is proved.

Remark 1. For α = µ = 0, Lemma 1 is proved in [1]. For second order equations
see [2].

Lemma 2. Let β > 0, α ≥ 0, let the conditions

lim sup
t→+∞

|pk(t)| exp(−αktβ) < +∞ (k = 1, 2, 3)

be fulfilled and for some µ > 0 let equations (1) have a solution, satisfying the condition

lim sup
t→+∞

|u(t)| exp(−µtβ) < +∞.

Then
lim sup
t→+∞

|u(j)(t)| exp(−(µ+ jα)tβ) < +∞ (j = 1, 2). (8)

Proof. By transformation of the variable

u(t) = exp(µtβ)v(s), s =

t∫
0

exp(ατβ) dτ, (9)

equation (1) takes the form

v′′′(s) + p̃1(s)v
′′(s) + p̃2(s)v

′(s) + p̃3(s)v(s) = 0, (10)

where

p̃1(s) =
(
p1(t) + µβtβ−1 + (µ+ α)βtβ−1 + β(µ+ 2α)tβ−1

)
exp(−αtβ),

p̃2(s) =
[
p2(t) + p1(t)

(
µβtβ−1 + (µ+ α)βtβ−1

)
+ µβ(β − 1)tβ−2+

+ µ2β2t2β−2 + µβ(β − 1)tβ−2 + µ(µ+ α)βt2β−2+

+ (µ+ α)β(β − 1)tβ−2 + (µ+ α)2β2t2β−2
]
exp(−2αtβ),

p̃3(s) =
[
p3(t) + p2(t)µβt

β−1+

+ p1(t)
(
µβ(β − 1)tβ−2 + µ2β2t2β−2

)
+ µ3β3t3β−3

]
exp(−3αtβ).

It is obvious that for equation (10) the conditions of Lemma 1 are fulfilled if it is
assumed that µ = 0 and α = 0. Therefore

lim sup
t→+∞

|v(j)(s)| < +∞ (j = 1, 2).
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This, by virtue of (9), implies inequality (8). The Lemma is proved.
Theorem 1. If the inequalities

p2(t) ≤ 0, p3(t) ≥ 0 for t ∈ R+, (11)
+∞∫
0

[p1(t)]+ dt < +∞ (12)

are fulfilled, then there exists a solution of equation (1) such that

lim sup
t→+∞

t−
3
2
+j|u(j)(t)| > 0 (j = 1, 2). (13)

If, besides, condition (2) is fulfilled for some α ≤ 1, then equation (1) has a solution
which, in addition to (13), also satisfies the condition

lim sup
t→+∞

t−1−α
2 |u(t)| > 0. (14)

Proof. Let u1 and u2 be solutions of equation (1) which satisfy the initial conditions

u1(0) = 0, u′1(0) = 1, u1(0) = 0,

u2(0) = 0, u′2(0) = 0, u′′2(0) = 1.

Let us introduce the notation

v01(t) = u1(t)u
′
2(t)− u′1(t)u2(t),

v02(t) = exp

( t∫
0

[p1(s)]+ ds

)(
u1(t)u

′′
2(t)− u′′1(t)u2(t)

)
,

v12(t) = exp

( t∫
0

[p1(s)]+ ds

)(
u′1(t)u

′′
2(t)− u′′1(t)u

′
2(t)
)
.

The vector-function x = colon(v01, v02, v12) is a solution of the problem

x′ = A(t)x, x(0) = colon(0, 0, 1),

where

A(t) =



0 exp

(
−

t∫
0

[p1(s)]+ ds

)
0

−p2(t) exp
( t∫

0

[p1(s)]+ ds

)
[p1(t)]− 1

p3(t) exp

( t∫
0

[p1(s)]+ ds

)
0 [p1(t)]−


.
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Let

y(t) = colon

( t∫
0

s exp

(
−

s∫
0

[p1(τ)]+ dτ

)
ds, t, 1

)
.

Then y satisfies the system
y′ = B(t)y,

where

B(t) =


0 exp

(
−

t∫
0

[p1(s)]+ ds

)
0

0 0 1
0 0 0

 .

Since x(0) ≥ y(0) ≥ 0 and

A(t) ≥ B(t) ≥ 0 for t ≥ 0

it is easy to show that
x(t) ≥ y(t) for t ≥ 0.

Therefore

v01(t) ≥
t∫

0

s exp

(
−

s∫
0

[p1(τ)]+ dτ

)
ds for t ≥ 0.

With (12) taken into account, we obtain

lim sup
t→+∞

v01(t)

t2
> 0. (15)

Let us show that u1 or u2 satisfies condition (13). Indeed, assuming the contrary, we
have

lim
t→+∞

t−
1
2u′i(t) = lim

t→+∞
t−

3
2ui(t) = 0 (i = 1, 2),

which contradicts condition (15).
Now assume that conditions (2) are fulfilled, then

lim
t→+∞

t−1−α
2 ui(t) = 0 (i = 1, 2).

In that case, by virtue of Lemma 1

lim sup
t→+∞

t−1+α
2 u′i(t) < +∞ (i = 1, 2)

and therefore
lim

t→+∞
t−2v01(t) = 0,

which contradicts inequality (15). The theorem is proved.
Corollaries 1.2.1, 1.3.1 (see [3], pp. 453, 455]) and Theorem 1 immediately give rise

to the following propositions.
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Corollary 1.1. Let α < 1, conditions (11),(12) and

lim
t→+∞

tkαpk(t) = 0 (k = 1, 2),

0 < lim inf
t→+∞

t3αp3(t) ≤ lim sup
t→+∞

t3αp3(t) < +∞

be fulfilled. Then equation (1) has an oscillatory solution which satisfies conditions
(13) and (14).

Theorem 2. Let (11),(12) and let one of the following two conditions

lim
t→+∞

t3p3(t) = +∞ (16)

or
lim

t→+∞
t2p2(t) = +∞ (17)

be fulfilled. Then equation (1) has a solution such that

lim sup
t→+∞

t−µ|u(j)(t)| = +∞ (18)

for any µ > 0 and j ∈ {1, 2}. If, besides, conditions (2) hold for some α < 1, then
there exists a solution of equation (1) which satisfies condition (18) for any µ > 0 and
j ∈ {0, 1, 2}.

Proof. It is analogous to the proof of Theorem 1, now for t ≥ t0 > 0 we put

B(t) =



0 exp

(
−

t∫
0

[p1(s)]+ds

)
0

0 0 1
ν(ν − 1)tν−2

t∫
0

sν exp
(
−

s∫
0

[p1(τ)]+ dτ
)
ds

0 0


,

y(t) = colon

( t∫
0

sν exp

(
−

s∫
0

[p1(τ)]+ dτ

)
ds, tν , νtν−1

)
if conditions (16) are fulfilled, and

B(t) =



0 exp

(
−

t∫
0

[p1(s)]+ ds

)
0

νtν1

t∫
0

sν exp
(
−

s∫
0

[p1(τ)]+ dτ
)
ds

0 0

0 0 0


,

y(t) = colon

( t∫
0

sν exp

(
−

s∫
0

[p1(τ)]+ dτ

)
ds, tν , 1

)
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if (17) is fulfilled.
Remark 2. In Theorems 1 and 2, the requirement that p2(t) ≤ 0 for t ≥ 0 is an

essential one.
Indeed, let us consider the differential equation

u′′′ − u′′ +
1

4
u′ +

9

4
u = 0, (19)

which has a fundamental system of solutions

e−t, e−t sin

√
5

2
t, e−t cos

√
5

2
t.

Thus equation (19) has no unbounded solution though all the conditions of Theorems
1 and 2 are fulfilled except the condition that the function p2 is non-positive.

According to Theorem 3.2 [5], Theorem 2 immediately implies
Corollary 2.1. Let α < 1, let conditions (11), (12), (16) and

lim sup
t→+∞

tk|pk(t)| < +∞ (k = 1, 2), lim sup
t→+∞

t3αp3(t) < +∞

be fulfilled. Then equation (1) has an oscillatory solution, satisfying conditions (18)
for any µ > 0 and j ∈ {0, 1, 2}.

Theorem 3. Let σ > 0,

lim sup
t→+∞

t−σ

t∫
0

[p1(s)]+ ds < +∞, (20)

let inequality (11) and one of the following two conditions

lim
t→+∞

t3−3σp3(t) = +∞ (21)

or
lim

t→+∞
t2−2σ|p2(t)| = +∞ (22)

be fulfilled. Then (1) has a solution such that

lim sup
t→+∞

|u(j)(t)| exp(−µtσ) = +∞ (23)

for any µ > 0 and j ∈ {1, 2}. If, besides, for some α ≥ 0

lim sup
t→+∞

|pk(t)| exp(−αktσ) < +∞ (k = 1, 2, 3), (24)

Then there exists a solution of equation (1) which satisfies condition (23) for any µ > 0
and j ∈ {0, 1, 2}.

Proof. We begin by assuming that condition (21) is fulfilled. Let µ > 0 and u1, u2,
v01, v02, v12, x, A be defined as they were in proving Theorem 1, and let ν be chosen
so that

t∫
0

[p1(s)]+ ds ≤ (ν − 2µ)tσ for t ≥ t0. (25)
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Put

y(t) =

= colon

( t∫
0

exp

(
−

s∫
0

[p1(τ)]+ dτ

)
exp(νsσ) ds, exp(νtσ), νσtσ−1 exp(νtσ)

)
.

Then y on the interval ]0,+∞[ satisfies the system

y′ = B(t)y,

where

B(t) =


0 exp

(
−

t∫
0

[p1(s)]+ ds

)
0

0 0 1
bσν(t) 0 0

 ,

bσν(t) =

(
ν(σ − 1)σtσ−2 + ν2σ2t2σ−2

)
exp(νtσ)

t∫
0

exp
(
−

s∫
0

[p1(τ)]+ dτ
)
exp(νsσ) ds

.

By (21) it is easy to verify that

lim sup
t→+∞

p3(t) exp
( t∫

0

[p1(s)]+ ds
)

bσν(t)
= +∞.

If ε > 0 is such that

x(t0) ≥ εy(t0) ≥ 0,

A(t) ≥ B(t) ≥ 0 for t ≥ t0,

then it can be easily shown that

x(t) ≥ εy(t) for t ≥ t0.

Therefore

v01(t) ≥ ε

t∫
0

exp

(
−

s∫
0

[p1(τ)]+ dτ

)
exp(νsσ) ds for t ≥ t0.

Hence by virtue of (25) we obtain

lim sup
t→+∞

v01(t)

t1−σ exp(2µtσ)
= +∞. (26)
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Let us show that u1 or u2 satisfies condition (23). Indeed, if we assume the contrary,
we have

lim sup
t→+∞

|u′i(t)| exp(−µtσ) < +∞ (i = 1, 2),

lim sup
t→+∞

|ui(t)|tσ−1 exp(−µtσ) < +∞ (i = 1, 2).

Then
lim sup
t→+∞

v01(t)t
σ−1 exp(−2µtσ) < +∞,

which contradicts (26). Thus u1 or u2 satisfies condition (23).
If, besides, (24) holds and

lim sup
t→+∞

|ui(t)| exp(−µtσ) < +∞ (i = 1, 2),

then by virtue of Lemma 2 we obtain

lim sup
t→+∞

|u′i(t)| exp(−(µ+ α)tσ) < +∞ (i = 1, 2)

and
lim sup
t→+∞

v01(t) exp(−(2µ+ α)tσ) < +∞.

But, as above, this is a contradiction.
Now assume that condition (22) is fulfilled. Then the proof is carried out as above,

only in this case

B(t) =



0 exp

(
−

t∫
0

[p1(s)]+ ds

)
0

νσtσ−1 exp(νtσ)
t∫
0

exp
(
−

s∫
0

[p1(τ)]+ dτ
)
exp(νsσ) ds

0 0

0 0 0


,

y(t) = colon

( t∫
0

exp

(
−

s∫
0

[p1(τ)]+ dτ

)
exp(νsσ)ds, exp(νtσ), 1

)
.

The theorem is proved.
According to Theorem 3.2 [5], Theorem 3 immediately implies
Corollary 3.1. Let conditions (11), (20) be fulfilled and

lim sup
t→+∞

|pk(t)| < +∞ (k = 1, 2), lim
t→+∞

p3(t) = +∞,

lim sup
t→+∞

p3(t) exp(−3αtσ) < +∞.

Then equation (1) has an oscillatory solution, satisfying conditions (23) for any j ∈
{0, 1, 2}.
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In conclusion, we present a theorem on an asymptotic oscillatory solution of equa-
tion (1) when p3 is a non-negative function.

Theorem 4. If equation (1) is oscillatory,

p1(t) ≥ 0, p2(t) ≤ 0, p3(t) ≥ 0 for t ≥ 0 (27)

and
+∞∫
0

p1(t) dt < +∞,

then equation (1) has a non-oscillatory solution and any of such solutions satisfies the
condition

u(t)u′(t) ≤ 0 for t ≥ 0, lim
t→+∞

u(t) = 0. (28)

To prove this theorem we need lemmas on the asymptotic properties of solutions of
the differential equation ( 1

a2(t)

( x′

a1(t)

)′)′
+ p(t)x = 0, (29)

where ai(t) : R+ → ]0,+∞[ (i = 1, 2), p : R+ → R+ are continuous functions.
Lemma 3. Let

+∞∫
0

a2(t) dt = +∞,

+∞∫
0

a1(t)

t∫
0

a2(s) ds dt = +∞ (30)

and equation (1) have the solution x which for some t0 ≥ 0 satisfies the conditions

x(t) > 0, x′(t) > 0,
( 1

a1(t)
x′(t)

)′
> 0 for t ≥ t0.

Then equation (29) is non-oscillatory.
For the proof of this lemma see ([6], Lemma 4.2).
Lemma 4. If p is not identically zero in the neighborhood of +∞, conditions (30)

are fulfilled and x is a solution of equation (29) that satisfies the inequality

x(t) > 0 for t ≥ t0. (31)

Then there exists t1 ≥ t0 such that either

x′(t) > 0,
( 1

a1(t)
x′(t)

)′
> 0 for t ≥ t1

or

x′(t) < 0,
( 1

a1(t)
x′(t)

)′
> 0 for t ≥ t0.
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Proof. To prove the lemma it suffices to show that

1

a2(t)

( 1

a1(t)
x′(t)

)′
> 0 for t ≥ t0. (32)

Since p(t) ≥ 0, the function
1

a2

( 1

a1
x′
)′

does not increase. If (32) does not hold, then since p is not identically zero in the
neighborhood of ∞, there are t1 ≥ t0 and c0 < 0 such that

1

a2(t)

( 1

a1(t)
x′(t)

)′
≤ c0 for t ≥ t1.

This inequality readily implies that

x(t) ≤ c0

t∫
t1

a1(s1)

s1∫
t1

a2(s2) ds2 ds1 +
x′(t1)

a1(t1)

t∫
t1

a1(s) ds+ x(t1) for t ≥ t1.

If in the latter inequality we pass to the limit as t → +∞, then, taking (30) into
account, we have

lim
t→+∞

x(t) = −∞.

The obtained contradiction proves (32). The lemma is proved.
Lemma 5. Let condition (30) be fulfilled. Then for the existence of a solution x

of equation (29) that satisfies the condition

lim
t→+∞

x(t) = 1, (33)

it is necessary and sufficient that

+∞∫
0

s3∫
0

a2(s2)

s2∫
0

a1(s1) ds1 ds2p(s3) ds3 < +∞. (34)

Proof. Sufficiency. Choose such a large t0 that

+∞∫
t0

s3∫
t0

a2(s2)

s2∫
t0

a1(s1) ds1 ds2p(s3) ds3 = Θ < 1.

Let
S =

{
x ∈ C([t0,+∞[) : 0 ≤ x(t) ≤ 2 for t ≥ t0

}
.

Consider the integral operator F : S → S defined by the equality

F (x)(t) = 1 +

+∞∫
t

s3∫
t

a2(s2)

s2∫
t

a1(s1) ds1 ds2p(s3)x(s3) ds3.
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If u, v ∈ S, then ∣∣F (u)(t)− F (v)(t)
∣∣

≤
∣∣∣∣

+∞∫
t

s3∫
t

a2(s2)

s2∫
t

a1(s1) ds1 ds2p(s3)
(
u(s3)− v(s3)

)
ds3

∣∣∣∣
≤ ∥u− v∥ ·Θ for t ≥ t0.

This means that F is a contracting operator and by virtue of the well-known Banach
theorem, F has a fixed point, i.e. there exists x ∈ S such that

x(t) = 1 +

+∞∫
t

s3∫
t

a2(s2)

s2∫
t

a1(s1) ds1 ds2p(s3) ds3 for t ≥ t0.

It is easy to verify that x is a solution of equation (29) that satisfies (33).
Necessity. Assume that x is a solution of equation (29) that satisfies condition (33).

Then by virtue of Lemma 4 there exists t0 > 0 such that

x(t) > 0, x′(t) < 0,
( 1

a1(t)
x′(t)

)′
> 0 for t ≥ t0.

The equality

t∫
t0

s∫
t0

a2(s2)

s2∫
t0

a1(s1) ds1 ds2p(s)x(s) ds

= −
t∫

t0

a2(s2)

s2∫
t0

a1(s1) ds1 ds2
1

a2(t)

(x′(t)
a1(t)

)′

+

t∫
t0

a1(s1) ds1
x′(t)

a1(t)
− x(t) + x(t0) for t ≥ t0

implies (34). The lemma is proved.
Lemma 6. Let condition (30) be fulfilled. Then for the existence of a solution x

of equation (29) that satisfies the condition

lim
t→+∞

x(t)
t∫
0

a1(s)
s∫
0

a(τ) dτ ds

= 1. (35)

It is necessary and sufficient that

+∞∫
0

p(s3)

s3∫
0

a1(s1)

s1∫
0

a2(s2) ds2 ds1 ds3 < +∞. (36)
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Proof. The sufficiency is proved as in Lemma 5, but in this case the set S and the
operator F : S → Sare defined as follows

S =

{
u ∈ C([t0,+∞[) : 0≤u(t)≤

t∫
0

a1(s)

s∫
0

a2(τ) dτ ds for t≥ t0
}
,

F (u)(t) =

t∫
t0

a1(s1)

s1∫
t0

a2(s2) ds2 ds1

+

t∫
t0

a1(s1)

s1∫
t0

a2(s2)

+∞∫
s2

p(s3)u(s3) ds3 ds2 ds1.

Necessity. If x is a solution of equation (29) that satisfies condition (35), then,
taking into account Lemma 4, we obtain

x(t) > 0, x′(t) > 0,
( 1

a1(t)
x′(t)

)′
> 0 for t ≥ t0.

Then by virtue of (35) from the equality

t∫
t0

p(s)x(s) ds = − 1

a2(t)

(x′(t)
a1(t)

)′
+

1

a2(t)

(x′(t)
a1(t)

)′∣∣∣∣
t=t0

we have (36). The lemma is proved.
Lemma 7. Let equation (29) be oscillatory and let condition (30) be fulfilled. In

addition to this, assume that there is a number c > 0 such that the inequality

a1(s1)

a2(s1)
≥ a1(s2)

a2(s2)
· c

holds for for any s1 > 0 and s2 > 0, where s1 ≤ s2. Then equation (29) has a
non-oscillatory solution and any such solution tends to zero at infinity.

Proof. The existence of a non-oscillatory solution follows from Theorem 14.2.1 in
[7]. Since equation (29) is oscillatory, by virtue of Lemmas 3, 4, 6

+∞∫
0

p(s3)

s3∫
0

a1(s1)

s1∫
0

a2(s2) ds2 ds1 ds3 = +∞.
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Then, since

+∞∫
0

s3∫
0

a2(s2)

s2∫
0

a1(s1) ds1 ds2p(s3) ds3

=

+∞∫
0

s3∫
0

a2(s2)

s2∫
0

a1(s1)

a2(s1)
a2(s1) ds1 ds2p(s3) ds3

≥ c

+∞∫
0

s3∫
0

a1(s2)

s2∫
0

a2(s1) ds1 ds2p(s3) ds3,

we have
+∞∫
0

p(s3)

s3∫
0

a2(s2)

s2∫
0

a1(s1) ds1 ds2 ds3 = +∞.

Therefore, if x is a non-oscillatory solution of equation (29), by virtue of Lemmas
3, 4, 5

lim
t→+∞

x(t) = 0.

The lemma is proved.
Proof. [Proof of Theorem 4] Equation (1) on the interval [0,+∞[ can be written

in the form (29), where

p(t) = p3(t)v(t) exp

( t∫
0

p1(s) ds

)
,

a1, a2 are defined by the equalities

a1(t) = v(t), a2(t) = v−2(t) exp

(
−

t∫
0

p1(τ) dτ

)
,

and v is a solution of the equation

(g(t)v′)′ + q(t) = 0,

where

g(t) = exp

( t∫
0

p1(τ) dτ

)
, q(t) = g(t)p2(t),

which satisfies the condition

v(t) > 0, v′(t) ≤ 0 for t ≥ 0.

Then, as is known (see [7, pp. 419–422]), condition (30) is fulfilled.
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Moreover,

a1(s1)

a2(s1)
=
a1(s2)

a2(s2)
· v

3
1(s1)

v31(s2)
exp

(
−

s2∫
s1

p1(τ) dτ

)

≥ a1(s2)

a2(s2)
· c for s2 ≥ s1 ≥ 0,

where

c = exp

(
−

+∞∫
0

p1(τ) dτ

)
.

Thus all the conditions of Lemma 7 are fulfilled. This lemma immediately implies the
validity of the theorem.

Remark 3. In Theorem 4 the condition p2(t) ≤ 0 for t ≥ 0 is an essential one.
Indeed, let us consider the equation

u′′′ +
1

4t2
u′ +

c

t3 ln3/2 t
u = 0 (t ≥ a > 1), (37)

where c > 0. By Theorem 5 [8] this equation is oscillatory. Equation (37) can be
written in the form (29), where

a1(t) = t
1
2 , a2(t) =

1

t
, p(t) =

c

t5/2 ln3/2 t
.

Since
+∞∫
a

s3∫
a

a2(s2)

s2∫
a

a1(s1) ds1 ds2p(s3) ds3 < +∞.

By virtue of Lemma 5, equation (37) has a solution, satisfying condition (33).
Corollaries 1.1, 2.1 and Theorem 4 immediately give rise to the following proposi-

tions.
Corollary 4.1. Let α < 1, conditions (27) be fulfilled and

+∞∫
0

p1(t) dt < +∞, lim
t→+∞

tkαpk(t) = 0 (k = 1, 2),

0 < lim inf
t→+∞

t3αp3(t) ≤ lim sup
t→+∞

t3αp3(t) < +∞.

Then equation (1) has both non-oscillatory solutions, satisfying condition (28) and
oscillatory solutions, satisfying conditions (13), (14).

Corollary 4.2. Let conditions (27) be fulfilled and

+∞∫
0

p1(t) dt < +∞, lim
t→+∞

tkpk(t) = 0 (k = 1, 2),

2
√
3

9
< lim inf

t→+∞
t3p3(t) ≤ lim sup

t→+∞
t3p3(t) < +∞.
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Then equation (1) has both oscillatory solutions satisfying both condition (28) and
conditions (13), (14).

Remark 4. From the results of [9] (see also [10], [11]) it follows that under the
conditions of Theorem 4, the solution of equation (1), satisfying condition (28), is
unique to within a constant multiplier.
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Abstract. Some two-point singular boundary value problems for second order linear differ-

ential equations are investigated.
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1. Introduction

Consider the differential equations

u′′ + p(t)u = 0 (1.1)

and
v′′ + q(t) v = 0, (1.2)

where p, q ∈ C((a, b);R). For these equations Sturm [1] proved a comparison theorem,
which later was widely used in studying the boundary value problems and asymptotic
behavior of solutions. For generalizations of Sturm’s theorems see [2], and for singular
case see [3-5].

2. Some auxiliary lemmas

Lemma 2.1. Let a < t0 < b,

p, q ∈ C((a, t0];R+) (2.1)

and ∫ t0

t

(p(s)− q(s))ds ≥ 0 for t ∈ (a, t0]. (2.2)

Let v ∈ C(2)((a, t0]; [0,+∞)) be a solution of equation (1.2) under conditions

lim
t→a0+

v(t) = v(a0+) = 0, v′(t0) = 0

and ∫ t0

a0

ds

v2(s)
= +∞,

where a ≤ a0, v(t) > 0 for t ∈ (a0, t0] and v(a0) = 0. If u ∈ C(2)((a0, t0];R) is a
solution of equation (1.1), then at least one of the conditions

1) there exist t∗ ∈ (a, t0) such that u(t∗) = 0
or
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2) u′(t0) ≤ 0

is fulfilled.
Lemma 2.2. Let a < t0 < b

p, q ∈ C([t0, b);R+) (2.3)

and ∫ t

t0

(p(s)− q(s))ds ≥ 0 for t ∈ [t0, b).

Let v ∈ C(2)([t0b); [0,+∞)) be a solution of equation (1.2) under conditions

v(b0−) = lim
t→b0−

v(t) = 0, v′(t0) = 0

and ∫ b0

t0

ds

v2(s)
= +∞,

where b0 ≤ b, v(t) > 0 for t ∈ [t0, b0) and v(b0) = 0. If u ∈ C(2)[t0, b0);R) is a solution
of equation (1.1), then at least one of the conditions

1) there exist t∗ ∈ (t0, b0) such that u(t∗) = 0
or

2) u′(t0) ≥ 0

is fulfilled.
Remark 2.1. If in Lemmas 2.1 and 2.2 p(t) ≥ q(t) for t ∈ (a, b), then conditions

(2.1) and (2.3) are unnecessary.

3. Two-point boundary value problems

Consider the problems on the existence of solution of the equation

u′′ + q(t)u = f(t), (3.1)

where q, f ∈ C((a, b);R), under conditions

u(a+) = 0, u′(b−) = 0, (3.2)

u′(a+) = 0, u(b−) = 0 (3.3)

and
u(a+) = u(b−) = 0. (3.4)

Theorem 3.1. Let q ∈ C((a, b];R+), (t−a)q ∈ L([a, b]) and there exists a function
p ∈ C((a, b];R+) such that∫ b

t

(p(s)− q(s))ds ≥ 0 for t ∈ (a, b),

and equation (1.1) has a solution u : (a, b) → (0,+∞) such that u′(b) > 0. Then
problem (3.1), (3.2) has only one solution.



40 Koplatadze R.

Corollary 3.1. Let q ∈ C((a, b];R+), (t− a)q ∈ L([a, b]) and∫ b

t

p(s)ds ≤ b− t

4(b− a)(t− a)
for t ∈ (a, b].

Then problem (3.1), (3.2) has only one solution.
Corollary 3.2. Let q ∈ C((a, b];R+), (t− a)q ∈ L([a, b]),

q(t) ≤ 1

4(t− a)2
for t ∈ [a, b).

Then problem (3.1), (3.3) has only one solution.
Theorem 3.2. Let q ∈ C([a, b);R+), (b− t)q ∈ L([a, b]) and there exists a function

p ∈ C([a, b];R+) such that∫ t

a

(p(s)− q(s))ds ≥ 0 for t ∈ [a, b),

and equation (1.1) has a solution u : (a, b) → (0,+∞) such that u′(a) < 0. Then
problem (3.1), (3.3) has only one solution.

Corollary 3.3. Let q ∈ C([a, b);R+), (b− t)q ∈ L([a, b] and∫ t

a

q(s)ds ≤ t− a

4(b− a)(b− t)
for t ∈ [a, b).

Then problem (3.1), (3.3) has only one solution.
Corollary 3.4. Let q ∈ C([a, b);R), (b− t)q ∈ L([a, b]) and

q(t) ≤ 1

4(b− t)2
for a ≤ t < b.

Then problem (3.1), (3.2) has only one solution.
Theorem 3.3 Let p; q ∈ C((a, b);R), (t− a)(b− t)q ∈ L([a, b]) and

q(t) ≤ p(t) for t ∈ (a, b). (3.5)

If there exist t∗ ∈ (a, b) and solution u ∈ C(2)((a, b); (0,+∞)) of equation (1.1) such
that u′(t) > 0 for t ∈ (a, t∗] or u

′(t) < 0 for t ∈ [t∗, b), then problem (3.1), (3.4) has
only one solution.

Corollary 3.5. Let q ∈ C((a, b);R), (t − a)(b − t)q ∈ L([a, b]) and let (3.5) be
fulfilled, where

p(t) =


1

4(t− a)2
for t ∈

(
a, a+b

2

]
,

1

4(b− t)2
for t ∈

[
a+b
2
, b
)
.

Then problem (3.1), (3.4) has only one solution.
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ON ONE PROBLEM OF STATICS OF THE THEORY OF ELASTIC MIXTURES
FOR A SQUARE WHICH IS WEAKENED BY A HOLE AND BY CUTTINGS AT

VERTICES

Svanadze K.

Abstract. In the present work we consider the problem of statics of the linear theory of
elastic mixtures for a square which is weakened by a hole and by cuttings at vertices about
of finding an equally strong contour. The hole and cutting boundaries are assumed to be free
from external forces, and to the remaing part of the square boundary are applied the same
absolutely rigid punches, subjected to the action of external normal contractive forces with
the given principal vectors.

Relying on the analogous to Kolosov-Muskhelishvilis formulas, in the linear theory of

elastic mixtures, the problem reduces to a mixed problem of the theory of analytic functions

(the Keldysh-Sedov problem), and the solution of the latter allows us to construct complex

potentials and equations of an unknown contour efficiently (in analytical form). The analysis

of the obtained results is carried out and the formula of tangential normal stress vector is

derived.

Keywords and phrases: Equally strong contour, elastic mixture, generalized Kolosov-

Muskhelishvili representation, Keldysh-Sedov problem.
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Introduction

The problems of the plane theory of elasticity for infinite domains weakened by
equally strong holes have been studied in [1], [8] and also by many other authors.
The same problem for simple and doubly-connected domains with partially unknown
boundaries are investigated in [2], [9] etc. The mixed boundary value problems of the
plane theory of elasticity for domains with partially unknown boundaries have been
studied by R. Bantsuri [3]. Analogous problem in the case of the plane theory of elastic
mixtures is considered in [16].

In [14], using the method, suggested by R. Banstsuri in [4], the author gives a
solution of the mixed problem of the plane theory of elasticity for a finite multiply
connected domain with a partially unknown boundary having the axis of symmetry.
Analogous problem in the case of the plane theory of elastic mixtures has been studied
in [17]. In the work of R. Bantsuri and G. Kapanadze [5] the problem, of statics of
the plane theory of elasticity, of finding an equally strong contour for a square which
is weakened by a hole and by cuttings at vertices are considered.

In the present work, in the case of the plane theory of elastic mixtures we study
the problem, analogous to that solved in [5]. For the solution of the problem the use
will be made of the generalized Kolosov-Muskhelishvili’s formula [17] and the method,
developed in [5].
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1. Some auxiliary formulas and operators

The homogeneous equation of statics of the theory of elastic mixtures in a complex
form looks as follows [7]

∂2U

∂z∂z
+K∂

2U

∂z2
= 0, (1.1)

where z = x1 + ix2, z = x1 − ix2,
∂
∂z

= 1
2

(
∂

∂x1
− i ∂

∂x2

)
, ∂

∂z
= 1

2

(
∂

∂x1
+ i ∂

∂x2

)
, U =

(u1 + iu2, u3 + iu4)
T , u′ = (u1, u2)

T and u′′ = (u3, u4)
T are partial displacements

K = −1

2
em−1, e =

[
e4 e5
e5 e6

]
, m−1 =

1

∆0

[
m3 −m2

−m2 m1

]
,

∆0 = m1m3 −m2
2, mk = ek +

1

2
e3+k, e1 = a2/d2,

e2 = −c/d2, e3 = a1/d2, d2 = a1a2 − c2, a1 = µ1 − λ5, a2 = µ2 − λ5,

a3 = µ3 + λ5, e1 + e4 = b/d1, e2 + e5 = −c0/d1, e3 + e6 = a/d1,

a = a1 + b1, b = a2 + b2, c0 = c+ d, d1 = ab− c20,

b1 = µ1 + λ1 + λ5 − α2ρ2/ρ, b2 = µ2 + λ2 + λ5 + α2ρ1/ρ, α2 = λ3 − λ4,

ρ = ρ1 + ρ2, d = µ2 + λ3 − λ5 − α2ρ1/ρ ≡ µ3 + λ4 − λ5 + α2ρ2/ρ.

Here µ1, µ2, µ3, λp, p = 1, 5 are elasticity modules, characterizing mechanical properties
of a mixture, ρ1 and ρ2 are its particular densities. The elastic constants µ1, µ2, µ3, λp
p = 1, 5 and particular densities ρ1 and ρ2 will be assumed to satisfy the conditions of
inequality [13].

In [6] M. Bashaleishvili obtained the following representations:

U =

(
u1 + iu2
u3 + iu4

)
= mφ(z) +

1

2
eφ′(z) + ψ(z) (1.2)

TU =

(
(Tu)2 − i(Tu)1
(Tu)4 − i(Tu)3

)
=

∂

∂s(x)
[(A− 2E)φ(z) + Bzφ(z)′ + 2µψ(z)], (1.3)

where φ(z) = (φ1, φ2)
T and ψ(z) = (ψ1, ψ2)

T are arbitrary analytic vector-functions:

A = 2µm, µ =

[
µ1 µ3

µ3 µ2

]
, B = µe, m =

[
m1 m2

m2 m3

]
, E =

[
1 0
0 1

]
,

∂

∂s(x)
= −n2

∂

∂x1
+ n1

∂

∂x2
,

∂

∂n(x)
= n1

∂

∂x1
+ n2

∂

∂x2
, n = (n1, n2)

T

are the unit vectors of the other normal, (Tu)p, p = 1, 4, the stress components [6]

(Tu)1 = r′11n1 + r′21n2, (Tu)2 = r′12n1 + r′22n2,

(Tu)3 = r′′11n1 + r′′21n2, (Tu)4 = r′′12n1 + r′′22n2,
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Consider the following vectors [16] or [17]

(1)
τ =

(
r′11
r′′11

)
=

[
a c0
c0 b

](
θ′

θ′′

)
− 2

∂

∂x2
µ

(
u2
u4

)
,

(2)
τ =

(
r′22
r′′22

)
=

[
a c0
c0 b

](
θ′

θ′′

)
− 2

∂

∂x1
µ

(
u1
u3

)
,

(1.4)

(1)
η =

(
r′21
r′′21

)
= −

[
a1 c
c a2

](
ω′

ω′′

)
+ 2

∂

∂x1
µ

(
u2
u4

)
,

(2)
η =

(
r′12
r′′12

)
=

[
a1 c
c a2

](
ω′

ω′′

)
+ 2

∂

∂x2
µ

(
u1
u3

)
,

(1.5)

θ′ = div u′, θ′′ = div u′′, ω′ = rot u′, ω rotu′′.

Let (n,S) be the right rectangular system, where S and n are respectively, the
tangent and the normal of the curve L at the point t = t1 + it2. Assume that n =
(n1, n2)

T = (cosα, sinα)T and S0 = (−n2, n1)
T = (−sinα, cosα)T , where α is the angle

of inclination of the normal n to the ox1-axis.
Introduce the vectors

Un=(u1n1 + u2n2;u3n1 + u4n2)
T , Us=(u2n1 − u1n2;u4n1 − u3n2)

T ; (1.6)

σn =

(
(Tu)1n1 + (Tu)2n2

(Tu)3n1 + (Tu)4n2

)
, σs =

(
(Tu)2n1 − (Tu)1n2

(Tu)4n1 − (Tu)3n2

)
, (1.7)

σt =

(
[r′21n1 − r′11n2, r′22n1 − r′12n2]

TS0

[r′′21n1 − r′′11n2, r′′22n1 − r′′12n2]
TS0

)
. (1.8)

Let us call (1.8) vector the tangential normal stress vector in the linear theory of
elastic mixture.

After elementary calculations we obtain

σn =
(1)
τ cos2 α+

(2)
τ sin2 α+ η cosα sinα,

σt =
(1)
τ sin2 α +

(2)
τ cos2 α− η cosα sinα,

σs =
1

2
(
(2)
τ −

(1)
τ ) sin 2α +

1

2
η cos 2α− 1

2
ε∗

where η =
(1)
η +

(2)
η , ε∗ =

(1)
η −

(2)
η .

Direct calculations allow us to check on L [16]

σn + σt = τ =
(1)
τ +

(2)
τ = 2(2E − A−B) Reφ′(t); (1.9)

σn + 2µ
(∂Us
∂s

+
Un

ρ0

)
+ i
[
σs − 2µ

(∂Un

∂s
− Us

ρ0

)]
= 2φ′(t), (1.10)

[(A− 2E)φ(t) +Btφ′(t) + 2µψ(t)]L = −i
∫
L

eiα(σn + iσs)ds; (1.11)
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where det(2E−A−B) > 0, 1
ρ0

is the curvature of L at the point t. Everywhere in the

sequel it will be assumed that the components Un and Us are bounded [7].
Formulas (1.2), (1.3) and (1.9), (1.10) are analogous to those of Kolosov-Muskhelishvili

in the linear theory of elastic mixture [12].

2. Statement of the problem and the method of its solving

Let an isotropic elastic mixture occupy on the plane z = x1+ix2 a doubly-connected
domain G, a square. The side lenght of square will be denoted by a0.

Let to the boundary of the square which is weakened by an interior hole and cuttings
at vertices be applied the same absolutely smooth rigid punches, subjected to the action
of external normal contractive forces with the known principal vectors. The hole and
cutting boundary is free from external forces.

We formulate the following problem: Find an elastic equilibrium of the square and
analytic form of the hole and cutting contours under the condition that tangential
normal stress vector, i. e. (1.8) vector, will take one and the same constant value
σt = K0, K0 = (K0

1 , K
0
2) = const on them.

Figure 1:

In these conditions, we call the assemblage of hole and cutting boundaries an equally
strong contour. Owing to the symmetry of the problem, we consider the shaded part
of the square, i. e. the curvilinear polygon A0A1A2A3A4A5A6 and denote it by D0,
where A0 is the mid point of the arc A6A1 (a shaded in fig.1).

The boundary of the domain D0 consists of rectilinear segments L1 = ∪L(j)
1 , L

(j)
1 =

AjAj+1 (j = 1, 2, 4, 5) and unknown arcs L0 = L
(1)
0 ∪ L(2)

0 , L
(1)
0 = A3A4, L

(2)
0 = A6A1.

The boundary conditions of the problem are of the form Un = U0 = const on
L
(2)
1 ∪ L

(4)
1 , and Un = 0 on L

(1)
1 ∪ L

(5)
1 , vector (1.7), is equal to zero on the entire

boundary of the domain D0, i.e. σs = 0 on L = L1 ∪ L0.
Relying on the analogous Kolosov-Muskhelishvilis formulas (1.9)-(1.11), the above

posed problem is reduced to finding two analytic vector-functions φ(z) and ψ(z) in D0
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by the boundary conditions on L

Reφ′(t) = H, t ∈ L0, H =
1

2
(2E − A−B)−1K0, (2.1)

Imφ′(t) = 0, t ∈ L1, (2.2)

Re e−iα(t)[(A− 2E)φ(t) +Btφ′(t) + 2µψ(t)] = C(t), t ∈ L1, (2.3)

(A− 2E)φ(t) +Btφ′(t) + 2µψ(t) = B(j)(t), t ∈ L
(j)
0 , j = 1, 2; (2.4)

where α(t) is the angle, made by the outer normal to the contour L1 and the 0x1-axis,

C(t) = Re

[
− i

∫ t

A1

σn(t0) exp i[α(t0)−α(t)]dS0+ν exp(−iα(t))
]
, t∈L1 (2.5)

B(j)(t) = −i
∫ t

A1

σn(t0) exp(iα(t0))dS0 + ν, t ∈ L
(j)
0 , j = 1, 2, (2.6)

ν = (ν1, ν2)
T is an arbitrary complex constant vector. It is easy to notice that C(t) is

a piecewise constant and B(j) is a constant vector-function.
Moreover, if t ∈ L1, then we can write

Re e−iα(t)t = Re e−α(t)A(t) (2.7)

where A(t) = Ak for t ∈ AkAk+1.
In the sequel, the vector-function φ(z) will be assumed to be continuous in a closed

domain D0, and φ′(z) and ψ(z) are continuously extendable on the boundary of the
body D0 except possibly of the points A1, A3, A4, A6 in the neighborhood of which
they admit the estimate of the type

|φ′
j(z)|, |ψj(z)| < M |z − Ak|−δk , j = 1, 2, (2.8)

where 0 < δk <
1
2
, k = 1, 3, 4, 6, M = const > 0.

The equalities (2.1)–(2.2) are in fact the Keldysh-Sedov problem for the domain
D0.

By virtue of the condition (2.8), the (2.1)–(2.2) problem has a unique solution [10]
or [11], φ′(z) = H.

Consequently, leaving out of account the constant summand we get

φ(z) = Hz =
1

2
(2E − A−B)−1K0z. (2.9)

Here K0 is to be defined in the course of solving the problem.
On the basis of formulas (1.11), (2.5), (2.6), (2.9) and putting ν = 0, the boundary
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conditions (2.3), (2.4) and (2.7) yield

Im

(
1

2
K0t− 2µψ(t)

)
=0; Im

(
1

2
K0t+ 2µψ(t)

)
=0, t ∈ L

(1)
1 ;

Re

(
1

2
K0t− 2µψ(t)

)
=P ; Re

(
1

2
K0t+ 2µψ(t)

)
=a0K0 − P, t ∈ L

(2)
1 ;

Re

(
1

2
K0t− 2µψ(t)

)
=P ; Im

(
1

2
K0t+ 2µψ(t)

)
=P, t ∈ L

(1)
0 ;

Im

(
1

2
K0t− 2µψ(t)

)
=a0K0 − P ; Im

(
1

2
K0t+ 2µψ(t)

)
=P, t ∈ L

(4)
1 ;

Re

(
1

2
K0t− 2µψ(t)

)
=0; Re

(
1

2
K0t+ 2µψ(t)

)
=0, t ∈ L

(5)
1 ;

Re

(
1

2
K0t− 2µψ(t)

)
=P ; Im

(
1

2
K0t+ 2µψ(t)

)
=0, t ∈ L

(2)
0 ;

(2.10)

where

P =

∫
L
(j)
1

σndS, j = 1, 2, 4, 5.

Let the function z = ω(ζ), ζ = ξ1 + iξ2 map conformally the upper half-plane
(Im ζ > 0) onto the domain D0. By βk we denote the preimages of the points Ak

(k = 0, 6) and assume that β3 = −1; β4 = 1; β0 = −∞. Moreover, owing to the
symmetry, we may assume that β5 = −β2; β6 = −β1. Note that

−∞ < β1 < β2 < −1 < 1 < −β2 < −β1 < +∞.

Consider the vector-functions

ϕ(ζ) = −i
(1
2
K0ω(ζ)− 2µψ(ω(ζ))

)
; (2.11)

Ψ(ζ) =
1

2
K0ω(ζ) + 2µψ(w(ζ)). (2.12)

Taking into (2.11) and (2.12), boundary conditions (2.10) take the form

Imϕ(ξ1) = 0, ξ1 ∈ (−∞; β1) ∪ (−β2;∞);

Reϕ(ξ1) = 0; ξ1 ∈ (β1; β2);

Imϕ(ξ1) = −P ; ξ1 ∈ (β2; 1),

Reϕ(ξ1) = a0K0 − P, ξ1 ∈ (1;−β2);

(2.13)

ImΨ(ξ1) = 0, ξ1 ∈ (−∞; β2) ∪ (−β1;∞);

ReΨ(ξ1) = a0K0 − P, ξ1 ∈ (β2;−1),

ImΨ(ξ1) = P, ξ1 ∈ (−1,−β2),
ReΨ(ξ1) = 0, ξ1 ∈ (−β2,−β1).

(2.14)

The above problems are the vector form of the Keldysh-Sedov problems [10], [11]
for a half-plane Im ζ > 0.
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A solution of problems (2.13) and (2.14) can be represented as follows [10], [5]

ϕ(ζ)=
χ1(ζ)

πi

[
(a0K0 − P )

∫ −β2

1

dξ1
χ1(ξ1)(ξ1 − ζ)

− iP

∫ 1

β2

dξ1
χ(ξ1)(ξ1 − ζ)

]
, (2.15)

Ψ(ζ)=
χ2(ζ)

πi

[
(a0K0 − P )

∫ −1

β2

dξ1
χ2(ξ1)(ξ1 − ζ)

+ iP

∫ β2

−1

dξ1
χ2(ξ1)(ξ1 − ζ)

]
, (2.16)

where

χ1(ζ) =
√

(ζ − β1)(ζ − β2)(ζ − 1)(ζ + β2),

χ2(ζ) =
√

(ζ + β1)(ζ + β2)(ζ + 1)(ζ − β2)

Note that, under the χj(ζ) sign we mean a branch whose decomposition near the
point at infinity has the form

χj(ζ) = ζ2 + αj
1ζ + α

(j)
2 + · · · , j = 1, 2.

It is easy to show that

χ1(ξ1) =

{
|χ1(ξ1)|, ξ1 ∈ (−∞, β1) ∪ (β2, 1) ∪ (−β2,∞)

−i|χ1(ξ1)|, ξ1 ∈ (β1, β2) ∪ (1,−β2);
(2.17)

χ2(ξ1) =

{
|χ2(ξ1)|, ξ1 ∈ (−∞, β2) ∪ (−1,−β2) ∪ (−β1,∞)

i|(ξ1)|, ξ1 ∈ (β2,−1) ∪ (−β2,−β1);
(2.18)

|χ1(ξ1)| = |χ2(−ξ1)|. (2.19)

By virtue of (2.17)–(2.19) formulas (2.15) and (2.16) can be written as

ϕ(ζ) = g(ζ), Ψ(ζ) = g(−ζ), Im ζ > 0, (2.20)

where g = (g1, g2)
T .

g(ζ)=
χ1(ζ)

πi

[
(a0K0 − P )

∫ −β2

1

dξ1
|χ1(ξ1)|(ξ1 − ζ)

− P

∫ 1

β2

dξ1
|χ1(ζ)|(ξ1 − ζ)

]
. (2.21)

Now note that we will seek for a bounded at infinity solution of the problems (2.13)
and (2.14). On the other hand, from (2.20) and (2.21) we conclude that, the necessary
and sufficient condition for the existence of such a solution is of the form

(a0K0 − P )

∫ −β2

1

dξ1
|χ1(ξ1)|

− P

∫ 1

β2

dξ1
|χ1(ξ1)|

= 0. (2.22)

Having found the vector-function ϕ(ζ) and Ψ(ζ), by virtue of (2.12) and (2.20) we
can define the vector-functions K0ω(ζ) and ψ(ω(ζ)) by the formulas

K0ω(ζ) = g(−ζ) + ig(ζ), ψ(ω(ζ)) =
1

4
µ−1[g(−ζ)− ig(ζ)]. (2.23)
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Let us now pass to finding analytical form of the unknown equally strong contour.
Equations for the parts L

(1)
0 and L

(2)
0 of the unknown contour can be obtained from

the image of the function ω(ζ) for ζ = ξ01 ∈ (−1, 1) and ζ = ξ01 ∈ (−∞, β1) ∪ (−β1,∞)
respectively.

By the Sokhotskii-Plemelj formulas [11] and owing to (2.21) and (2.23), we find

that the equations for the arcs L
(1)
0 and L

(2)
0 are given by the formulas respectively

ω(ξ01) =
g1(−ξ01) + P1 + i(g1(ξ

0
1) + P1)

K0
1

=
g2(−ξ01) + i(g2(ξ

0
1) + P2)

K0
2

, (2.24)

ω(ξ01) =
g1(−ξ01) + i(g1(ξ

0
1))

K0
1

=
g2(−ξ01) + i(g2(ξ

0
1))

K0
2

, (2.25)

where

g(ξ01) = (g1, g2)
T =

χ1(ξ
0
1)

πi

[
(a0K0−P )

∫ −β2

1

dξ1
|χ1(ξ1)|(ξ1 − ξ01)

−P
∫ 1

β2

dξ1
|χ1(ξ01)(ξ1 − ξ01)|

]
.

Revert now to the condition (2.22). Equality (2.22) yelds

K0 =
1

a0
P
(
1 +

F1

F2

)
, (2.26)

where

F1 =

∫ 1

β2

dξ1
|χ1(ξ1)|

, F2 =

∫ −β2

1

dξ1
|χ1(ξ1)|

. (2.27)

It should be noted the integrals appearing in (2.27) and (2.21) are expressed in
terms of elliptic integrals of the first and third kind [15].

Of special importance is the definition of parameters K0
1 , K

0
2 , β1 and β2, involved

in the above formulas. For defining above parameters we use the way and results,
described in [5].

Refer now to formulas (2.26) and (2.27). the values F1 and F2 are the complete
elliptic integrals of the first kind [15], namely [5]

F1 =M−1F
(π
2
/m0

1

)
; F2 =M−1F

(π
2
/m0

2

)
,

where

M =
√
2[β2(β1 − 1)]−

1
2 , F (

π

2
/m0) =

∫ π
2

0

(1−m0 sin2 θ)−
1
2dθ,

m0
1 =

2β2(β1 − 1)(β1 + β2)

2β2(β1 − 1)
, m0

2 =
(β2 + 1)(β1 − β2)

2β2(β1 − 1)
.

(of interest is the fact that m0
1 +m0

2 = 1 and m0
1 > m0

2).
Fixing the value of the parameter m0

1 (and hence of parameter m0
2 = 1 −m0

1) for
finding β1 and β2 we obtain the equality

β2
2 + (1− 2m0

1)(β1 − 1)β2 − β1 = 0 (2.28)
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the discriminant of the above equation(with respect to β2) is of the form D = (1 −
2m0

1)
2(β1 − 1)2 + 4β1.

Introducing the notation
√
−β1 = x, from the condition D ≥ 0, x > 1 we get

x ≥ 1 + 2
√
m0

1(1−m0
1)

2m0
1 − 1

= l.

If we assume that D > 0, then to every value x > l, and hence β1 < −l2, according
to (2.28), there correspond two values β2, both satisfying the condition β2 < −1, but
this contradicts the condition of the uniqueness of the conformally mapping function
z = ω(ζ), and hence we should have D = 0 from which it follows that

β1 = −
[1 + 2

√
m0

1(1−m0
1)

2m0
1 − 1

]2
; β2 =

(2m0
1 − 1)(β1 − 1)

2
. (2.29)

Summing the obtained results, we conclude that for the fixed m0
1 in the domain

(1
2
, 1), from the table of complete elliptic integrals we can find F1 and F2, and using

formulas (2.26) and (2.27) we define parametersK0, β1, β2 and the conformally mapping
function z = ω(ζ) formulas (2.24) and (2.25) which establishes analytical form of the
unknown equally strong contour.

Direct calculations show that as m0
1 increases, the length of the contour L

(1)
0 de-

creases, L
(2)
0 increases, and K0

j j = 1, 2, increases (see [5]).
In a particular case, for m0

1 = 0, 75 we have approximately [18]

F1 = 2, 156; F2 = 1, 686; K0
j =

2, 28

a0
Pj, j = 1, 2;

β1 = −13, 7; β2 = −3, 7; gj(0) = 0, 743Pj, j = 1, 2;

ω(0) = (0, 764a0; 0, 764a0);

gj(−1) = 0, 386Pj, j = 1, 2; ω(−1) = (a0; 0, 608a0);

gj(∞) = gj(−∞) = 1, 08Pj, j = 1, 2;

ω(∞) = ω(−∞) = (0, 474a0; 0, 474a0);

gj(−β1) = 1, 451Pj; ω(β1) = (0, 636a0; 0).
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PERTURBED TWO-STAGE SYSTEMS
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Abstract. Sufficient conditions are established, guaranteeing controllability of the initial

two-stage system of ordinary differential equations if a sequence of the perturbed two-stage

systems is controllable, when the perturbations of right-hand side of system are small in the

integral sense.
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1. Formulation of main results

Let t01 < t02 < θ1 < θ2 < t11 < t12 be given numbers and Rn
x be the n-dimensional

vector space of points

x = (x1, ..., xn)T , |x|2 =
n∑

i=1

(xi)2,

where T means transpose; suppose that O ⊂ Rn
x and Y ⊂ Rm

y are open sets, U ⊂ Rp
u

and V ⊂ Rq
v are compact sets. Further, let Ef = Ef (I1 × O,Rn

x), be the space of
functions f(t, x) ∈ Rn

x defined on I1 ×O and satisfying the following conditions:
1.1. for any x ∈ O the function f(t, x) is measurable on I1 = [t01, θ2];
1.2. for any function f ∈ Ef and any compact set K ⊂ O there exist functions

mf,K(·), Lf,K(·) ∈ L1(I1, R+), R+ = [0,∞) such that for almost all t ∈ I1,

|f(t, x)| ≤ mf,K(t),∀x ∈ K

and
|f(t, x1)− f(t, x2)| ≤ Lf,K(t)|x1 − x2|,∀(x1, x2) ∈ K2.

Let Eu
f = Eu

f (I1×O,Rn
x) be the space of functions f(t, x, u) ∈ Rn

x defined on I1×O×U
and satisfying the following conditions:

1.3. for any (x, u) ∈ O × U the function f(t, x, u) is measurable on I1;
1.4. for any function f ∈ Eu

f and any compact set K ⊂ O there exist functions
mf,K(·), Lf,K(·) ∈ L1(I1, R+) such that for almost all t ∈ I1,

|f(t, x, u)| ≤ mf,K(t), ∀(x, u) ∈ K × U

and
|f(t, x1, u)− f(t, x2, u)| ≤ Lf,K(t)|x1 − x2|, ∀(x1, x2, u) ∈ K2 × U.

Analogously are defined the following spaces Eg = Eg(I2 × Y,Rm
y ) and E

v
g = Ev

g (I2 ×
Y × V,Rm

y ), where I2 = [θ1, t12].
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Let f0 ∈ Eu
f and g0 ∈ Ev

g be given functions and x0 ∈ O and y1 ∈ Y be given
points. By Ω and ∆ we denote sets of measurable functions u : I1 → U and v : I2 → V,
respectively.

To each element

w = (t0, θ, t1, u(·), v(·)) ∈ W = [t01, t02]× [θ1, θ2]× [t11, t12]× Ω×∆

we assign the two-stage system of differential equations{
ẋ = f0(t, x, u(t)), t ∈ [t0, θ],

ẏ = g0(t, y, v(t)), t ∈ [θ, t1]
(1.1)

with the initial condition
x(t0) = x0 (1.2)

and the intermediate condition at the switching moment θ

y(θ) = Q(θ, x(θ)). (1.3)

Here the function Q(t, x) ∈ Rm
y is continuous on [θ1, θ2]×O and continuously differen-

tiable with respect to x ∈ 0.
Definition 1.1. Let w = (t0, θ, t1, u(·), v(·)) ∈ W . The pair of functions Φ(w) =

{x(t) = x(t;w) ∈ O, t ∈ [t0, θ]; y(t) = y(t;w) ∈ Y, t ∈ [θ, t1]} is called solution corre-
sponding to the element w, if the conditions (1.2) and (1.3) are fulfilled. Moreover, the
function x(t) is absolutely continuous and satisfies the first equation of (1.1) almost
everywhere (a.e.) on [t0, θ]; the function y(t) is absolutely continuous and satisfies the
second equation of (1.1) a.e. on [θ, t1].

Definition 1.2. The element w ∈ W is admissible if for corresponding solution
Φ(w) the condition

y(t1) = y1 (1.4)

holds.

The set of admissible elements is denoted by W0.
Definition 1.3. The system (1.1) is called controllable with the conditions (1.2)-

(1.4), if W0 ̸= ∅.
To formulate the main results we introduce the following notation: let C > 0, N > 0
and K ⊂ O,M ⊂ Y be given numbers and compact sets,

FK,C =
{
f ∈ Ef :

∫
I1

[mf,K(t) + Lf,K(t)]dt ≤ C
}
,

VK,δ =
{
f ∈ FK,C :

∣∣∣ ∫ s2

s1

f(t, x)dt
∣∣∣ ≤ δ, ∀s1, s2 ∈ I1, x ∈ K

}
, δ > 0;

GM,N =
{
g ∈ Eg :

∫
I2

[mg,M(t) + Lg,M(t)]dt ≤ N
}
,



54 Tadumadze T.

HM,δ =
{
g ∈ GM,N :

∣∣∣ ∫ s2

s1

g(t, y)dt
∣∣∣ ≤ δ,∀s1, s2 ∈ I2, y ∈M

}
;

F u
K,C =

{
f ∈ Eu

f :

∫
I1

[mf,K(t) + Lf,K(t)]dt ≤ C
}
,

V u
K,δ =

{
f ∈ F u

K,C :

∫
I1

sup
(x,u)∈K×U

|f(t, x, u)|dt ≤ δ
}
,

Gv
M,N =

{
g ∈ Ev

g :

∫
I2

[mg,M(t) + Lg,M(t)]dt ≤ N
}
,

Hv
M,δ =

{
g ∈ Gv

M,N :

∫
I2

sup
(y,v)∈M×V

|g(t, y, v)|dt ≤ δ
}
;

By1,ε =
{
y ∈ Y :∥ y1 − y ∥≤ ε

}
, ε > 0.

Theorem 1.1. Let the system (1.1) be controllable i.e. there exists
w0 = (t00, θ0, t10, u0(·), v0(·)) ∈ W0. Then for arbitrary ε > 0 there exists a number
δ = δ(ε) > 0 such that for any f ∈ VK01,δ and g ∈ HM01,δ the perturbed two-stage
system {

ẋ(t) = f0(t, x, u(t)) + f(t, x), t ∈ [t0, θ],

ẏ(t) = g0(t, y, v(t)) + g(t, y), t ∈ [θ, t1]
(1.5)

with the conditions

x(t0) = x0, y(θ) = Q(θ, x(θ)), y(t1) ∈ By1,ε (1.6)

is controllable. Here K01 ⊂ O and M01 ⊂ Y are compact sets, containing some neigh-
borhoods of K0 = {x(t;w0) : t ∈ [t00, θ0]} and M0 = {y(t;w0) : t ∈ [θ0, t10]}, respec-
tively.

Theorem 1.2. Let the system (1.1) be controllable. Then for arbitrary ε > 0 there
exists a number δ = δ(ε) > 0 such that for any f ∈ V u

K01,δ
and g ∈ Hv

M01,δ
the perturbed

two-stage system {
ẋ(t) = f0(t, x, u(t)) + f(t, x, u(t)), t ∈ [t0, θ],

ẏ(t) = g0(t, y, v(t)) + g(t, y, v(t)), t ∈ [θ, t1]

with the conditions (1.6) is controllable.
Definition 1.4. The pair of functions Φ̂(w) = {x̂(t) = x̂(t;w) ∈ O, t ∈ I1; ŷ(t) =

ŷ(t;w) ∈ Y, t ∈ I2} is called a continuation of the solution Φ(w), if x̂(t) on the interval
I1 is a continuation of the solution x(t), t ∈ [t0, θ] and ŷ(t) on the interval I2 is a
continuation of the solution y(t), t ∈ [θ, t1] (see Definition 1.1).

Theorem 1.3. Let the following conditions hold:
1.5. for any w ∈ W there exists the continuation solution Φ̂(w) ; moreover, there

exist compact sets K1 ⊂ O and M1 ⊂ Y such that, for any w ∈ W

x̂(t;w) ∈ K1, t ∈ I1 and ŷ(t;w) ∈M1, t ∈ I2;
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1.6. the sets

f0(t, x, U) = {f0(t, x, u) : u ∈ U} for any fixed (t, x) ∈ I1 ×O

and
g0(s, y, V ) = {g0(t, x, v) : v ∈ V } for any fixed (s, y) ∈ I2 × Y

are convex;
1.7. there exist sequences {εi} → 0, {δi} → 0, {fi ∈ VK11,δi} and {gi ∈ HM11,δi} such

that for any i = 1, 2, ... the perturbed system{
ẋ(t) = f0(t, x, u(t)) + fi(t, x), t ∈ [t0, θ],

ẏ(t) = g0(t, y, v(t)) + gi(t, y), t ∈ [θ, t1]

with the conditions

x(t0) = x0, y(θ) = Q(θ, x(θ)), y(t1) ∈ By1,εi (1.7)

is controllable i.e. there exists admissible element wi = (t0i, θi, t1i, ui, vi).
Then the system (1.1) is controllable with the conditions (1.2)-(1.4). Here K11 ⊂ O and
M11 ⊂ Y are compact sets, containing some neighborhoods of K1 and M1, respectively.

Theorem 1.4. Let the conditions 1.5, 1.6 hold and let there exist sequences
{εi} → 0, {δi} → 0, {fi ∈ V u

K11,δi
} and {gi ∈ Hv

M11,δi
} such that for any i = 1, 2, ... the

perturbed system {
ẋ(t) = f0(t, x, u(t)) + fi(t, x, u(t)), t ∈ [t0, θ],

ẏ(t) = g0(t, y, v(t)) + gi(t, y, v(t)), t ∈ [θ, t1]

with the conditions (1.7) is controllable. Then system (1.1) is controllable with condi-
tions (1.2)-(1.4).

Finally, we note that Theorems, analogous to Theorems 1.1-1.4 are given in [1] for
ordinary and delay differential equations. Optimal control problems for various classes
of the two-stage and multi-stage systems are investigated in [2-17].

2. Auxiliary assertions

Theorem 2.1([1], p.101; [18], p.108). Let w̃ = (t̃0, θ̃, t̃1, ũ(·), ṽ(·)) ∈ W be a
given element and let Φ(w̃) be the corresponding solution. For arbitrary ε > 0 there
exists a number δ = δ(ε) > 0 such that for any f ∈ VK̃1,δ

and g ∈ HM̃1,δ
the perturbed

two-stage system {
ẋ(t) = f0(t, x, ũ(t)) + f(t, x), t ∈ [t̃0, θ̃],

ẏ(t) = g0(t, y, ṽ(t)) + g(t, y), t ∈ [θ̃, t̃1]

with the conditions
x(t̃0) = x0, y(θ̃) = Q(θ̃, x(θ̃))

has the solution

Φ(w̃; f, g) = {x(t; w̃, f, g) ∈ K̃1, t ∈ [t̃0, θ̃]; y(t; w̃, f, g) ∈ M̃1, t ∈ [θ̃, t̃1]}
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and the following inequalities

|x(t; w̃)− x(t; w̃, f, g)| ≤ ε, t ∈ [t̃0, θ̃]; |y(t; w̃)− y(t; w̃, f, g)| ≤ ε, t ∈ [θ̃, t̃1]

hold.Here K̃1 ⊂ O and M̃1 ⊂ Y are compact sets, containing some neighborhoods of
{x(t; w̃) : t ∈ [t̃0, θ̃]} and {y(t; w̃) : t ∈ [θ̃, t̃1]}, respectively.

Theorem 2.2([1], p.101; [18], p.108). Let the condition 1.5 hold. Then for
arbitrary ε > 0 there exists a number δ = δ(ε) > 0 such that for any w ∈ W, f ∈ VK11,δ

and g ∈ HM11,δ the perturbed two-stage system{
ẋ(t) = f0(t, x, u(t)) + f(t, x), t ∈ [t0, θ],

ẏ(t) = g0(t, y, v(t)) + g(t, y), t ∈ [θ, t1]

with the conditions
x(t0) = x0, y(θ) = Q(θ, x(θ))

has the solution

Φ̂(w; f, g) = {x̂(t;w, f, g) ∈ K11, t ∈ I1; ŷ(t;w, f, g) ∈M11, t ∈ I2}

and the following inequalities

|x̂(t;w)− x̂(t;w, f, g)| ≤ ε, t ∈ I1; |ŷ(t;w)− ŷ(t;w, f, g)| ≤ ε, t ∈ I2

hold.
Lemma 2.1 ([19], p.86). Let x(t) ∈ O, t ∈ I1 be a continuous function and let a

sequence {fi ∈ VK,C} satisfy the condition

lim
i→∞

sup
{∣∣∣ ∫ s2

s1

fi(t, x)dt
∣∣∣ : s1, s2 ∈ I1, x ∈ K

}
= 0.

Then

lim
i→∞

sup
{∣∣∣ ∫ s2

s1

fi(t, x(t))dt
∣∣∣ : s1, s2 ∈ I1

}
= 0.

Here K ⊂ O is a compact set containing some neighborhood of K.
Let p(t, u) ∈ Rn

x be a given function, defined on I1 ×U and satisfying the following
conditions: for almost all t ∈ I1 the function p(t, ·) → Rn

x is continuous; for each u ∈ U
the function p(·, u) : I1 → Rn

x is measurable.
Theorem 2.3([20], p.257). Let the set

P (t) = {p(t, u) : u ∈ U}

be convex and

pi(·) ∈ L1(I1, R
n
x); pi(t) ∈ P (t) a.e. on I1, i = 1, 2, ....

moreover,
lim
i→∞

pi(t) = p(t) weakly on I1.
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Then
p(t) ∈ P (t) a.e. on I1

and there exists a measurable function u(t) ∈ U, t ∈ I1 such that

p(t, u(t)) = p(t) a.e. on I1.

3. Proof of Theorem 1.1

Let ε0 > 0 be so small that

Kε0 = {x ∈ Rn
x : ∃x̂ ∈ K0, |x− x̂| ≤ ε0} ⊂ intK01

and
Mε0 = {y ∈ Rm

y : ∃ŷ ∈M0, |y − ŷ| ≤ ε0} ⊂ intM01.

According to Theorem 2.1 for any ε ∈ (0, ε0] there exists a number δ = δ(ε) > 0 such
that for any f ∈ VK01,δ and g ∈ HM01,δ the perturbed two-stage system{

ẋ(t) = f0(t, x, u0(t)) + f(t, x), t ∈ [t00, θ0],

ẏ(t) = g0(t, y, v0(t)) + g(t, y), t ∈ [θ0, t10]

with the conditions
x(t00) = x0, y(θ0) = Q(θ0, x(θ0))

has the solution

Φ(w0; f, g) = {x(t;w0, f, g), t ∈ [t00, θ0]; y(t;w0, f, g), t ∈ [θ0, t10]}

and the following inequalities

|x(t;w0)− x(t;w0, f, g)| ≤ ε, t ∈ [t00, θ0]; |y(t;w0)− y(t;w0, f, g)| ≤ ε, t ∈ [θ0, t10]

hold.
Consequently, the element w0 is admissible for system (1.5) with conditions (1.6)

for any f ∈ VK01,δ and g ∈ HM01,δ.
Remark 2.1. Theorem 1.2 is a simply corollary of Theorem 1.1, since for any

u(·) ∈ Ω and v(·) ∈ ∆ we have

sup
{∣∣∣ ∫ s2

s1

f(t, x, u(t))dt
∣∣∣ : s1, s2 ∈ I1, x ∈ K

}
≤
∫
I1

sup
(x,u)∈K×U

|f(t, x, u)|dt,

sup
{∣∣∣ ∫ s2

s1

g(t, y, v(t))dt
∣∣∣ : s1, s2 ∈ I2, y ∈M

}
≤
∫
I2

sup
(y,v)∈M×V

|g(t, y, v)|dt.

4. Proof of Theorem 1.3

Let ε0 > 0 be so small that

K1,ε0 = {x ∈ Rn
x : ∃x̂ ∈ K1, |x− x̂| ≤ ε0} ⊂ intK11
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and
M1,ε0 = {y ∈ Rm

y : ∃ŷ ∈M1, |y − ŷ| ≤ ε0} ⊂ intM11.

It is clear that there exists a subsequence {εi1} ⊂ {ε1, ε2, ...} such that εi1 ∈ (0, ε0], i =
1, 2, .... On the basis of Theorem 2.2 for each εi1 there exists δi1 ∈ {δ1, δ2, ...} such that
for wi1 = (t0i1 , θi1 , t1,i1 , ui1 , vi1), fi1 and gi1 we have

|x(t;wi1)− x(t;wi1 , fi1 , gi1)| ≤ εi1 , t ∈ I1 (4.1)

and
|y(t;wi1)− y(t;wi1 , fi1 , gi1)| ≤ εi1 , t ∈ I2. (4.2)

Thus,
x(t;wi1 , fi1 , gi1) ∈ K1,ε0 , t ∈ I1

and
y(t;wi1 , fi1 , gi1) ∈M1,ε0 , t ∈ I2.

The sequences {x(t;wi1)} and {y(t;wi1)} are uniformly bounded and equicontinuous,
since

x(t;wi1) ∈ K1, t ∈ I1; y(t;wi1) ∈M1, t ∈ I2

and
|ẋ(t;wi1)| ≤ |f0(t, x(t;wi1), ui1(t))| ≤ mK1(t) = mf0,K1(t), t ∈ I1,

|ẏ(t;wi1)| ≤ |g0(t, y(t;wi1), vi1(t))| ≤ mM1(t) = mg0,M1(t), t ∈ I2.

By the Arzela-Ascoli lemma from sequences {x(t;wi1)} and {y(t;wi1)} we can extract
uniformly convergent subsequences. Without loss of generality, we assume that

lim
i→∞

x(t;wi1) = x0(t) uniformly in I1, (4.3)

lim
i→∞

y(t;wi1) = y0(t) uniformly in I2; (4.4)

lim
i→∞

t0i1 = t00, lim
i→∞

θi1 = θ0, lim
i→∞

t1i1 = t10.

On the basis of (4.1)-(4.4) we obtain

lim
i→∞

xi1(t) = x0(t) uniformly in I1, lim
i→∞

yi1(t) = y0(t) uniformly in I2,

where
xi1(t) = x(t;wi1 , fi1 , gi1), yi1(t) = y(t;wi1 , gi1), yi1).

Obviously,
xi1(t0i1) = x0, yi1(θi1) = Q(θi1 , xi1(θi1)), yi1(ti1) ∈ By1,εi1

,

therefore
x0(t00) = x0, y0(θ0) = Q(θ0, x0(θ0)), y0(t10) = y1. (4.5)

Further,

xi1(t) = x0 +

∫ t

t0i1

[f0(s, xi1(s), ui1(s)) + fi1(s, xi1(s))]ds = x0 +

∫ t

t0i1

pi(s)ds+ αi(t)
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+βi(t) + γi(t), (4.6)

where

pi(s) = f0(s, x0(s), ui1(s)), αi(t) =

∫ t

t0i1

fi1(s, x0(s))ds,

βi(t) =

∫ t

t0i1

[f0(s, xi1(s), ui1(s))− pi(s)]ds, γi(t) =

∫ t

t0i1

[fi1(s, xi1(s))− fi1(s, x0(s))]ds.

It is not difficult to see that

|pi(s)| ≤ mKi1
(t), i = 1, 2, ..., |αi(t)| ≤ sup

{∣∣∣ ∫ s2

s1

fi1(t, x0(t))dt
∣∣∣ : s1, s2 ∈ I1

}
,

|βi(t)| ≤ max
t∈I1

∣∣∣xi1(t)− x0(t)
∣∣∣ ∫

I1

LK11(s)ds,

|γi(t)| ≤ max
t∈I1

∣∣∣xi1(t)− x0(t)
∣∣∣ ∫

I1

Lfi1 ,K11(s)ds ≤ C
∣∣∣xi1(t)− x0(t)

∣∣∣.
Without loss of generality,we assume that

lim
i→∞

pi(s) = p(s) weakly on I1

([20], p.239). Moreover, we have

lim
i→∞

αi(t) = 0, lim
i→∞

βi(t) = 0, lim
i→∞

γi(t) = 0

(see Lemma 2.1, 4.3 and 4.4). From (4.6) it follows

x0(t) = x0 +

∫ t

t00

p(s)ds, t ∈ [t00, θ0].

Obviously,
pi(s) ∈ P (s) = fi1(s, x0(s), U), s ∈ I1.

From Theorem 2.3 follow the inclusion p(s) ∈ P (s) and existence of such a function
u0(·) ∈ Ω that

p(s) = f0(s, x0(s), u0(s)), a.e. on I1.

Thus,

x0(t) = x0 +

∫ t

t00

f0(s, x0(s), u0(s))ds, t ∈ [t00, θ0].

In a similar way, taking into account convexity of the set g0(t, y, V ), one can prove

y0(t) = Q(θ0, x0(θ0)) +

∫ t

θ0

g0(s, y0(s), v0(s))ds, t ∈ [θ0, t10], v0(·) ∈ ∆.

Consequently, the element w0 = (t00, θ0, t10, u0(·), v0(·)) is admissible (see (4.5)).
Remark 4.1. Theorem 1.4 is proved analogously to Theorem 1.3.
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Abstract. The solution of statics of the stress boundary value problem of the theory of

thermoelasticity with microtemperatures for the circular ring is presented. The representation

of regular solutions for the system of equations of the linear theory of thermoelasticity with

microtemperatures by harmonic, biharmonic and metaharmonic functions is obtained. The

solution is obtained by means of absolutely and uniformly convergent series. The question

on the uniqueness of the solution of the problem is studied.
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1. Basic equations

The basic system of equations of the theory of thermoelasticity with microtemper-
atures can be written in the form [1,2]:

µ∆u(x) + (λ+ µ)graddivu(x) = βgradu3(x),

k∆u3(x) + k1divw(x) = 0,

k6∆w(x) + (k4 + k5)graddivw(x)− k3gradu3(x)− k2w(x) = 0,

(1)

where λ, µ, β, k, k1, k2, k3, k4, k5, k6 are constitutive coefficients [1]; u(x) is the displace-
ment vector of the point x = (x1, x2); u = (u1, u2); w = (w1, w2) is the microtemper-
atures vector; u3 is temperature measured from the constant absolute temperature T0;
∆ is the Laplace operator.

Problem. Find a regular vector U = (u1, u2, u3, w1, w2), (U ∈ C1(D)∩C2(D), D =
D∪S0∪S1) satisfying in the ring D a system of equations (1) and on the circumferences
S0 and S1 the boundary conditions:

[T ′(∂z, n)u(z)− βu3(z)n(z)]
i = f i(z),

[
k
∂u3(z)

∂n(z)
+ k1w(z)n(z)

]i
= f i

3(z),

[T ′′(∂z, n)w(z)]
i = pi(z), i = 0, 1,

(2)

where f = (f1, f2), p = (p1, p2), f1, f2, f3 are the given functions on S0 and S1;
T ′u is the stress vector in the classical theory of elasticity; T ′′w is stress vector for
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microtemperatures [1,2]:

T ′(∂x, n)u(x) = µ
∂u(x)

∂n
+ λn(x)divu(x) + µ

2∑
i=1

ni(x)gradui(x),

T ′′(∂x, n)w(x) = (k5 + k6)
∂w(x)

∂n
+ k4n(x)divw(x) + k5

2∑
i=1

ni(x)gradwi(x).

(3)

The above-formulated problem of thermoelasticity with microtemperatures can be
considered as a union of two problems A and B, where:

Problem A. find in a ring D the solution u(x) of equation (1)1, if on the circum-
ferences S0 and S1 there are given the values of the vector T ′(∂z, n)u(z)− βu3(z)n(z);

Problem B. find in the ring D the solutions u3(x) and w(x) of the system of
equations (1)2 and (1)3,if on the circumferences S0 and S1 there are given the values

of the function k
∂u3(z)

∂n(z)
+ k1w(z)n(z) and of the vector T ′′(∂z, n)w(z).

Let (u′, u′3, w
′) and (u′′, u′′3, w

′′) be two different solutions of any of the problems.
Then the differences u = u′ − u′′, u3 = u′3− u′′3 and w = w′ −w′′ of these solutions,
obviously, satisfies the homogeneous system (1)0 and zero boundary conditions (2)0.
For a regular solutions of equation (1)1 and equations (1)2 and (1)3 the Green’s formulas
[2,3]:∫

D

[E1(u(x), u(x))− βu3(x)divu(x)]dx = −
∫
S

u0(y)[T ′(∂y, n)u(y)− βu3(y)n(y)]
0dyS0

+

∫
S

u1(y)[T ′(∂y, n)u(y)− βu3(y)n(y)]
1dyS1,∫

D

[T0E2(w(x), w(x)) + k | gradu3 |2 +(k1 + k3T0)wgradu3 + k2T0 | w(x) |2]dx

= −
∫
S
u03(y)[k∂nu3(y) + k1w(y)n(y)]

0 + T0w
0(y)[T ′′(∂y, n)w(y)]

0dyS0

+
∫
S
u13(y)[k∂nu3(y) + k1w(y)n(y)]

1 + T0w
1(y)[T ′′(∂y, n)w(y)]

1dyS1

(4)

is valid, where

E1(u, u) = (λ+ µ)(∂1u1 + ∂2u2)
2 + µ(∂1u1 − ∂2u2)

2 + µ(∂2u1 + ∂1u2)
2;

E2(w,w) =
1

2
(2k4 + k5 + k6)(∂1w1 + ∂2w2)

2 + (k6 + k5)(∂1w1 − ∂2w2)
2

+(k6 + k5)(∂2w1 + ∂1w2)
2 + (k6 − k5)(∂1w2− ∂2w1)

2,

under the conditions that: λ+µ, µ > 0 and, accordingly, 2k4+k5+k6 > 0, k6±k5 > 0
are nonnegative quadratic forms.

Taking into account formula (4)2 under the homogeneous boundary conditions for
the problem B, we obtain E2(w,w) = 0, gradu3 = 0, w = 0. The solution of the
above equations has the form: u3(x) = const, w = 0.

The following uniqueness theorem is valid.
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Theorem. The difference of two arbitrary solutions of the BVP (1), (2) is the
vector U = (u1, u2, u3, w1, w2), where u1(x) = −c1x2+ clx1+q1, u2(x) = −c1x1+clx1+
q2, u3 = c, w1 = w2 = 0; c, c1, q1, q2 are arbitrary constants, l = β

2(λ+µ)
.

2. Solution of the problem B

Taking into account formulas:
∂

∂x2
= n2

∂

∂r
+
n1

r

∂

∂ψ
,

∂

∂x1
= n1

∂

∂r
− n2

r

∂

∂ψ
,

we rewrite the representation solutions of the system [(1)2, (1)3] and the boundary
conditions of the problem B in the tangent and normal components [3]:

u3(x) = φ1(x) + φ2(x),

wn(x) = a1
∂

∂r
φ1(x) + a2

∂

∂r
φ2(x)− a3

1

r

∂

∂ψ
φ3(x),

ws(x) = a1
1

r

∂

∂ψ
φ1(x) + a2

1

r

∂

∂ψ
φ2(x) + a3

∂

∂r
φ3(x),

(5)

k

[
∂u3
∂r

]i
+ k1 [wn]

i = f i
3(z), k7

[
∂wn

∂r

]i
+
k4
Ri

[
∂ws

∂ψ

]i
= pin(z),

k6

[
∂ws

∂r

]i
+
k5
Ri

[
∂wn

∂ψ

]i
= pis(z),

(6)

where wn = (w · n), ws = (w · s), pn = (p · n), ps = (p · s), n = (n1, n2), s = (−n2, n1),
∂

∂n
=

∂

∂r
, i = 0, 1; △φ1 = 0, (△+ s21)φ2 = 0, (△+ s22)φ3 = 0, s21 = −kk2 − k1k3

kk7
,

s22 = −k2
k6
, a1 = −k3

k2
, a2 = − k

k1
, a3 =

k6
k7

; k7 = k4 + k5 + k6; k, k2, k6, k7 > 0;

wn = (w · n), ws = (w · s), pn = (p · n), ps = (p · s), n = (n1, n2), s =
(−n2, n1); x = (r, ψ), r2 = x21 + x22. R0 is radius of the boundary S0; R1 is radius
of the boundary S1.

The harmonic function φ1 and metaharmonic functions φ2 and φ3 are represented
in the form of series in the ring ([4], p.417; [5]):

φ1(x) = X10 ln r + Y10 +
∞∑

m=1

[rm(X1m · νm(ψ)) + r−m(X1m · νm(ψ))],

φ2(x) =
∞∑

m=0

[Im(s2r)(X2m · νm(ψ)) +Km(s2r)(Y2m · νm(ψ))],

φ3(x) =
∞∑

m=0

[Im(s3r)(X3m · sm(ψ)) +Km(s3r)(Y3m · sm(ψ))],

(7)

where Im(sjr) andKm(sjr) are the Bessel’s and modified Hankel’s functions of an imag-
inary argument, respectively; Xkm and Ykm are the unknown two-component constants
vectors, νm(ψ) = (cosmψ, sinmψ), sm(ψ) = (− sinmψ, cosmψ), j = 2, 3; k = 1, 2.

We substitute (7) into (5) and then the obtained expressions substitute into (6).
Passing to the limit, as r → R0 and r → R1 for the unknowns Xmk and Ymk we obtain
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a system of algebraic equations:

−a1
1

R2
i

X10 + a2s
2
2[I

′′
0 (s2Ri)X20 +K ′′

0 (s2Ri)Y20] =
Ai

10

2k7
,

I ′′0 (s3Ri)X30 +K ′′
0 (s3Ri)Y30 =

Ai
20

2k6a3s3
,

1

Ri

(1 + k1a1)X10 + s2(1 + a2)[I
′
0(s2Ri)X20 +K ′

0(s2Ri)Y20] =
Ai

30

2
,

a1mR
m−2
i [k7(m− 1)− k4m]X1m + a2

[
k7s

2
2I

′′
m(s2Ri)− k4

m2

R2
i

Im(s2Ri)

]
X2m

+k7a3
m

Ri

[
1

Ri

Im(s3Ri) + s3I
′
m(s3Ri)

]
X3m + a1mR

−(m+2)
i [k7(m+ 1)− k4m]Y1m

+a2

[
k7s2K

′′
m(s2Ri)− k4

m2

R2
i

Km(s2Ri)

]
Y2m

+k7a3
m

Ri

[
1

Ri

Km(s3Ri) + s3K
′
m(s3Ri)

]
Y3m = Ai

1m,

a1mR
m−2
i [k5m+ k6(m− 1)]X1m + a2

m

Ri

[
−k6

1

Ri

Im(s2Ri) + s2(k5 + k6)I
′
m(s2Ri)

]
X2m

+a3[k6s
2
3I

′′
m(s3Ri)− k5

m2

R2
i

Im(s3Ri)]X3m − a1mR
−(m+2)
i [k6(m+ 1) + k5m]Y1m

+a2
m

Ri

[
−k6

1

Ri

Km(s2Ri) + (k5 + k6)s2K
′
m(s2Ri)

]
Y2m

+a3

[
−k5

m2

R2
i

Km(s3Ri) + k6s
2
3K

′′
m(s3Ri)

]
Y3m = Ai

2m,

k1mR
m−1
i X1m + s2I

′
m(s2Ri)(k + k1a2)X2m − k1a3

m

Ri

Im(s3Ri)X3m

−k1mR−(m+1)
i Y1m + s2(k + k1a2)K

′
m(s2Ri)Y2m − k1a3

m

Ri

Km(s3Ri)Y3m = Ai
3m,

where Ai
1m, Ai

2m and Ai
3m are the Fourier coefficients of the functions pn(z), ps(z)

and f3(z), respectively; i=0,1; m=1,2,....

3. Solution of the problem A

The solution of the first equation of the system (1) with the boundary condition
(2) is represented by the sum

u(x) = v0(x) + v(x), (8)

where v0 is a particular solution of equation (1)1 :

v0(x) =
β

λ+ 2µ
grad[− 1

s21
φ2(x) + φ0(x)];
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φ0 is a biharmonic function: △φ0 = φ1; v(x) = (v1(x), v2(x)) is the solution of the
homogeneous equation µ△v(x)+(λ+µ)graddivv(x) = 0 which can be found by means
of the formulae [6]

v1(x) =
∂

∂x1
[Φ1(x) + Φ2(x)]−

∂

∂x2
Φ3(x), v2(x) =

∂

∂x2
[Φ1(x) + Φ2(x)] +

∂

∂x1
Φ3(x),

where ∆Φ1(x) = 0, ∆∆Φ2(x) = 0, ∆∆Φ3(x) = 0;

Φ1(x) =
∞∑

m=1

[(
r

R1

)m

(Z1m · νm(ψ)) +
(R0

r

)m
(Z2m · νm(ψ))

]
+ Z10 ln r

Φ2(x) =
∞∑

m=0

(
r

R1

)m+2

(Z3m · νm(ψ))

+
∞∑

m=2

(R0

r

)m−2

(Z4m · νm(ψ)) + r ln r(Z41 · ν1(ψ)) +
1

2

(
r

R1

)2

Z20

Φ3(x) = −(λ+ 2µ)

µ

∞∑
m=1

(
r

R1

)m+2

(Z3m · sm(ψ))

+
λ+ 2µ

µ

∞∑
m=2

(R0

r

)m−2

(Z4m · sm(ψ))

+
(λ+ 2µ)

µ
r ln r(Z11 · s1(ψ)) + Z40 ln r +

1

2

(
r

R1

)2

Z30,

(9)

where Zkm are the unknown two-component vectors, k = 1, 2, 3, 4. Taking into account
(8) and relying on the condition (2)I , we can write

[T ′(∂z, n)v(z)]
i = Ψi(z), z ∈ Si, i = 0, 2,

where Ψi(z) = f i(z)+βui3(z)n(z)−[T ′(∂z, n)v0(z)]
i is the known vector, Ψi = (Ψi

1,Ψ
i
2).

We rewrite this conditions in the tangent and normal components:

[T ′(∂z, n)v(z)]
i
n = Ψi

n(z), [T ′(∂z, n)v(z)]
i
s = Ψi

s(z), (10)

where

[T ′(∂z, n)v(z)]
i
n = (λ+ 2µ)

∂vin(z)

∂r
+ λ

1

Ri

∂vis(z)

∂ψ
,

[T ′(∂z, n)v(z)]
i
s = µ

∂vis(z)

∂r
+ µ

1

Ri

∂vin(z)

∂ψ
,

vin(z) =
∂

∂r
(Φi

1(z) + Φi
2(z))−

1

r

∂

∂ψ
Φi

3(z),

vis(z) =
1

r

∂

∂ψ
(Φi

1(z) + Φi
2(z)) +

∂

∂r
(Φi

3(z)).
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We substitute (9) into (10). Passing to the limit, as r → R0 and r → R1 for the
unknowns Zmk we obtain a system of algebraic equations:

A(m)tm−2Z1m +B(m)Z2m + C(m)tmZ3m + E1(m)Z4m = η0m,

A(m)Z1m +B(m)tm+2Z2m + C(m)Z3m + E2(m)Z4m = η1m,

A(m)tm−2Z1m +B(m)Z2m +D(m)tmZ3m + E3(m)Z4m = ζ0m,

A(m)Z1m +B(m)tm+2Z2m +D(m)Z3m + E4(m)Z4m = ζ1m,

where

t =
R0

R1

, e1(m) = 2(λ+ µ)(m+ 1), e2(m) = 2(λ+ µ)(m− 1),

A(m) =
2µ(m− 1)m

R2
1

, B(m) =
2µ(m+ 1)m

R2
0

, C(m) = −e1m(m− 2)

R2
1

,

D(m) = − e1(m)m

R2
1
, E1(1) =

2(2λ+ 3µ)

R0

, E1(m) = −e2(m)(m+ 2)

R2
0

,

E2(1) =
2(2λ+ 3µ)

R1

, E2(m) = −e2(m)(m+ 2)

µR0

tm, E3(1) =
2µ

R0

, E3(m) =
e2(m)m

R2
0

,

E4(1) =
2µ

R1

lnR1, E4(m) =
e2(m)tm

µR0

, m = 2, 3, ....

If the principal vector and principal moment of external stresses is equal to zero, then
we obtain

R2
1

2π∫
0

Ψ1
s(θ)dθ −R2

0

2π∫
0

Ψ0
s(θ)dθ = 0.

From here when m = 0, we get: R2
1ζ

1
0 = R2

0ζ
0
0 . When m = 0 for the unknowns Z10, Z20

and Z40 we obtain the system

−2µ

R2
i

Z10 +
2(λ+ µ)

R2
1

Z20 =
ζ i0
2
, −2µ

R2
0

Z40 =
ζ00
2
,

Z30 is an arbitrary constant, i = 0, 1.
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i. vekuas saxelobis gamoyenebiTi 

maTematikis institutis seminaris  

moxsenebebi, tomi 38, 2012 
 

qarTuli reziumeebi 
 

wrfivi sasazRvro amocanebi  mravalganzomilebiani 
regularuli sxvaobiani sistemebisTvis 

 

m. aSordia, n. kekelia 
 
damtkicebulia zogadi saxis wrfivi sasazRvro amocanis amoxsnadobis 

grinis tipis Teorema. mocemulia koSis amocanis amonaxsnis agebis 

mimdevrobiTi miaxloebis meTodi.  

 

 
Termodrekadobis wrfivi Teoriis erTi sasazRvro  
amocana sferuli rgolisaTvis  mikrotemperaturis 

gaTvaliswinebiT 

 
Ll. biwaZe 

 
naSromSi miRebulia amonaxsnis zogadi warmodgenis formulebi 

Termodrekadobis gantolebebisaTvis mikrotemperaturis gaTvaliswinebiT, 

romlis saSualebiT amoxsnilia erTi ZiriTadi sasazRvro amocana 

sferuli rgolisaTvis. Aamonaxsni warmodgenilia absoluturad da 

Tanabrad krebadi mwkrivebis saxiT.   

 
 

mesame rigis wrfivi Cveulebrivi diferencialuri 
gantolebis SemousazRvreli rxevadi amonaxsnis arsebobis 

Sesaxeb 
 

n. xvedeliZe 
 

naSromSi damtkicebulia mesame rigis wrfivi Cveulebrivi 

diferencialuri gantolebis SemousazRvreli rxevadi amonaxsnis 

arseboba, agreTve iseTi ararxevadi amonaxsnis arseboba, romelic 

usarulobaSi krebadia nulisaken. 
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Sedarebis Teoremebi da zogierTi orwertilovani  
sasazRvro amocana meore rigis wrfivi  
diferencialuri gantolebebisaTvis 

 
r. koplataZe 

 
miRebulia axali tipis Sedarebis Teoremebi singularuli gantolebis 

SemTxvevaSi, maTi gamoyenebiT Seswavlilia meore rigis wrfivi 

diferencialuri gantolebebisaTvis zogierTi orwertilovani sasazRvro 

amocana. 

 

 
drekad narevTa statikis erTi amocanis Sesaxeb 

xvreliTa da wveroebSi amonaWrebiT Sesustebuli 
kvadratisaTvis 

 
k. svanaZe 

 
naSromSi drekad narevTa wrfivi Teoriis statikis erTgvarovani 

gantolebis SemTxvevaSi ganxilulia Tanabrad mtkice konturis moZebnis 

amocana erTi xvreliT da wveroebSi amonaWrebiT Sesustebuli 

kvadratisaTvis im daSvebiT, rom xvrelisa da amonaWrebis  sazRvrebi 

Tavisufalia garegani datvirTvebisgan, xolo sazRvris danarCen nawilze 

mocemulia erTnairi absoluturad  gluvi xisti Stampebi, romlebzec 

moqmedeben mocemuli nakrebi veqtoris mqone normaluri mkumSavi Zalebi. 

kolosov-musxeliSvilis ganzogadoebuli formulebis safuZvelze 

ganxiluli amocana miyvanilia analizur funqciaTa Teoriis Sereul 

sasazRvro amocanaze (keldiS-sedovis amocana) da am ukanasknelis 

amoxsnis gziT saZiebeli kompleqsuri potencialebi da Tanabrad mtkice 

konturis gantoleba agebulia efeqturad (analizuri formiT). 

Catarebulia miRebuli amonaxsnebis gamokvleva da dadgenilia 

tangencialuri da normaluri Zabvis gamosaTvleli formulebi. 

 

 

 

 

 

 

 

 

 



 qarTuli reziumeebi   
   

71

sawyisi da SeSfoTebuli orsafexuriani sistemebis 
marTvadobas Soris erTi kavSiris Sesaxeb 

 
T. TadumaZe 

 
dadgenilia sakmarisi pirobebi romlebic uzrunvelyofen  rom, Tu 

marTvadia sawyisi orsafexriani sistema maSin  marTvadia misi Sesabamisi 

SeSfoTebuli sistema da piriqiT.  

 

 
Termodrekadobis Teoriis Zabvis amocanis amoxsna 

wriuli rgolisaTvis mikrotemperaturis gaTvaliswinebiT 

 
 

i. cagareli, m. svanaZe 

 

naSromSi cxadad, absoluturad da Tanabrad krebadi mwkrivebis saxiT, 

wriuli rgolisaTvis amoxsnilia Termodrekadobis Teoriis Zabvis 

amocana, roca sxeulis yovel wertilSi gaTvaliswinebulia 

mikrotemperatura. 
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